In this thesis, the charge asymmetry in top-quark pair ($tt$) production in proton-proton collisions at the Large Hadron Collider at the centre-of-mass energy $13$ TeV is studied using ATLAS Monte Carlo (MC) simulation and the Run-II data, with a focus on dedicated techniques for identification of high-energy (boosted) hadronically-decaying top quarks (boosted top-quark tagging). The performance of a number of top-quark and $W$-boson tagging algorithms are investigated. Comparisons of MC simulation with data collected in 2015–2016 with an integrated luminosity of $36.1$ fb$^{-1}$ are performed, showing good agreement, demonstrating that it is in principle possible to calibrate arbitrarily complex tagging algorithms using data. The charge asymmetry in the $tt$ production is measured in the single-lepton channel, using the full Run-II ATLAS dataset with the integrated luminosity of $139$ fb$^{-1}$. For the first time at a hadron collider, the evidence of non-zero charge asymmetry is found with the significance of $4\sigma$. The measurement is found to agree with the Standard Model prediction. Finally, a preliminary estimate of the expected [...]
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Abstract

In this thesis, the charge asymmetry in top-quark pair ($t\bar{t}$) production in proton-proton collisions at the Large Hadron Collider at the centre-of-mass energy 13 TeV is studied using ATLAS Monte Carlo (MC) simulation and the Run-II data, with a focus on dedicated techniques for identification of high-energy (boosted) hadronically-decaying top quarks (boosted top-quark tagging).

A number of top-quark and $W$-boson tagging algorithms are investigated in a sample enriched in boosted hadronically-decaying top quarks and $W$ bosons. The sample is obtained from $t\bar{t}$ events with a single isolated electron or muon in the final state (single-lepton channel). The taggers include simple selections on using two observables, up to the most complex algorithms using many observables via machine learning to identify top quarks and $W$ bosons. The measurement of signal efficiency of the tagging algorithms in data collected in 2015–2016 with an integrated luminosity of 36.1 fb$^{-1}$ is compared with simulations. The results show good agreement between the simulation and the data, demonstrating that it is in principle possible to calibrate the signal tagging efficiency of arbitrarily complex tagging algorithms to match the efficiency in data.

The charge asymmetry in the $t\bar{t}$ production is measured in the single-lepton channel, using the full Run-II ATLAS dataset with the integrated luminosity of 139 fb$^{-1}$. A combination of multiple regions is performed in the measurement, involving a so-called resolved topology, where individual particles from the $t\bar{t}$ decay are reconstructed and identified, and the boosted topology, where the hadronically decaying top quark is reconstructed using the aforementioned boosted tagging techniques. The asymmetry is measured inclusively as well as differentially with respect to the mass and the longitudinal Lorentz boost of the $t\bar{t}$ pair. Corrections for the dilution of the asymmetry due to the limited detector and reconstruction acceptance and response are performed using a Fully-Bayesian unfolding method. For the first time at a hadron collider, the evidence of non-zero charge asymmetry is found with the significance of $4\sigma$. Both the inclusive and differential charge asymmetry measurements are found to agree with the Standard Model prediction.

Finally, a preliminary estimate of the expected statistical and systematic uncertainties of a charge asymmetry measurement in boosted all-hadronic $t\bar{t}$ events assuming full Run-II is obtained. Neural networks are employed to identify the top quark and top anti-quark electric charge using charged tracks of the $t\bar{t}$ decay products. The MC modelling of the neural network is compared with data in $t\bar{t}$ events in the single-lepton channel. An estimate of systematic uncertainty associated with the observed mismodelling of the neural network discriminant in the single-lepton channel is obtained and propagated into the charge asymmetry estimate in the all-hadronic channel. The obtained estimate suggests that a potential measurement would be statistically-limited. A combination of the boosted all-hadronic and single-lepton channel would lead to a sizeable reduction of the total uncertainty of measurement for $t\bar{t}$ mass above 1.5 TeV. Further options to reduce the uncertainty are discussed.
Dans cette thèse, l’asymétrie de charge dans la production de paires de quarks top ($t\bar{t}$) dans les collisions proton-proton au Grand collisionneur de hadrons à l’énergie du centre de masse 13 TeV est étudiée en utilisant la simulation Monte Carlo (MC) d’ATLAS et les données de Run-II, en se concentrant sur les techniques dédiées à l’identification des quarks top de haute énergie (boostés) à désintégration hadronique (identification de quarks top boostés).

Plusieurs algorithmes d’identification des quarks top et des bosons $W$ sont examinés dans un échantillon enrichi de quarks top boostés à désintégration hadronique et de bosons $W$. L’échantillon est obtenu à partir d’événements $t\bar{t}$ avec un seul électron ou muon isolé à l’état final (canal à un seul lepton). Les algorithmes comprennent des sélections simples utilisant deux observables, jusqu’aux algorithmes les plus complexes utilisant de nombreux observables via l’apprentissage automatique pour identifier les quarks top et les bosons $W$. La mesure de l’efficacité du signal des algorithmes d’identification sur les données collectées en 2015–2016 avec une luminosité intégrée de $36.1 \, fb^{-1}$ est comparée aux simulations. Les résultats montrent un bon accord entre la simulation et les données, ce qui démontre qu’il est en principe possible de calibrer l’efficacité d’identification du signal d’algorithmes arbitrairement complexes pour qu’elle corresponde à l’efficacité des données.

L’asymétrie de charge dans la production de l’$t\bar{t}$ est mesurée dans le canal à un seul lepton, en utilisant l’ensemble des données ATLAS Run-II avec la luminosité intégrée de $139 \, fb^{-1}$. Une combinaison de plusieurs régions est effectuée lors de la mesure, impliquant une topologie dite résolue, où les particules individuelles de la désintégration $t\bar{t}$ sont reconstruites et identifiées, et la topologie boostée, où le quark top en désintégration hadronique est reconstruit en utilisant les techniques d’identification boostées mentionnées ci-dessus. L’asymétrie est mesurée de manière inclusive aussi bien que de manière différentielle par rapport à la masse et à la poussée de Lorentz longitudinale de la paire $t\bar{t}$. Les corrections pour la dilution de l’asymétrie en raison des limitations de détecteur et l’acceptation de la reconstruction et la réponse sont effectuées à l’aide d’une méthode de déconvolution entièrement bayésienne. Pour la première fois dans un collisionneur de hadrons, la preuve d’une asymétrie de charge non nulle est trouvée avec la signification de $4 \, \sigma$. Les mesures de l’asymétrie de charge inclusive et différentielle sont toutes deux conformes à la prédiction du Modèle Standard.

Enfin, une estimation préliminaire des incertitudes statistiques et systématiques attendues d’une mesure de l’asymétrie de charge dans des événements hadroniques $t\bar{t}$ supposant le Run-II complet est obtenue. Des réseaux neuronaux sont utilisés pour identifier la charge électrique de quark top et de antiquark top en utilisant les traces chargées des produits de désintégration $t\bar{t}$. La modélisation MC du réseau neuronal est comparée aux données des événements $t\bar{t}$ dans le canal à un seul lepton. Une estimation de l’incertitude systématique associée à la mal-modélisation du discriminant du réseau neuronal dans le canal à un seul lepton observée est obtenue et propagée dans l’estimation de l’asymétrie de charge dans le canal hadronique. L’estimation obtenue suggère qu’une mesure potentielle serait statistiquement limitée. Une combinaison du canal hadronique boosté et du canal à un seul lepton entraînerait une réduction importante de l’incertitude totale de mesure pour $t\bar{t}$ de masse supérieure à...
1.5 TeV. D’autres options visant à réduire l’incertitude sont examinées.
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Introduction

The Standard Model (SM) of elementary particles encapsulates our current knowledge of the interactions of particles of the visible matter in the universe, successfully providing a huge amount of predictions which were experimentally confirmed over the course of its existence of roughly 50 years. Despite being in excellent agreement with experiments, the SM does not provide answers for several key questions on the nature of our universe, such as the explanation of the dark matter and dark energy, the baryon asymmetry, or the missing description of gravity at the quantum level. Therefore, many various experiments in the particle physics seek to find evidence for theories beyond the SM (BSM), which could explain (some of) these phenomena.

The ATLAS experiment is one of the four experiments using proton-proton collisions of the Large Hadron Collider (LHC), the largest and most powerful proton-proton collider ever built. The ATLAS detector is a multi-purpose detector designed for studying various processes to provide stringent tests of the SM predictions and to search for clues of BSM physics.

From the year 2015 until 2018, the LHC operated at the unprecedented centre-of-mass energy $\sqrt{s} = 13$ TeV at a hadron collider. During this period, known as the Run-II, the ATLAS experiment has collected $pp$ collision data of the approximate integrated luminosity of $140 \text{fb}^{-1}$, surpassing the Run-I period of data taking in 2011-2012 by roughly a factor of seven. Combined with the increase of the collision energy from 8 TeV to 13 TeV, the LHC has allowed the ATLAS experiment to explore even more rare processes, and more extreme regions of phase space.

Many of the BSM theories predict the existence of massive particles decaying into top quarks or $W/Z/H$ bosons. The top quarks and the bosons are unstable particles further decaying into lighter particles. To study these decays, the particles must be reconstructed by the ATLAS experiment to infer the properties of their decaying parent particles. In the momenta range of hundreds of GeV and more, the massive top quarks and the bosons become boosted, and thus their decay products highly collimated. Dedicated reconstruction techniques are necessary to identify these decays, referred to as *boosted* tagging. One of the topics of this thesis is the investigation of boosted tagging of top-quarks and $W$ bosons, specifically the performance and accuracy of Monte Carlo simulations of various algorithms designed to identify these particles.

The large ATLAS Run-II dataset allows to measure very rare SM phenomena, one of which is the so-called charge asymmetry in the top-quark pair ($t\bar{t}$) production, describing a phenomenon in the production of the $t\bar{t}$ pairs, which leads to angular asymmetry of the distributions of top-quark and top anti-quark production with respect to the initial-state particles producing the collision. A measurement of the $t\bar{t}$ charge asymmetry at the $\sqrt{s} = 13$ TeV is performed in this thesis, with dedicated studies of highly-boosted top quarks, employing the boosted tagging techniques. Traditionally, this measurement is performed in the single-lepton channel, where one of the top quark decays includes an electron or a muon. This is because the measurement of the charge asymmetry requires distinguishing top quark from top anti-quark, and the electric charge of the electron or muon can be used to infer the electric charge of the decaying top (anti-)quark with very high precision.
A possibility of measuring $t\bar{t}$ charge asymmetry in the all-hadronic channel is investigated, which is the decay channel where both top quarks decay hadronically, i.e. decay into quarks, thus having no prompt electrons or muons from the top-quark decay. In this study, alternative approaches to reconstructing the charge of the decaying top quark are investigated, using the electric charge of the decay products of the hadronic top quark.

This thesis is organised as follows. In Chapter 1, the fundamentals of the Standard Model of elementary particles are introduced. In Chapter 2, the top quark pair-production and decay is discussed as well as the theoretical origin of the charge asymmetry and an overview of its previous measurements. In Chapters 3 and 4, the overview of the LHC and the ATLAS experiment is shown and the physics objects used in the thesis are defined. Chapter 5 introduces the concepts behind the identification of the boosted hadronically-decaying top quarks and $W$ bosons at the ATLAS experiment and the recent developments including the applications of machine learning. In Chapter 6, the measurement of signal efficiency of these identification algorithms using data is presented. The measurement of the charge asymmetry in the top-quark pair production in the single-lepton channel is presented in Chapter 7. Finally, Chapter 8 explores the possibility of a measurement of the charge asymmetry in boosted all-hadronic $t\bar{t}$ production.
Personal contributions of the author

Due to the complexity and the nature of cooperation within the ATLAS collaboration, it is often unclear what are the individual contributions of an author. To help the reader understand the individual contributions of the author of this thesis, this section outlines the contributions in a list with references to the respective chapters. In addition, those figures showing results which were already published, which the thesis author has not significantly contributed to, include a reference to the publication in which they appear. The contributions of the author in this thesis include:

- **Performance comparisons and the measurement of signal efficiency of the boosted top-quark and W-boson identification techniques (Chapter 5 and 6):** The results shown in these chapters are published in Ref. [1]. The author has been one of the two main analysers of the signal efficiency measurement. He has performed the comparisons of data and MC predictions, and contributed to the construction of the signal efficiency template fit, preparing the templates and performing the propagation of the systematic uncertainties in the signal efficiency measurement. In addition, the author has contributed to the paper writing and editing process and worked as the analysis team coordinator.

- **Measurement of the $t\bar{t}$ charge asymmetry in the single-lepton channel (Chapter 7):** The author has been one of the four contributing analysers to this measurement. His most notable contributions include the development of the Fully-Bayesian unfolding implementation used in the analysis, including the combination of resolved and boosted topologies, implementation of a method to assess the impact of systematic uncertainties (systematics ranking), and the assessment of uncertainties related to the unfolding method. Finally, the author has worked on the propagation of the systematic uncertainties into the measurement and the unfolding. The results of this measurement are published in Ref. [2].

- **Study of top-quark charge identification and the estimate of charge asymmetry measurement sensitivity in the all-hadronic channel (Chapter 8):** The author of the thesis is the sole analyser of this study, who performed the study of the neural network for the top-quark charge identification, the study of modelling of the predictions in data in the single-lepton $t\bar{t}$ channel, as well as the estimate of the charge asymmetry measurement precision in the all-hadronic channel.
The Standard Model of elementary particles

The Standard Model (SM) of elementary particles is a gauge-invariant relativistic quantum field theory (QFT) describing the known elementary particles and their interactions. The elementary particles in the SM can be divided into fundamental fermions, which are the particles of matter, and bosons, which are interaction mediators. They are further described in the next section and shown in Fig. 1.1.

The interactions include electromagnetic and weak interactions, unified into a single electroweak (EW) interaction, and the strong interaction. These are described in Sec. 1.3 and 1.5, respectively. The interactions are generated via a gauge-invariance principle, described in Sec. 1.2. Additionally, a mechanism of spontaneous symmetry breaking, described in Sec. 1.4, is used to generate the masses of the elementary particles in a manner that obeys the gauge symmetries. This mechanism predicts the existence of the Higgs boson.

Finally, a brief summary of some of the most important limitations of the SM are presented in Sec. 1.6.

1.1 Fundamental particles in Standard Model

The fundamental particles of matter in the SM are fermions, spin one-half particles. Firstly, these include three generations of charged leptons; electron, muon and tau. Each of these leptons has a charge of $-\frac{1}{2}$\(\text{e}\). To each of the charged leptons corresponds a neutral lepton; electron, muon or tau neutrino. The charged leptons interact via electromagnetically and weakly. The neutrinos only interact weakly.

Additional fundamental fermions include quarks, which interact via strong interaction, as well as electromagnetic and weak interactions. As will be mention further, the nature of the strong interaction prohibits the existence of free quarks, only bound states commonly referred to as hadrons are observed. More specifically, mesons consisting of a pair of quark and anti-quark or baryons consisting of three quarks\(^{(2)}\). Similarly to leptons, three generations of quarks have been discovered so far, the first generation comprising of up and down quarks, the second generation of charm and strange quark and finally, the third generation of top and bottom quark. The up, charm and top quarks have an electric charge of $\frac{2}{3}e$ and down, strange and bottom quarks have an electric charge of $-\frac{1}{3}e$. In contrast to the charged leptons, quarks carry additional quantum property commonly-referred to as colour or colour charge, a property of the strong interactions. All fundamental fermions in the SM are

---

\(^{(1)}\)We use natural units where $\hbar = c = 1$. The electric charges are expressed as multiples of the elementary electric charge $e$.

\(^{(2)}\)There are also experiments searching for other bound states of quarks, such as tetraquarks or pentaquarks.
1.2 Local gauge invariance principle

The principle of local gauge invariance in the SM is used as a form of a recipe that allows to create interactions in the QFT framework, that are based on some symmetry described by a representation of a Lie group. The quantum electrodynamics (QED) was arguably the first theory that applied the gauge-invariance principle. It is based on the gauge calibrations of the classical electrodynamics in

---

(3) The SM predates the experimental evidence of neutrino flavour oscillations, which provide evidence of non-zero neutrino masses. In this chapter we simply refer to the SM as it was originally formulated. Minimal SM extensions with massive neutrinos are briefly discussed in Sec 1.6.
the field formalism and a quantization of the classical fields to describe electromagnetic interactions between elementary particles.

The theories of particles and their interactions in high-energy physics are commonly formulated using the Lagrangian formalism, more specifically via the Lagrangian density in the classical field theory formalism. In this formalism, the Lagrangian density for spin one-half non-interacting particles is:

\[
L = \bar{\Psi} (i\partial - m) \Psi,
\]

where \( \Psi \) is the Dirac bi-spinor representing the free field of spin one-half particles, \( m \) is the mass of the particle, \( \Psi^\dagger \) is the Hermitian conjugate of \( \Psi \), \( i \partial = \gamma^\mu \partial_\mu \) and \( \gamma^\mu \) are the Dirac gamma matrices. The bi-spinor \( \Psi \equiv \Psi(x) \) is also a function of space-time coordinate in the Lagrangian formalism.

The Lagrangian in Eq. 1.1 is trivially invariant under a transformation:

\[
\Psi(x) \mapsto e^{-i\alpha} \Psi(x),
\]

where \( \alpha \) is a fixed real value, independent of \( x \). However, if \( \alpha \equiv \alpha(x) \) is a function of space-time coordinate, \( L \) will no longer be invariant under such local gauge transformation due to extra terms stemming from the \( \partial_\mu \alpha(x) \) derivative. It is possible to fix \( L \) to be invariant by adding extra terms, transforming the \( \partial_\mu \) derivative into a gauge-covariant derivative \( D_\mu \):

\[
\partial_\mu \mapsto D_\mu = \partial_\mu + iq A_\mu(x),
\]

\[
A_\mu(x) \mapsto A_\mu(x) - \frac{1}{q} \partial_\mu \alpha(x),
\]

where the newly introduced field \( A_\mu \) transforms according to Eq. 1.4. At this point one can notice, that the \( A_\mu \) field transforms exactly like the four-potential in the Lorentz-covariant formulation of the classical electrodynamics. Indeed, for electrodynamics, the meaning of \( q \) in Eq. 1.3 is that of the electric charge, and in general for any interaction it is related to the coupling constant \( \alpha \), expressing the relative strength of the interaction. An additional term needs to be added into the Lagrangian to allow for the free propagation of the interaction mediating bosons \( -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} \), where \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \) is the field-strength tensor. In terms of electromagnetic interactions, this term represents the free photon field. It should be pointed out that the local gauge transformation in electrodynamics is a representation of the \( U(1) \) group \( \left(7\right) \). The full \( U(1) \) gauge-invariant Lagrangian is:

\[
L = \bar{\Psi} (i\partial - m) \Psi - \frac{1}{4} F_{\mu\nu} F^{\mu\nu}.
\]

Up to this point, we have been talking about building a relativistic gauge-invariant classical field theory. A quantization procedure is applied to this theory to create a QFT from the classical field theory. There are multiple ways how to perform the quantization, such as for example the generalisation of canonical quantization from non-relativistic quantum mechanics to field theory, or the path-integral

---

\( \left(4\right) \) For multi-component fields, the Hermitian conjugation \( \Psi^\dagger \) is a combination of transposition and complex conjugation, i.e. \( \Psi^\dagger = (\Psi^*)^T \).

\( \left(5\right) \) The partial derivative in Eq. 1.1 acts on both \( \Psi \) and \( \Psi^\dagger \), i.e. \( \bar{\Psi} \partial_\mu \Psi \equiv (\partial_\mu \Psi^\dagger) \Psi + \Psi \partial_\mu \Psi \).

\( \left(6\right) \) The relation between coupling constant \( \alpha \) and \( q \) in natural units is \( (\hbar = c = 1) \) is \( q = \sqrt{4\pi\alpha} \).

\( \left(7\right) \) The \( U(n) \) group is a group of \( n \times n \) unitary matrices. The \( n = 1 \) case is thus the group of all complex numbers with absolute value of one.
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In the SM, the gauge invariance principle is also applied using more complicated symmetries than $U(1)$. In principle it is possible to create interactions with different representations of different Lie groups. In the context of SM, the representations of the non-Abelian $SU(2)$ and $SU(3)$ groups are used to describe the weak and strong interactions, respectively. A recipe how to make the Lagrangian invariant under transformations of non-Abelian groups was determined by Yang and Mills [4]. The creation of a Lagrangian invariant under the $SU(N)$ local gauge transformations is achieved as follows. Firstly, the covariant derivative that ensures the local gauge invariance of $L$ gains the form of:

$$
\partial_\mu \mapsto D_\mu = \partial_\mu + ig A_\mu^a T^a,
$$

(1.6)

where $A_\mu^a$ are the interacting fields and $T^a$ the generators of the representation of the $SU(N)$ group, where $a = 1 \ldots (N^2 - 1)$. Each interacting field corresponds to a new gauge boson. The field-strength tensor for non-Abelian gauge theories is also more complex:

$$
F_{\mu\nu}^a = \partial_\mu A_\nu^a - \partial_\nu A_\mu^a - g f^{abc} A_\mu^b A_\nu^c,
$$

(1.7)

where the $f^{abc}$ are the structure constants of the representation of the group, defined by the commutation relations of the generators: $[T^a, T^b] = f^{abc} T^c$ (9). The defining characteristic of non-Abelian groups is that $f^{abc} \neq 0$. Consequently, the free-field term $F_{\mu\nu}^a F_{\mu\nu}^a$ now contains third- and fourth-power gauge field terms. These terms correspond to self-interactions of the gauge bosons, a phenomenon not present in electrodynamics.

The full SM Lagrangian is invariant under a combined $SU(3)_C \otimes SU(2)_L \otimes U(1)_Y$ local gauge symmetry. The $SU(3)_C$ stands for the colour symmetry of the Quantum Chromodynamics (QCD), the theory of strong interactions. The $SU(2)_L \otimes U(1)_Y$ is the symmetry of the unified EW theory. The requirement of the local gauge invariance gives rise to the corresponding interactions terms in the Lagrangian. We will further discuss these symmetries and the interactions in the following sections.

1.3 Electroweak interaction

The electromagnetic and weak interactions are unified in the SM into a single theory, foundations of which were formulated by Glashow [5], Weinberg [6] and Salam [7]. The idea of the GWS theory is that both weak and electromagnetic interactions are manifestations of a single underlying interaction. Let us first begin with how the weak interactions are embedded in the SM. Experimental evidence, such as the experiment by Wu, studying $\beta$ decays of radioactive $^{60}$Co isotope [8], showed that parity was violated in weak interactions. In this experiment, the electrons in the $\beta$ decays were preferentially emitted in a direction opposite to the spin projection of the nuclei. The emitted electron spin projection was preferentially opposite to its momentum direction (10). A hypothesis to explain the parity violation was formulated which suggested that the electron and neutrino in the decay were coupled via a vector-axial

---

(8) The $SU(n)$ is the group of unitary matrices of dimension $n \times n$ with determinant equal to one. The generators of representations of this group are $n \times n$ matrices that are anti-hermitian and with a trace equal to zero. The generators are the crucial piece to the formulation of a corresponding gauge-invariant Lagrangian and the induced interaction.

(9) $[T^a, T^b] = f^{abc} T^c$ is the commutator of two matrices.

(10) The projection of spin into momentum is commonly referred to as helicity.
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(V-A) coupling \[^9\]:

\[
\bar{e} \gamma^{\mu} (1 - \gamma^{5}) \nu_e,
\]

with \(e\) and \(\nu_e\) being the Dirac bi-spinors for electron and neutrino. This coupling can be rewritten into \(\bar{e}_L \gamma^{\mu} \nu_{e,L}\), where \(e_L\) and \(\nu_{e,L}\) are the left-component chirality projections of the electron and neutrino bi-spinor. The chirality states are defined by the projection operator \((1 - \gamma^{5})\)^\(^{\(11\)}\), i.e. the chirality projections\(^{(12)}\) of a bi-spinor are defined as:

\[
\Psi_L \equiv (1 - \gamma^{5})\Psi, \quad \Psi_R \equiv (1 + \gamma^{5})\Psi.
\]

From this point, chirality projections will be referred to as left-handed and right-handed components.

The V-A theory did explain the parity violation, however it suffered from the fact it was not a renormalisable theory. In the SM, the weak interaction is described by a renormalisable gauge theory based on SU(2) group, that also includes the vector-axial coupling of the fermions, however the left-handed fermion fields couple to gauge boson fields. In a low-momentum-transfer limit, such as in the \(\beta\) decays, this gauge theory yields the original V-A theory.

The coupling of left-handed weakly-interacting particles is reflected in the SM by the fact that the left-handed components of fermion fields are grouped in SU(2) doublets, while right-handed components are SU(2) singlets. For the leptons, the doublets and singlets are as follows:

\[
\begin{pmatrix}
\ell_L \\
\nu_{\ell,L}
\end{pmatrix}, \quad \begin{pmatrix}
(\ell)_{R} \\
(\nu_{\ell})_{R}
\end{pmatrix},
\]

where \(\ell\) is one of the \(e, \mu, \tau\) bi-spinors and \(\nu_{\ell}\) is the neutrino bi-spinor from the corresponding lepton generation.

For quarks, the situation is more complicated due to the fact that eigenstates of the weak interaction are not mass eigenstates, leading to flavour violation in charged weak interactions. The relation between the weak eigenstates and the mass eigenstates is given by the Cabibbo-Kobayashi-Maskawa (CKM) matrix, a complex unitary \(3 \times 3\) matrix:

\[
\begin{pmatrix}
\ell' \\
\nu_{\ell}'
\end{pmatrix} = \begin{pmatrix}
V_{ud} & V_{us} & V_{ub} \\
V_{cd} & V_{cs} & V_{cb} \\
V_{td} & V_{ts} & V_{tb}
\end{pmatrix} \begin{pmatrix}
d' \\
s' \\
b'
\end{pmatrix},
\]

where the \(d', s'\) and \(b'\) are the weak eigenstates and the \(d, s, b\) are the mass eigenstates. The probability of a quark \(i\) transitioning to a quark \(j\) is proportional to \(|V_{ij}|^2\). The matrix has four physical parameters\(^{(13)}\), a common choice of parametrisation is via three mixing angles and one CP-violating complex phase. In the SM, the elements of the CKM matrix are free parameters and are measured experimentally. An interesting fact about the CKM matrix is that it was proposed before either of the third-generation quarks were discovered. This is because already in 1964, Cronin and Fitch observed violation of

\[^{(11)}\gamma^5 = i\gamma^1 \gamma^2 \gamma^3 \gamma^4, \text{ where } \gamma^i\text{ are the Dirac gamma matrices. The 1 operator denotes the } 4 \times 4 \text{ unit matrix.}\]

\[^{(12)}\text{A left-handed helicity projection of state in general contains non-zero contributions of both left-handed and right-handed chirality states. For massless particles and in ultra-relativistic limit, the helicity and chirality states coincide.}\]

\[^{(13)}\text{A } N \times N \text{ unitary matrix does have } N^2 \text{ real degrees of freedom. However a complex phase can be absorbed by each of the six quark fields, except for one overall phase. This yields } N^2 - (2N - 1) \text{ physical parameters.}\]
combined charge-conjugation and parity (CP) violation in Kaon decays [10]. The quark mixing matrix is a natural construct to include such CP violation, however a 2-generation mixing $2 \times 2$ unitary matrix leads to only one real-value mixing angle, which cannot induce CP violation, hence why CKM matrix assumes at least three quark generations.

Going back to the coupling of the fermions in the EW sector, the up- and down-type quark bi-spinors are organised in left-handed doublets and right-handed singlets as follows:

\[
\begin{align*}
(u, d' &)_L, \\
(u_R, d_R) &,
\end{align*}
\]

where the left-handed doublet mixes the quark fields according to the CKM matrix. No weak mixing is introduced in the right-handed singlets since no weak interaction is involved. Finally, the kinetic term of the Lagrangian is:

\[
L = \bar{\Psi}_L i D_L \Psi_L + \bar{\Psi}_R i D_R \Psi_R,
\]

where $\Psi_L (\Psi_R)$ are the left-handed doublets (right-handed singlets) from Eq. 1.10 and 1.12, for each of the three generations of quarks and leptons. The gauge-covariant derivative $D_\mu$ must be different for left-handed and for right-handed components, since the right-handed components do not interact via charged weak currents. At the same time, both left-handed and right-handed components of charged leptons and quarks must transform according to a non-trivial $U(1)$ representation since these particles do interact electromagnetically. The $SU(2)$ and $U(1)$ gauge symmetries give rise to the following covariant derivative for left-handed states:

\[
D_\mu = \partial_\mu + ig_2 \sigma_i W^i_\mu + ig'_2 Y_{WB} B_\mu,
\]

where $\sigma_i$ are Pauli’s matrices, the representation of $SU(2)$ group, and $W^i_\mu$ are the corresponding gauge bosons. The $U(1)$ interaction is inserted via the last term, where $B_\mu$ is the gauge boson of this group, and an implicit 2x2 identity matrix is present. The $Y_{WB} = 2(Q - I_3)$ is the weak hyper-charge defined via the charge of the particle $Q$ and third component of the iso-spin $I_3$, which is $\pm \frac{1}{2}$ for left-handed doublets and zero for right-handed singlets. For right-handed components states, we expect trivial representation \(^{(14)}\) for $SU(2)$, in other words, the $W^i_\mu$ fields should not enter the covariant derivative, and only a term with $B_\mu$ should be present. The immediate problem faced is that neither left-handed nor right-handed neutrino components should interact electromagnetically. For right-handed neutrinos, this is achieved trivially thanks to $Y_W = 0$. However, for left-handed neutrinos, this is not true and a coupling to $B_\mu$ is present. The solution in the GWS theory is that the fields describing real bosons of the weak and electromagnetic interactions are linear combinations of the $W^i_\mu$ and $B_\mu$ fields:

\[
\begin{align*}
W^\pm_\mu &= \frac{1}{\sqrt{2}} (W^1_\mu \mp W^2_\mu), \\
A_\mu &= W^3_\mu \sin \theta_W + B_\mu \cos \theta_W, \\
Z^0_\mu &= W^3_\mu \cos \theta_W - B_\mu \sin \theta_W.
\end{align*}
\]

\(^{(14)}\)A trivial representation of a group maps all group elements to unity. The generators of a trivial representation are zero.
The charged flavour-changing weak currents are mediated by the $W^{\pm}$ bosons and the neutral weak current and the electromagnetic current is mediated by the $Z_\mu$ and $A_\mu$ bosons, respectively. Finally, the coupling constants $g$ and $g'$ are not independent in the GWS theory, but are bound together via the weak mixing angle $\theta_W$ that also enters the mixing of fields of $W^3$ and $B$ – expressing that the electromagnetic and weak interactions are manifestations of a single interaction with a single coupling constant:

$$g \sin \theta_W = g' \cos \theta_W = e$$

The angle $\theta_W$ is a free parameter of the SM and is determined experimentally. In addition, because the coupling constants in QFT are not constants but functions of an energy scale at which they are probed, the same applies to $\theta_W$. The running of coupling constants is discussed in more detail in Sec. 1.5.

At this point, it is worth noting a very important limitation of the EW theory as presented up until this point. Experiments sensitive to the mass of the $W^\pm$ and $Z^0$ boson give evidence that these are massive particles. Adding mass terms for gauge fields to the Lagrangian will break the $\text{SU}(2)_L \otimes \text{U}(1)_Y$ symmetry. The problem of these contradictory requirements in the SM is resolved by mechanism of spontaneous symmetry breaking (SSB), described in the following section.

### 1.4 Spontaneous symmetry breaking mechanism

The idea of the SSB mechanism originates in solid-state material physics, where the interactions in the material may obey a certain symmetry, however the ground state of the material does not. In the SM, the SSB mechanism is used to introduce the mass terms for the massive $W^\pm$ and $Z^0$ bosons as well as masses of the fundamental fermions in a manner that does not break the gauge invariance. The mechanism was independently discovered in 1964–65 by Brout and Englert [11], by Higgs [12] and by Guralnik, Hagen and Kibble [13]. In the SM, the SSB mechanism is introduced via an addition of a new complex scalar doublet field that has four degrees of freedom.

Since the field must transform according to a non-trivial $\text{SU}(2)_L$ representation, a doublet structure is necessary:

$$\Phi = \begin{pmatrix} \phi^+ \\ \phi^0 \end{pmatrix}. \quad (1.19)$$

The dynamic term of this field is the most simple renormalisable theory that obeys the $\text{SU}(2)_L$ symmetry and allows for a non-zero potential minimum:

$$\mathcal{L}_H = (D^\mu \Phi)^\dagger (D_\mu \Phi) - V(\Phi), \quad V(\Phi) = \mu^2 \Phi^\dagger \Phi + \lambda (\Phi^\dagger \Phi)^2, \quad (1.20)$$

where $D_\mu$ is the $\text{SU}(2)_L \otimes \text{U}(1)_Y$-covariant derivative from Eq. 1.14, and $\lambda > 0$ and $\mu^2 < 0$ are free parameters. Forcing the values of parameter to satisfy the aforementioned inequalities causes the potential $V(\Phi)$ to have a minimum $v = \sqrt{\mu^2 / \lambda}$, referred to as the vacuum expectation value (VEV).

Upon the symmetry breaking, the field $\Phi$ is expanded from its VEV:

$$\Phi = \begin{pmatrix} 0 \\ v + H \end{pmatrix}, \quad (1.21)$$

where $H$ is the scalar Higgs boson field. The other three degrees of freedom of the original unbroken
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Φ doublet were transferred to the $W^\pm$ and $Z^0$ bosons, which by gaining mass, obtain an additional degree of freedom in the form of a possible longitudinal polarisation. Expanding the kinetic term in Eq. 1.20 using Eq. 1.21, leads to new terms that include interactions between the $W^\pm$, $Z^0$ and $H$ bosons as well as the mass terms, where the masses of the bosons are:

$$m_W = \frac{g v}{\cos \theta_W}, \quad m_Z = \frac{g v}{\cos \theta_W}, \quad m_H = \sqrt{\frac{v \lambda}{2}}.$$  

(1.22)

In addition, the mass terms $m\bar{\Psi}\Psi$ of fundamental fermions also break the $SU(2)_L$ symmetry. This problem is cured in the SM by introducing $SU(2)_L$-covariant Yukawa interaction terms $\sim g_f \bar{\Psi}_L \Phi \Psi_R$ terms, where the $g_f$ are the Yukawa couplings that express the relative strength of the interaction of the fermions with the Higgs field. After the SSB, the Lagrangian includes terms $\sim g_f v \bar{\Psi} \Psi$, which are mass terms where the mass of the particle is given by the Yukawa coupling and the VEV. Both the Yukawa couplings and the masses of the $W^\pm$ and $Z^0$ bosons are free parameters, that are determined experimentally.

The Higgs boson\(^{(15)}\) was discovered at the LHC by the ATLAS [14] and CMS [15] experiments in 2012, with a mass of approximately 125 GeV, concluding almost a 50-year period since the proposal of the SSB mechanism in the SM.

1.5 Strong interaction

The strong interaction within the SM is described by QCD, a theory based on the $SU(3)_C$ colour gauge symmetry. The theory describes strong interactions between quarks, and the interaction mediators; gluons. The formulation of the theory can be tracked back to the work of Fritzsch, Gell-Mann and Leutwyler [16] and Gross, Wilczek and Politzer [17,18], employing the previous work of Yang and Mills [4] on the non-Abelian gauge symmetries in QFT. In QCD, quarks carry a colour charge\(^{(16)}\). The strong interaction is mediated by eight massless gluons, determined by the dimension of representation of the $SU(3)_C$ group. Similarly to $SU(2)$ non-Abelian group, gluons also interact with each other and carry colour charge.

The kinetic and gluon field terms in the Lagrangian are:

$$L = \sum_q i \bar{\Psi}_q \gamma^\mu \partial_\mu \Psi_q - \frac{1}{4} G^a_{\mu\nu} G^{a\mu\nu},$$  \(\text{Eq. 1.23}\)

with the sum over $q$ denoting the sum over all quark flavours and indices $j, k = 1, 2, 3$ sum over colour states. The gauge-covariant derivative is defined as:

$$D^\mu_{jk} = \delta_{jk} \partial^\mu - ig_s (T^a)_{jk} G^a_{\mu},$$  \(\text{Eq. 1.24}\)

where $g_s$ is the strong coupling constant and $T^a$ are Gell-Mann’s matrices, generators of the $SU(3)_C$ representation, and the $G^a_{\mu}$ are the gluon fields. The field-strength tensor $G^{a\mu\nu}$ for the gluon fields is defined analogously as in Eq. 1.7.

\(^{(15)}\)The discovered particle appears to have properties consistent with the SM-predicted Higgs boson.

\(^{(16)}\)The name colour is motivated by the fact that there are three unit colours in contrast to, for example, one unit electric charge.
Let us give a very brief overview of history of the strong interactions to highlight a particularly important aspect of the QCD theory. By the 1960s a large number of particles, today known as hadrons, were discovered. These particles had a large production cross-section, indicating that these particles were interacting via a strong interaction. It was hypothesised that this was the same interaction responsible for processes in atomic nuclei. It was noticed that the masses of the hadrons seemed to follow a hierarchy of some underlying symmetry. Gell-Mann [19] and Neeman [20] realised the particles formed mass multiplets of irreducible representations of the \( SU(3) \) group, today referred to as the \( SU(3) \) flavour group. This symmetry is today considered “accidental” because of the very similar masses of the up, down and strange quark. These quarks formed the bound states of all the known mesons and baryons discovered by the 1960s. Gell-Mann and Zweig [21] indeed argued, that the \( SU(3) \) flavour symmetry had a physical meaning, that the hadrons were bound states of particles, that Gell-Mann referred to as quarks. The problem with this hypothesis at that time was that quarks were never observed. Studies of structure of the proton via deep inelastic scattering (DIS) experiments during 1960s and 1970s also suggested that proton is a composite particle containing more fundamental point-like constituents.

It was discovered by Gross, Wilczek [17] and Politzer [18] in 1973, that the QCD theory exhibits so-called asymptotic freedom – the strength of the interaction decreases with momentum transfer. The relative strength of an interaction in QFT is determined by its coupling constant. Despite the confusing name, the coupling constant is a function of an energy scale at which it is probed. This is a consequence of higher-order corrections in QFT which also impact the coupling constant itself. The so-called bare quantities that enter the Lagrangian do not correspond to the physical quantities at a particular energy scale of an experiment. The procedure of renormalisation is used to redefine the perturbative expansions in terms of measurable quantities. The dependence of the strong coupling \( \alpha_S \) in QCD on the energy scale \( Q^2 \) in the next-to-leading order of perturbative series is:

\[
\alpha_S(Q^2) = \frac{\alpha_S(\mu_R^2)}{1 + \frac{\beta_0}{12\pi} \log\left(\frac{Q^2}{\mu_R^2}\right)}, \quad \beta_0 = \frac{11n_C - 2n_f}{12\pi},
\]

where \( \alpha_S(\mu_R^2) \) is the coupling constant at a particular renormalisation scale \( \mu_R^2 \), \( n_C \) is the number of colours (3 in SM) and \( n_f \) is the number of quark flavours (6 in SM). The equation relates the value of the coupling constant at some probed energy scale \( Q^2 \) with a value of the constant at some renormalisation scale \( \mu_R^2 \).

It can be shown that \( \alpha_S \) diverges if the denominator goes to zero, which happens for a characteristic scale referred to as the \( \Lambda_{\text{QCD}} \approx 200 \text{ MeV} \). Eq. 1.25 can be rewritten in terms of \( \Lambda_{\text{QCD}}^2 \)

\[
\alpha_S(Q^2) = \frac{1}{\beta_0 \log\left(\frac{Q^2}{\Lambda_{\text{QCD}}^2}\right)}.
\] (1.26)

Eq. 1.26 points at two features of the strong interactions. As mentioned, QCD exhibits asymptotic freedom, where in the \( Q^2 \to \infty \) limit \( \alpha_S \) converges to zero. Secondly, for low energies, neither quarks

\(\text{The } \alpha_S \text{ and the } g_S \text{ in the Lagrangian are often both referred to as the coupling constant. The relation between the two in natural units (} h = c = 1\text{) is } g_S = \sqrt{4\pi \alpha_S}.\)\)

\(\text{This scale dependence is a result of the limited-order perturbative expansion. The cross-section of a process does not depend on the choice of some arbitrary scale, hence the scale dependence of the coupling constant and the scale dependence of the amplitude compensate each other.}\)
nor gluons can be observed as free particles, because they are confined to bound states, which are colourless. Confinement is indeed supported by the experimental evidence, though exact theoretical proof does not yet exist. The divergence of $\alpha_s$ for $Q^2 \to \Lambda_{\text{QCD}}^2$ only demonstrates that the perturbative expansion for $\alpha_s$ is not valid in this kinematic region. At low energies, other non-perturbative approaches are generally used to describe quark and gluon interactions, such as the lattice QCD [22] which has also provided clues for the quark confinement.

The behaviour of the strong coupling implies further phenomena particularly relevant to high-energy collider experiments. High-energy quarks and gluons initiate jets, collimated showers of hadrons. Due to the strong coupling, hard quarks lose energy by radiating further gluons, and gluons split into $q\bar{q}$ pairs. This process can be described via perturbative QCD. At a sufficiently small energy, the showering stops. The produced quarks bind into mesons and baryons, a process referred to as the hadronisation. The hadronisation is a non-perturbative process, typically described by phenomenological model, such as the string model [23] or the cluster model [24].

### 1.5.1 Parton model and the structure of proton

The parton model was proposed by Feynman [24] to describe the structure of hadrons. It is based on the evidence from electron-proton DIS experiments which showed that at sufficiently high momentum transfer, electrons scattering on the proton appeared to scatter on point-like constituents of the proton.

In the parton model, the DIS on a proton is described as an elastic scattering on a parton which carries a fraction $x$ of the momentum $p$ of the proton. The probability that the parton entering the scattering carries momentum $xp$ is given by a parton density function $f(x)$. The observation that $f(x)$ does not depend on the momentum transfer $Q^2$ at sufficiently high energies, is called Bjorken scaling, discovered by Bjorken in 1968 [25].

After the discovery of the asymptotic freedom of QCD, it was thought that the partons in the proton are $u$ and $d$ quarks. With increasing energy of the DIS experiments, however, it was realised that the energy scale independence of the parton density functions (PDFs) was violated. This is because the proton contains not only the $uud$ quarks, but also a “sea” of other (anti-)quarks and gluons. From this point, when referring to partons in a proton, all of the quark/anti-quark types and gluons are meant.

To provide predictions about the structure of the proton requires non-perturbative approaches to QCD calculations. Because this is very challenging, the PDFs $f(x, Q^2)$ are measured experimentally. It is, however, possible to calculate scale dependence of the PDFs in perturbative QCD via Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolution equations [26–28]. These functions allow to extrapolate PDF predictions from measurements performed at some energy scale to a different energy scale. An illustration of the dependence of the PDFs on the energy scale is shown in Fig. 1.2.

In this thesis we focus on the studies of hard-scattering processes, in which partons from the $pp$ collision interact and produce different particles $X$, for example a top quark–anti-quark pair. Therefore, the proton PDFs are a crucial ingredient because the cross-section of the $pp \to X$ production is a convolution of $x_1x_2 \to X$ processes, where $x_1$ and $x_2$ are the incoming partons. The convolution is described by the factorization theorem:

$$\sigma_{pp \to X} = \sum_{i,j} \int dx_i \int dx_j f_i(x_i, \mu_F) f_j(x_j, \mu_F) \sigma_{ij \to X}(i, j, \mu_R, \mu_F).$$ (1.27)
The partonic cross-sections $\sigma_{ij \rightarrow X}$ is summed over all types of partons in the proton and over all possible momentum fractions $x_i$ and $x_j$ of the incoming partons, weighted by their corresponding PDFs $f_i$, $f_j$. The factorization theorem assumes that the partons are behaving as free particles, which is a valid assumption for processes involving high-momentum transfer based on the asymptotic freedom of QCD. The partonic cross-section $\sigma_{ij \rightarrow X}(i, j, \mu_R, \mu_F)$ depends on the momenta $(19)$ of the incoming partons $i, j$ and also on the choice of the renormalisation scale $\mu_R$ and the factorisation scale $\mu_F$. The factorisation scale defines the scale which separates perturbative and non-perturbative parts in the evolution of the PDFs and in the partonic cross-section.

Fig. 1.2: Proton parton density functions from the NNPDF collaboration [29] at two different energy scales. At higher energy scale (right) the relative contribution of gluons (red line) and sea quarks at low momentum fraction $x$ increases.

1.6 Limitations of the Standard Model

Up to this point, we have discussed the interactions included in the SM. The SM has been extensively tested over the past several decades, showing a remarkable agreement across a huge range of different processes. The predictive power of SM is illustrated in Fig. 1.3, which shows the comparison of ATLAS measurements and SM predictions of production cross-sections of processes spanning twelve orders of magnitude. There are, however, several limitations of the SM that prevent it from being a fundamental “theory of everything”. Some of the most important omissions include:

- **No description of gravity.** SM does not include gravitational interaction, as quantization of general theory of relativity yields a non-renormalisable QFT.

- **No explanation of the mass range of the fermions.** The range of masses of fundamental particles in the SM spans twelve orders of magnitude. The SM gives no clues as to why this is

(19) There may be dependence on other properties of the partons if relevant, such as spin. It is implicitly assumed that sum over all relevant initial parton states is performed in the factorization theorem.
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the case.

- **Properties of neutrinos in the SM.** The neutrinos in the SM are massless, effectively predicting existence of sterile right-handed neutrinos. However, experimental observations of neutrino flavour oscillations prove that at least two neutrino flavours must have non-zero mass to allow for the mixing of mass and weak eigenstates. It is possible to extend the SM by adding mass terms for neutrinos. However, due to the zero electric charge of neutrinos, it is not clear whether neutrinos are Dirac particles (distinct particle and anti-particle), or Majorana particles (particle is its own anti-particle).

- **Insufficient explanation of the baryon asymmetry in the universe.** It is generally accepted, that at the Big Bang, matter and anti-matter was created in equal amounts, however the visible universe appears to lack anti-matter. CP violation is necessary to introduce the asymmetry after the Big Bang, however the sources of CP violation in the SM are not sufficiently strong to explain this phenomenon.

- **No explanation of dark matter and dark energy.** The SM only describes about 5% of the content of the universe, the visible matter. There are beyond-SM (BSM) theories, such as supersymmetry that predict neutral weakly interacting particles that could be dark matter candidates. However, no explanation of the dark energy is provided by SM or its extensions.

![Standard Model Total Production Cross Section Measurements](image)

Fig. 1.3: Summary of several total cross-section measurements compared to the corresponding SM theoretical predictions [30]. The coloured bands show the uncertainties on the measurements while the grey bands show the uncertainties on the theoretical predictions. All of the theoretical predictions were calculated with NLO precision or higher.
The top quark is the third-generation up-type quark. It was discovered in 1995 at the Tevatron accelerator by the CDF [31] and D0 [32] experiments, completing the three generations of quarks predicted by the SM. It is the heaviest known elementary particle with a mass of approximately 173 GeV [33]. Because of the large mass, the top quark has a very large predicted decay width $\Gamma = 1.32 \text{ GeV}$ [34], resulting in an extremely short mean life-time$^{(1)}$ of $\approx 10^{-25} \text{ s}$. It is in fact order of magnitude less than the mean hadronisation time$^{(2)}$ $\approx 10^{-23} \text{ s}$. This means that the properties of the top quark are passed directly onto its decay products, allowing for precise measurements of properties of a “pseudo-bare” quark.

The top quark has the largest Yukawa coupling to Higgs boson $y_t \sim 1$ of all SM fermions, suggesting that it plays an important role in the EW sector. Studies of the top-Higgs Yukawa coupling are investigated in measurements of the associated production of the $t\bar{t}$ pair and the Higgs boson ($t\bar{t}H$) which can probe the consistency of the SM as well as search for anomalous Yukawa coupling. Both $t\bar{t}$ and single top production and top-quark decays are sensitive to various BSM physics, ranging from $t\bar{t}$ resonances, flavour changing neutral currents in top-quark decays, to anomalous couplings of top-quark to Higgs boson and to EW vector bosons. In addition, the top-quark production processes are an important background in many BSM searches involving top quarks as well as processes involving the Higgs boson production.

At hadron colliders, top quarks are most abundantly produced via $t\bar{t}$ pair production which is driven by strong interactions, though other production channels are also investigated, such as the single top quark production via weak interaction.

### 2.1 Top quark pair production

The pair production at hadron colliders occurs primarily through two initial states, either a quark-antiquark annihilation ($q\bar{q} \rightarrow t\bar{t}$), or a gluon fusion ($gg \rightarrow t\bar{t}$). The leading-order (LO) Feynman diagrams depicting these production channels are shown in Fig. 2.1. The relative contribution of $q\bar{q} \rightarrow t\bar{t}$ and $gg \rightarrow t\bar{t}$ depends on the PDFs, and more specifically on the collision energy as well as on the collided hadrons. The top quark was discovered at the Tevatron collider, which was a proton-antiproton ($p\bar{p}$) collider operating at centre-of-mass energy $\sqrt{s} = 1.96 \text{ TeV}$. At this energy regime and due to the $p\bar{p}$ collisions, the $q\bar{q} \rightarrow t\bar{t}$ is the dominant production channel ($\approx 85 \%$), where the initial-state quark originates from proton and initial-state anti-quark from anti-proton. At the LHC, which is a proton-proton ($pp$) collider, the situation is dramatically different. For $q\bar{q} \rightarrow t\bar{t}$

$^{(1)}$The mean life time of a particle is $\tau = \Gamma^{-1}$, where $\Gamma$ is the decay width of the particle.

$^{(2)}$The mean hadronisation time is estimated as $\Lambda_{\text{QCD}}^{-1}$. 

production channel at least one of the quarks must come from the proton sea. The sea-quark PDFs at the LHC energies are more suppressed than the valence-quark or gluon PDFs. Additionally, due to the increase in \( \sqrt{s} \), more \( t\bar{t} \) pairs are produced via partons with low momentum fraction \( x \). The gluon PDF dominates for small values of \( x \). Due to these factors, the dominant \( t\bar{t} \) production channel at the LHC is \( gg \rightarrow t\bar{t} \). At \( \sqrt{s} = 13 \) TeV, the contribution is \( \approx 90 \% \).

![Feynman diagrams](image)

Fig. 2.1: Leading-order Feynman diagrams of \( t\bar{t} \) pair production: \( q\bar{q} \) annihilation (top), and \( gg \) fusion (bottom) [35].

The latest inclusive cross-section predictions [36–39] are calculated up to next-to-next-to-leading order (NNLO) accuracy in QCD with soft-gluon resummations up to next-to-next-to-leading logarithmic (NNLL) accuracy. These calculations are implemented in the Top++ v2.0 [40] software. The predictions for Tevatron and for LHC at various energies are shown in Table 2.1. The predictions are calculated assuming a top-quark mass of 172.5 GeV and use MSTW2008 NNLO PDF set [41]. A comparison of the predictions with latest cross-section measurements is shown in Fig. 2.2, showing good agreement between measurements and the SM.

Table 2.1: Predicted inclusive \( t\bar{t} \) cross-sections based on NNLO QCD calculations [36–40] for the Tevatron \( pp \) collider and LHC \( pp \) collider at various centre-of-mass energies. The uncertainties include an envelope obtained from the renormalisation and factorisation scale variations of factor 0.5 and 2.0 with respect to the nominal value of \( m_{\text{top}} = 172.5 \) GeV as well as envelope from the PDF and \( \alpha_S \) variations. The total uncertainty is the sum in quadrature of the scale uncertainties and the PDF + \( \alpha_S \) uncertainty.

<table>
<thead>
<tr>
<th>Accelerator (( \sqrt{s} ))</th>
<th>( \sigma_{t\bar{t}} ) [pb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tevatron (1.96 TeV)</td>
<td>( 7.35^{+0.20}_{-0.24} )</td>
</tr>
<tr>
<td>LHC (7 TeV)</td>
<td>( 172^{+6.4}_{-7.5} )</td>
</tr>
<tr>
<td>LHC (8 TeV)</td>
<td>( 253^{+15}_{-16} )</td>
</tr>
<tr>
<td>LHC (13 TeV)</td>
<td>( 832^{+40}_{-46} )</td>
</tr>
</tbody>
</table>
2. Top quark and the charge asymmetry

The decay modes of a quark are proportional to the square amplitude of the corresponding CKM matrix elements. In the SM, the top quark decays almost exclusively into a $W^+ b$ pair [33]. Therefore, the decay modes of the top quark are essentially given by the decay modes of the $W$ boson, which can decay into a $qar{q}'$ pair ($\approx 67\%$) or a pair of $\ell\nu\ell$ (3) [33]. In the context of the $t\bar{t}$ pair production, the final state thus always contains two $b$ quarks, and it is typical to distinguish three decay channels depending on the number of charged leptons in the final state, as shown in Fig. 2.3. The decay channels are as follows:

- **all-hadronic** channel: both of the $W$ bosons decay into quarks,
- **single-lepton** channel: one of the $W$ bosons decays into quarks, and the other into $\ell\nu\ell$,
- **dilepton** channel: both of the $W$ bosons decay into $\ell\nu\ell$.

The single-lepton channel can be considered the most versatile decay channel for various measurements. It has sufficiently large branching fraction and good signal-to-background ratio. The presence of the lepton allows for good background suppression and design a very efficient trigger to select the events. The challenge in the reconstruction of the $t\bar{t}$ system in single-lepton channel is the presence of the single neutrino in the final state. It is typically inferred from missing energy in the detector, since the transverse momentum of the initial-state partons from the hadron-hadron collision is zero.

---

Fig. 2.2: The prediction of dependence of the inclusive $t\bar{t}$ production cross-section [36–40] vs $\sqrt{s}$ for pp (green line) and $p\bar{p}$ (cyan line) collisions. The points show a comparison with various recent Tevatron, ATLAS and CMS measurements. The summary is compiled by the LHC Top Working Group [42].

2.2 Top quark decay modes

The decay modes of a quark are proportional to the square amplitude of the corresponding CKM matrix elements. In the SM, the top quark decays almost exclusively into a $W^+ b$ pair [33]. Therefore, the decay modes of the top quark are essentially given by the decay modes of the $W$ boson, which can decay into a $q\bar{q}'$ pair ($\approx 67\%$) or a pair of $\ell\nu\ell$ (3) [33]. In the context of the $t\bar{t}$ pair production, the final state thus always contains two $b$ quarks, and it is typical to distinguish three decay channels depending on the number of charged leptons in the final state, as shown in Fig. 2.3. The decay channels are as follows:

- **all-hadronic** channel: both of the $W$ bosons decay into quarks,
- **single-lepton** channel: one of the $W$ bosons decays into quarks, and the other into $\ell\nu\ell$,
- **dilepton** channel: both of the $W$ bosons decay into $\ell\nu\ell$.

The single-lepton channel can be considered the most versatile decay channel for various measurements. It has sufficiently large branching fraction and good signal-to-background ratio. The presence of the lepton allows for good background suppression and design a very efficient trigger to select the events. The challenge in the reconstruction of the $t\bar{t}$ system in single-lepton channel is the presence of the single neutrino in the final state. It is typically inferred from missing energy in the detector, since the transverse momentum of the initial-state partons from the hadron-hadron collision is zero.

---

(3) We will not further distinguish in the discussion the charges of the $W$ bosons and which of the decay products are (anti)particles, but for completeness the $W$ boson leptonic decays are $W^+ \rightarrow \ell\nu\ell$, $W^- \rightarrow \ell\bar{\nu}\ell$. 

---
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2.3 Charge asymmetry in heavy quark pair production

The charge asymmetry in the context of pair production of quarks describes an anisotropy in the angular distributions of final-state quark and anti-quark production. In order to better visualise this phenomenon, let us consider the \( q\bar{q} \rightarrow Q\bar{Q} \) process, where \( Q\bar{Q} \) is a pair of quarks such as top or bottom quark. Let us consider that \( Q \) is produced under some production angle \( \theta \) with respect to \( q \) in the incoming \( q\bar{q} \) pair rest frame, as shown in Fig. 2.4. One can then define a differential charge asymmetry
as follows:

\[ A_Q^C(\cos \vartheta) = \frac{N_Q(\cos \vartheta) - N\bar{Q}(\cos \vartheta)}{N_Q(\cos \vartheta) + N\bar{Q}(\cos \vartheta)} \]  

\[ N_Q(\cos \vartheta) = \frac{d\sigma_{Q\bar{Q}}}{d\Omega(\cos \vartheta)} \]  

\[ N\bar{Q}(\cos \vartheta) = \frac{d\sigma_{\bar{Q}Q}}{d\Omega(\cos \vartheta)} \]  

Here \( N_Q(\cos \vartheta) \) denotes the production rate of \( Q\bar{Q} \), where \( Q \) is produced in the production angle interval \((\vartheta, \vartheta + d\vartheta)\) and \( N\bar{Q}(\cos \vartheta) \) is the production rate when \( Q \) and \( \bar{Q} \) are swapped in the final state.

Assuming combined charge and parity (CP) conservation, it follows that in the \( q\bar{q} \) rest frame the charge asymmetry can also be explained in terms of a forward-backward asymmetry with respect to the direction of the incoming \( q \) since:

\[ N\bar{Q}(\cos \vartheta) = \frac{d\sigma_{\bar{Q}Q}}{d\Omega(\cos \vartheta)} = \frac{d\sigma_{Q\bar{Q}}}{d\Omega(\cos(\pi - \vartheta))} = N_Q(-\cos \vartheta). \]  

As was mentioned in Sec. 2.1, \( Q\bar{Q} \) pairs at hadron collider are mostly produced via \( gg \to Q\bar{Q} \) or \( q\bar{q} \to Q\bar{Q} \). Since the charge asymmetry requires charge-asymmetric initial state, the \( gg \to Q\bar{Q} \) production is always symmetric. In addition, at leading order, SM does not predict any charge asymmetry in \( q\bar{q} \to Q\bar{Q} \) either.

However, at higher orders, several sources of corrections introduce an asymmetry. Firstly, it is the interference of several NLO QCD contributions (\( a_s^3 \)) to scattering amplitude in \( q\bar{q} \to Q\bar{Q} \) processes. The interference between initial-state (ISR) and final-state (FSR) radiation leads to a negative contribution (Fig. 2.5), while the interference between box and Born amplitudes leads to a positive contribution (Fig. 2.5). While the relative contribution of these amplitudes to the asymmetry depends on the region of phase space examined, inclusively, the total contribution from these corrections results in a positive asymmetry. In other words, on average \( Q \) is produced preferentially in direction of \( q \). Another contribution to the asymmetry is due to the interference of amplitudes in the flavour excitation quark-gluon processes (\( g + q \to Q\bar{Q} + q \), Fig. 2.6) [43,44]. The relative asymmetric contribution of these processes is shown in Fig. 2.7.

Other contributions to the asymmetry include additional interference terms with electro-weak interactions at order of \( a_s^2 \) [44–46], which can be basically obtained by replacing gluon propagator for \( Z \) or \( \gamma^* \) propagator in Fig. 2.5. In particular, the mixed QCD-QED contributions were found to be non-negligible corrections to the purely QCD \( a_s^3 \) asymmetry contribution in \( q\bar{q} \to Q\bar{Q} \), enhancing the asymmetry by up to 20% for \( t\bar{t} \) production [46].
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Fig. 2.5: Representative scattering amplitudes relevant for the interference terms inducing charge asymmetry in $q\bar{q} \rightarrow Q\bar{Q}$: gluon ISR (a), FSR (b), box (c) and leading-order (Born) (d) amplitudes [43].

Fig. 2.6: Representative scattering amplitudes relevant for the interference terms inducing charge asymmetry in $q + g \rightarrow Q\bar{Q} + q$ [43].

Fig. 2.7: Dependence of the asymmetric cross-section part on the partonic centre of mass energy [43], for $q\bar{q} \rightarrow t\bar{t}$ processes and for $qg \rightarrow t\bar{t}$. 
2. Top quark and the charge asymmetry

2.4 Charge asymmetry measurements at the Tevatron

A substantial investigation of the charge asymmetry in heavy quark production was induced by measurements at the Tevatron accelerator by CDF and D0 experiments. Tevatron was a very suitable collider for studying $t\bar{t}$ charge asymmetry due to the dominant $q\bar{q} \to t\bar{t}$ production channel, thus suffering from only a small $gg \to t\bar{t}$ dilution.

2.4.1 Observables sensitive to charge asymmetry at the Tevatron

Several observables were studied in $t\bar{t}$ final states with one or two leptons (electrons and muons). All of the observables discussed in this section make use of the assumption that in the $q\bar{q} \to t\bar{t}$ process, the initial quark is from the proton and the anti-quark from anti-proton. Combining this fact with the assumption about CP conservation, it follows from Eq. 2.4, that at Tevatron it is possible to measure a forward-backward asymmetry. The most common definition of this observable uses kinematics of both quarks from the $t\bar{t}$ pair:

$$A_{FB} = \frac{N(\Delta y > 0) - N(\Delta y < 0)}{N(\Delta y > 0) + N(\Delta y < 0)},$$

(2.5)

where $\Delta y = y_t - y_{\bar{t}}$ is the rapidity difference of top and antitop quark. The rapidity of a particle is defined as follows:

$$y = \frac{1}{2} \ln \frac{E + p_z}{E - p_z},$$

(2.6)

where $E$ is the energy and $p_z$ the longitudinal momentum of the particle. This variable gives us information about the direction of motion of the particle with respect to the z-axis, which is identical to the direction of the proton beam. If the particle is moving forward with respect to proton beam, $y > 0$, and vice-versa. For $y = 0$ case, the particle is moving exactly perpendicular to the proton beam. In the $q\bar{q}$ rest frame, the $t$ and $\bar{t}$ are produced back-to-back so it follows that $\Delta y > 0$ when $y_t > 0$ and vice-versa. The $\Delta y$ is used because it is Lorentz-invariant with respect to boosts along the z-axis. This is a useful property since in hadron-hadron collisions, the longitudinal momenta of the interacting partons are random, and so the $q\bar{q}$ system is in general boosted along the z-axis direction. Using a non-invariant definition would lead to additional dilution of the observed asymmetry. Finally, measuring $A_{FB}$ requires full reconstruction of the $t\bar{t}$ kinematics. The charge of the lepton from the leptonically-decaying (anti)top quark is used to distinguish the reconstructed top quark from antitop quark candidate.

Additionally, observables sensitive to the asymmetry using only the final-state leptons can be constructed. In the single-lepton channel, using rapidity distribution of the single lepton, it is possible to measure:

$$A_{FB}^\ell = \frac{N(q_\ell y_\ell > 0) - N(q_\ell y_\ell < 0)}{N(q_\ell y_\ell > 0) + N(q_\ell y_\ell < 0)},$$

(2.7)

where $q_\ell y_\ell$ is the product of lepton charge and its rapidity. This definition makes the assumption that if top quark is produced more abundantly in one direction with respect to the proton beam, then this property transfers to the lepton from the leptonic top decay.

Finally, in the dilepton channel, it is also possible to measure leptonic asymmetry using the rapidity difference of the two leptons from $t\bar{t}$ decay analogously to $A_{FB}^\ell$ definition, since kinematics of each of
the leptons is correlated with the $t\bar{t}$ kinematics:

$$A_{\ell\ell}^{FB} = \frac{N(\Delta y_{\ell\ell} > 0) - N(\Delta y_{\ell\ell} < 0)}{N(\Delta y_{\ell\ell} > 0) + N(\Delta y_{\ell\ell} < 0)},$$  \hspace{1cm} (2.8)$$

where $\Delta y_{\ell\ell} = y_{\ell^+} - y_{\ell^-}$ is the rapidity difference of the lepton from top and lepton from antitop, respectively. Both $A_{FB}^{\ell}$ and $A_{FB}^{\ell\ell}$ asymmetries are affected by dilution due to neglecting other decay products from the top-quark decays. The limited coverage of the tracking system also further reduces the sensitivity to asymmetry which is pronounced more in the forward region.

2.4.2 Measurements at the Tevatron

The first $t\bar{t}$ forward-backward asymmetry measurements by CDF and D0 experiments performed in Run-II period of data-taking using dataset with integrated luminosity ($L$) of approximately 5 fb$^{-1}$ showed an unexpected tension in comparison to the SM prediction calculated up to NLO accuracy in QCD [47–50]. In particular, the CDF measurement [51] of $A_{FB}^{t\bar{t}}$ as a function of the invariant mass of the $t\bar{t}$ system ($m_{t\bar{t}}$)$^{(4)}$, showed a much stronger dependence than predicted (Fig. 2.8), reaching significance of more than three standard deviations for high-$m_{t\bar{t}}$ region of the phase space. The D0 experiment also reported inconsistency with the SM prediction for the inclusive $A_{FB}^{t\bar{t}}$ measurement [52], though no significant dependence with respect to $m_{t\bar{t}}$ was observed.

![Fig. 2.8: Comparison of $A_{FB}^{t\bar{t}}$ NLO QCD prediction [47–50] with measurement by the CDF experiment [51] in $t\bar{t}$ events with single lepton. The comparison is performed in bins of $m_{t\bar{t}} < 450 \text{ GeV}$ and $m_{t\bar{t}} > 450 \text{ GeV}$. The shaded blue area on the measurement points shows the total uncertainty while the purple area shows the uncertainty on the theoretical prediction.](image)

The initial partial-dataset measurements were followed up by full Run-II datasets measurements of $A_{FB}^{t\bar{t}}$ [53–55], $A_{FB}^{\ell}$ [56,57] and $A_{FB}^{\ell\ell}$ [58,59], which benefit from the almost factor of two increase in integrated luminosity. These measurements also improved the precision by combining single-lepton and dilepton channels and combining both CDF and D0 measurements.

$^{(4)}$The invariant mass of $t\bar{t}$ system is defined as $\sqrt{(E_t + E_{\bar{t}})^2 - |\vec{p}_t + \vec{p}_{\bar{t}}|^2}$, where $E_t$ ($E_{\bar{t}}$) is the energy of the $t$ ($\bar{t}$) quark, and $\vec{p}_t$ ($\vec{p}_{\bar{t}}$) is the momentum vector of the $t$ ($\bar{t}$) quark.
The results also motivated theory efforts to provide more precise SM predictions, which resulted in NLO EW and NNLO QCD calculations [60–62]. These predictions showed a sizeable increase in the asymmetry, reducing the tension between theory and experiment. A summary comparison of all the inclusive measurements with the SM predictions is shown in Fig. 2.9. The improved predictions also reduced the tension in the differential $A_{\text{FB}}^{\ell\ell}$ vs $m_{t\bar{t}}$ measurements, as is shown in Fig. 2.10. Additionally, the $A_{\text{FB}}$ measurements prompted BSM interpretations, that are discussed in Sec. 2.6 for both the Tevatron and the LHC.

![Fig. 2.9: Summary comparison of all inclusive $A_{\text{FB}}$ measurements [55] by CDF and D0 experiments with NLO QCD+EW [60] and NNLO QCD + NLO EW [61, 62] SM predictions. The summary includes measurements using $t\bar{t}$ reconstruction ($A_{\text{FB}}^{\ell\ell}$) [53–55] as well as using only observables related to the lepton(s) from $t\bar{t}$ decays ($A_{\text{FB}}^{\ell}$, $A_{\text{FB}}^{\ell\ell}$) [56–59]. The hash bands show the theoretical prediction and its uncertainty, while the points and the bars show the measurements and their total uncertainty.](image-url)

In addition to the $A_{\text{FB}}$ measurements in $t\bar{t}$ production, measurements of $A_{\text{FB}}$ in $b\bar{b}$ production were also performed with the aim to investigate a different region of phase space, given the large difference between the top and bottom quark mass. The reconstruction of the $b\bar{b}$ pairs involves identifying events with two jets originating from $B$-hadrons. In addition, it is necessary to distinguish the charge of the $b$ and $\bar{b}$ quark. One option is to consider only semileptonic $B$-hadron decays with a soft muon in the final state and using the soft muon charge as a proxy to the charge of the $B$-hadron. This approach has been used in the measurement of $A_{\text{FB}}^{b\bar{b}}$ in events with low-$m_{b\bar{b}}$ [63] (Fig. 2.11a). This approach suffers
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Fig. 2.10: Comparison of \( A_{FB}^{t\bar{t}} \) as a function of \( m_{t\bar{t}} \), of CDF and D0 measurements [53, 54, 58] and their combination [55] with the NNLO QCD + NLO EW SM prediction [61, 62]. The inner error bars on data points show the statistical uncertainty while the outer bars show the total uncertainty. A one-parameter linear fit is performed to all the data points, shown by the black line, where the grey area shows the uncertainty on the fitted parameter. A similar band is shown for the theoretical prediction.

from the low branching ratio of the \( B \)-hadron decays to soft muons (approximately 11% [33]), but at the same time the identification of the charge of the muon is very precise. A different approach was used in the CDF measurement of the \( A_{FB}^{b\bar{b}} \) in high-\( m_{b\bar{b}} \) events [64] (Fig. 2.11b), where the \( b \)-quark charge was inferred from the tracks matched to the calorimeter jet [65].

Neither of the measurements of \( A_{FB}^{b\bar{b}} \) report any significant deviation with respect to SM prediction in Ref. [66]. In contrast to \( t\bar{t} \) production, in the case of \( b\bar{b} \) production the asymmetry is strongly diluted by the dominant, charge-symmetric gluon fusion production mechanism.

Fig. 2.11: Measurements of the \( A_{FB}^{b\bar{b}} \) as a function of \( m_{b\bar{b}} \) in low-\( m_{b\bar{b}} \) [63] (a) and high-\( m_{b\bar{b}} \) [64] (b) region of phase space. Predictions for axigluon contributions with two different masses are shown in (b). The error-bars on data points show the total uncertainty on the measurement, while the bands show the theoretical predictions from Ref. [66] and their uncertainties.
2.5 Charge asymmetry measurements at the LHC

2.5.1 Observables sensitive to charge asymmetry at the LHC

Measurements of charge asymmetry at the LHC are significantly more challenging compared to Tevatron due to the \( pp \) collisions as well as the energy regime. The asymmetry is strongly diluted due to the dominant, charge-symmetric \( gg \to t\bar{t} \) production channel. In addition, in the \( pp \) collisions, there is no apparent significant direction in the initial state and the asymmetry definition in Eq. 2.5 cannot be used. However, in case of \( q\bar{q} \to t\bar{t} \) events in \( pp \) collisions, typically a valence quark \( q \) from one proton interacts with a sea anti-quark \( \bar{q} \) from the other proton\(^5\). Valence quarks tend to have, on average, higher momentum compared to sea quarks, therefore the centre-of-mass of the \( q\bar{q} \) interaction will be on average boosted in the direction of \( q \). This effectively means, that if the top quark is produced in the direction of \( q \), its rapidity magnitude \(|y_t|\) will be larger compared to \(|y_{\bar{t}}|\) (Fig. 2.12a). On the other hand, if anti-top quark is produced in the direction of \( q \), then \(|y_{\bar{t}}| > |y_t|\) (Fig. 2.12b). It follows, that one can use absolute difference of rapidities of top and anti-top quark \( \Delta|y| = |y_t| - |y_{\bar{t}}| \) as an observable that is sensitive to the direction of the top quark with respect to \( q \) in the \( q\bar{q} \) rest frame. The impact of a positive charge asymmetry on the rapidity distributions of top and anti-top quark is visualized in Fig. 2.12c. The charge asymmetry definition usable at LHC can be then defined as follows:

\[
A_{C}^{t\bar{t}} = \frac{N(\Delta|y| > 0) - N(\Delta|y| < 0)}{N(\Delta|y| > 0) + N(\Delta|y| < 0)}
\]  

\(^5\) It is also possible that a sea quark interacts with sea antiquark, however such initial state is heavily suppressed by sea-quark PDFs.
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In the case of dileptonic \( t \bar{t} \) decays, it is also possible to measure so-called leptonic charge asymmetry, which is defined using pseudorapidities of the two final-state leptons:

\[
A_C^{\ell\ell} = \frac{N(\Delta|\eta| > 0) - N(\Delta|\eta| < 0)}{N(\Delta|\eta| > 0) + N(\Delta|\eta| < 0)}
\]  

(2.10)

where \( \Delta|\eta| = |\eta_{\ell^+} - |\eta_{\ell^-}| \) is the difference of absolute pseudorapidities of the leptons from top and anti-top quark, respectively. In contrast to \( A_C^{\ell\ell} \), this observable does not require full reconstruction of \( t\bar{t} \) system, and is less sensitive to detector-related systematic uncertainties, because in general leptons are more well-measured objects than jets from quarks, however the observable is more diluted due to the three-body top-quark decay.

While the observables in Eq. 2.9 and 2.10 are commonly referred to as charge asymmetries, it should be noted that they are rather “forward-central” asymmetries, and only have an indirect connection to the asymmetry defined in Eq. 2.1. In addition, the predicted magnitudes for these observables are suppressed by more than an order of magnitude compared to the Tevatron predictions. On the other hand, the increase in collision energy at the LHC allows to probe for evidence of BSM theories that predict seizable contribution to the charge asymmetry at energies previously inaccessible at the Tevatron. In addition, it is possible to impose additional kinematic criteria to select regions of phase space where the charge asymmetry is enhanced. One such option is probing higher invariant masses of the \( t\bar{t} \) pair (\( m_{t\bar{t}} \)). This is because higher-\( m_{t\bar{t}} \) \( t\bar{t} \) pairs are produced by incoming partons carrying higher momentum fraction \( x \) of the colliding protons. The probability that the interacting partons are \( q\bar{q} \) rather than \( gg \) increases with \( x \) as was shown in Fig. 1.2. Another option to enhance the \( q\bar{q} \to t\bar{t} \) contribution is to cut on the longitudinal boost of the \( t\bar{t} \) pair \( \beta_{z,t\bar{t}} \). Finally, an option to directly impact the underlying asymmetry in \( q\bar{q} \to t\bar{t} \) is to impose a cut on the maximum \( p_T \) of the \( t\bar{t} \) pair (\( p_{T,t\bar{t}} \)). This constraints the amount of ISR/FSR in the \( t\bar{t} \) production, reducing the negative contribution to the asymmetry from the interference term of the ISR/FSR amplitudes.

2.5.2 Measurements at the LHC

At the LHC, both ATLAS and CMS performed inclusive and differential measurements of the charge asymmetry, using Run-I collision data at \( \sqrt{s} = 7 \) TeV and \( \sqrt{s} = 8 \) TeV.

The observables investigated were very similar between ATLAS and CMS, measuring inclusive \( A_C^{t\bar{t}} \) and \( A_C^{\ell\ell} \) as well as differential \( A_C^{t\bar{t}} \) as a function of \( m_{t\bar{t}} \), \( p_{T,t\bar{t}} \) and \( |y_{t\bar{t}}| \) or \( \beta_{z,t\bar{t}} \). The 7 TeV measurements [67–70] were largely statistically dominated due to the relatively small integrated luminosity of approximately 5 fb\(^{-1}\). The 8 TeV measurements [71–75] achieved a significantly better precision thanks to the much larger dataset with integrated luminosity of approximately 20 fb\(^{-1}\), allowing for differential measurements of \( A_C^{\ell\ell} \) as well. Further precision was gained by a combination of the 7 TeV as well as the 8 TeV ATLAS and CMS measurements [76]. The combination results as well as comparisons with the individual inclusive asymmetry measurements are shown in Fig. 2.13 and 2.15. A comparison of the SM predictions with the combined ATLAS and CMS differential measurement of \( A_C \) vs \( m_{t\bar{t}} \) is shown in Fig. 2.14. None of the measurements reported any significant excess with respect to the SM predictions.

\footnote{The longitudinal boost of a \( t\bar{t} \) pair is defined as \( \beta_{z,t\bar{t}} = \frac{p_{z,t\bar{t}}}{E_{t\bar{t}}} \), where \( p_{z,t\bar{t}} \) and \( E_{t\bar{t}} \) are the longitudinal momentum and energy of the \( t\bar{t} \) pair, respectively.}
Finally, ATLAS has also performed $A_C$ measurement in the single-lepton channel using boosted top-quark pairs [77], using dedicated techniques we will discuss in Ch. 5. The measurement was focused on the region of $m_{t\bar{t}} > 750$ GeV, but suffered from both low statistics and non-negligible systematic uncertainties, as can be seen in Fig. 2.15.

$A_C$

Fig. 2.13: Summary of the inclusive $A_C^{t\bar{t}}$ and $A_C^{\ell\ell}$ measurements at the LHC [76] using Run-I dataset at $\sqrt{s} = 7$ TeV. Both standalone ATLAS [67,68] and CMS [69,70] measurements and their combination [76] is shown. The inner bars on the measurement points indicate the statistical uncertainty and the outer bars the total uncertainty. The theoretical prediction [60] with its uncertainty is shown by the grey bar.
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Fig. 2.14: Combination of the ATLAS and CMS results of the differential $A_C^{t\bar{t}}$ measurement as a function of $m_{t\bar{t}}$ using Run-I data at $\sqrt{s} = 8$ TeV [76]. The measurement is compared to the SM predictions [60,62] and to the example predictions for light and heavy colour-octet models [78]. The bands around the BSM predictions show the statistical uncertainty of the simulations. The bands around the SM predictions are uncertainties dominated by scale variations.
2.6. BSM interpretations of the charge asymmetry measurements

The tension between the SM prediction and the initial CDF and D0 measurements prompted studies of potential beyond-SM (BSM) theories that could enhance $A_{FB}$. The higher energy of the LHC also allowed to explore more extreme regions of phase space to probe for BSM contributions.

The possible BSM contributions typically induce additional charge asymmetry contributions in $qar{q} \rightarrow tar{t}$ processes via exchange of a newly proposed particle, through interference terms of BSM and SM amplitudes or via BSM amplitude square module [80]. Higher-order contributions are typically neglected. From a theoretical perspective, the models must obey the SM $SU(3)_C \otimes SU(2)_L \otimes U(1)_Y$ symmetries, and be renormalisable. The models introduce new spin-0 or spin-1 particles. These requirements already limit the number of possible models to ten irreducible vector-boson representations and eight scalar-boson representations [80]. Additionally, the most prospective models typically have cancellations between interference terms of BSM-SM amplitudes and the LO BSM squared amplitudes. This reduces their impact on other differential distributions, which otherwise lead to tensions in other measurements.

The most recent BSM interpretations were performed using the Tevatron [55] combination and the
LHC 8 TeV [76] combination, as shown in Fig. 2.16 and in Fig. 2.14. Since no significant excess with respect to SM was observed, predictions for various BSM models were calculated, comparing them with the 95% CL limits derived from the measurements.

In addition to interpretations in terms of concrete BSM models, searches for BSM physics can be also performed in a less model-dependent manner via the effective field theory (EFT) approach.

Fig. 2.16: Comparison of measured $A_C$ at the LHC [76] and $A_{FB}$ at the Tevatron [53, 54] with SM prediction at NNLO QCD + NLO EW [61, 62, 79] and various BSM predictions. The BSM predictions include $W'$, heavy axigluons ($G_\mu$), scalar isodoublet ($\phi$), colour triplet scalar ($\omega^4$) and a colour sextet scalar ($\Omega^4$) [81, 82].

### 2.7 EFT interpretations of the charge asymmetry measurements

The EFT approach to BSM interpretations lies in the expansion of the SM Lagrangian by adding extra dimension $> 4$ operators that express additional corrections to vertices in process amplitudes. The lowest-order expansion includes dimension-six operators\(^{(7)}\):

$$\mathcal{L} = \mathcal{L}_{SM} + \sum_i \frac{C_i}{\Lambda^2} \mathcal{O}_i + \mathcal{O}(\Lambda^{-4})$$

(2.11)

where $\mathcal{O}_i$ are the extra EFT operators, $C_i$ their corresponding dimensionless Wilson coefficients and $\Lambda$ is the scale of the new physics [84]. The operators are composed from the SM fields and are required to obey the SM $SU(3)_C \otimes SU(2)_L \otimes U(1)_Y$ gauge symmetry. This approach assumes that new potential BSM particles may be extremely heavy, and thus their direct discovery is out of reach of the LHC, i.e.

\(^{(7)}\)There are also odd-dimension operators, the lowest order being dimension-five, however these operators, if constructed only from SM fields, induce baryon or lepton number violation [83]. The baryon and lepton numbers are assumed conserved in the context of charge asymmetry EFT interpretations.
the energy scale \( \Lambda \) is much greater than energy scale probed at the LHC. Instead, the effects of these BSM contributions are manifested as corrections to SM amplitudes. Instead of constraining parameters of concrete BSM models, in the EFT approach, constraints on \( C_i / \Lambda \) are obtained.

For the \( t \bar{t} \) charge asymmetry only a subset of the operators are relevant, that contribute to the \( q \bar{q} \rightarrow t \bar{t} \) process. A visualisation of these corrections is shown in Fig. 2.17 which shows how the contributing operators affect amplitudes of this process at lowest order. The possible operators either impact the coupling of gluon to \( t \bar{t} \) or they impact the whole \( q \bar{q} \rightarrow t \bar{t} \) amplitude via four-fermion contributions. These can be further reduced into four operators \([85]\) represented by four Wilson coefficients \( C_1^u, C_2^u, C_1^d \) and \( C_2^d \). The indices \( u \) and \( d \) indicate different contribution from coupling to either \( u \) or \( d \) quarks in the initial state \([8]\). In general, potential BSM physics could couple differently to \( u \) and \( d \) quarks, but the recent EFT interpretations of the charge asymmetry measurements typically assume same coupling to \( u \) and \( d \) quarks, reducing the four operators into just two: \( C_1 = C_1^u = C_1^d \) and \( C_2 = C_2^u = C_2^d \) \([86]\).

In this simplified two-operator basis, the \( t \bar{t} \) cross-section is sensitive to BSM physics represented by the \( C_1 + C_2 \) coefficient combination, and the charge asymmetry to the \( C_1 - C_2 \) coefficient combination. Constraints on these operator combinations have been performed using inclusive \( t \bar{t} \) cross-section measurements and charge asymmetry measurements from combinations of CDF and D0 measurements and combinations of ATLAS and CMS 8 TeV measurements \([9] \) \([86]\). The resulting constraints of the coefficients are shown in Fig 2.18. The constraints due to cross-section from Tevatron measurements is much stronger than LHC 8 TeV measurements despite lower precision, because the \( t \bar{t} \) production is dominated via gluon fusion, and the \( C_1, C_2 \) coefficients are only sensitive to \( q \bar{q} \rightarrow t \bar{t} \).

Despite the gluon fusion dilution, it can be expected that the 13 TeV charge asymmetry will significantly improve the limits on the Wilson coefficients due to the significantly increased \( t \bar{t} \) cross-section and the much larger dataset. Further improvements can be achieved by probing regions of phase space with enhancement of the \( q \bar{q} \rightarrow t \bar{t} \), such as by probing higher \( m_{t\bar{t}} \).

\[ \begin{align*}
\text{(a)} & \quad \text{LO SM amplitude,} \\
\text{(b)} & \quad O_{tG} \\
\text{(c)} & \quad O_{4q}
\end{align*} \]

Fig. 2.17: EFT contributions to \( u \bar{u} \rightarrow t \bar{t} \) \([85]\). The diagram (a) shows LO SM amplitude, the diagram (b) represents the correction to \( g t \bar{t} \) vertex coupling and diagram (c) shows additional contribution via four-fermion interactions. The same diagrams for \( d \bar{d} \rightarrow t \bar{t} \) are considered in the EFT contributions.

\[ \begin{align*}
\text{(8)} & \quad \text{Other quark types in the initial state of } q \bar{q} \rightarrow t \bar{t} \text{ are suppressed due to proton PDFs.}
\end{align*} \]

\[ \begin{align*}
\text{(9)} & \quad \text{There is no EFT interpretation of the combined ATLAS+CMS charge asymmetry yet, so the ATLAS and CMS results are interpreted standalone.}
\end{align*} \]
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Fig. 2.18: The 68% confidence level constraints on the linear combinations $C^1 + C^2$ and $C^1 - C^2$ of the Wilson coefficients from inclusive $t\bar{t}$ cross-section measurements and charge asymmetry measurements done at the Tevatron and the LHC at $\sqrt{s} = 8$ TeV [86]. The $\bar{C}^i = C^i \times v^2 / \Lambda^2$ are normalised coefficients, where $v$ is the SM Higgs vacuum expectation value.
3

The LHC and the ATLAS experiment

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [87] is the largest hadron synchrotron accelerator to date, located at the European Organisation for Nuclear Research (CERN) near Geneva. Its circumference is roughly 27 km and it is located approximately 100 m underground. It was designed to collide protons at $\sqrt{s} = 14$ TeV and heavy ions with $\sqrt{s} = 2.8$ TeV per nucleon. The LHC has been operating in several periods with different setup and collision energy since 2010, with several planned technical stops for upgrades and maintenance. Currently, the LHC is undergoing upgrades and maintenance in preparation for the Run-III period of collisions, expected to begin in 2021.

3.1.1 The LHC accelerator complex

The LHC itself is a final collider in a series of linear and circular colliders. The overview of the accelerator complex is shown in Fig. 3.1. First, the protons are obtained by stripping electrons from Hydrogen atoms and injected in the first, linear accelerator (LINAC2) and are accelerated to 50 MeV. The protons then enter a series of circular colliders, each accelerating the particles up to a specific energy, the Proton Synchrotron Booster (PSB) to 1.4 GeV, the Proton Synchrotron (PS) to 26 GeV, and the Super Proton Synchrotron (SPS) to 450 GeV. The SPS is the final accelerator before the LHC, with a circumference of 7 km. Half of the protons from SPS enter LHC in one direction and the other half in opposite direction. The oppositely-moving protons are accelerated in separate acceleration tubes. Both proton beams are grouped into bunches, where each bunch contains the order of $1 \times 10^{11}$ protons. The bunches are accelerated using radio-frequency (RF) cavities in a single region of the accelerator. The proton beam trajectory within the accelerator is contained by super-conducting niobium-titanium magnets operating at the temperature of 1.9 K, capable of generating magnetic field of 8.3 T. Dipole magnets are used to bend the trajectory within the LHC, and additional quadrupole magnets are used to focus the beam. Further corrections to the beam trajectory are achieved by higher multipole magnet systems.

There are four collision points along the LHC, where caverns with four detectors are installed. In these spots, the beam pipes are connected and the opposite beams are squeezed using focusing magnets and crossed using deflecting magnets to produce the collisions. The four detectors correspond to four main experiments using collisions from the LHC. ETH ATLAS (A Toroidal LHC AparatuS) and CMS (Compact Muon Solenoid) are the two largest, general-purpose detectors for testing SM predictions as well as searching for BSM physics. LHCb (LHC beauty) is a specialised experiment using a forward detector that focuses on physics of B-hadrons to study CP-violating processes. ALICE (A Large Ion
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Collider Experiment) is another specialised experiment focused on studying quark-gluon plasma and hadronization processes in heavy ion (lead) collisions.

Other than unprecedented collision energy of the LHC, the other very important characteristic of a collider is its instantaneous luminosity, a quantity that describes the number of collisions per unit area and unit time:

\[ \mathcal{L} = f N_c n_1 n_2 / A. \]  

(3.1)

The luminosity depends on the revolution frequency \( f \) of the proton beam, the number of bunches in the beam \( N_c \), the number of particles per bunch in the colliding bunches \( n_1, n_2 \) and the overlapping area of the bunches \( A \). The product of integrated luminosity over the period of collisions and the cross-section of a particular process gives us the prediction of how many times that process occurred during the time the LHC was colliding the beams. The operation of the LHC was divided into several periods of data-taking by the experiments.

In 2011, the LHC operated at \( \sqrt{s} = 7 \) TeV and both ATLAS and CMS experiments recorded approximately 5 fb\(^{-1}\) of data. In 2012, the operation of LHC was restarted at \( \sqrt{s} = 8 \) TeV, with ATLAS and CMS collecting approximately 20 fb\(^{-1}\). These data taking periods concluded the Run-I period of data taking.

In summer of 2015, the LHC resumed operation after major upgrades for the Run-II period of data taking, achieving \( \sqrt{s} = 13 \) TeV. During years 2015 to 2018, the Run-II dataset recorded by ATLAS and CMS reached almost 140 fb\(^{-1}\). The large size of the dataset was achieved thanks to the outstanding instantaneous luminosity of the LHC that peaked during 2017 and 2018 data at over \( 2 \times 10^{-34} \) cm\(^2\) s\(^{-1}\).
surpassing the original design by a factor of two. A visualisation of the cumulation of the integrated luminosity is shown in Fig. 3.2.

Fig. 3.2: Visualisation of the cumulative luminosity vs the day delivered to ATLAS during stable beams for \( pp \) collisions [89].

The large luminosity reached by LHC means that a single bunch crossing leads to multiple \( pp \) interactions, characterised by distribution of mean number of interactions per bunch crossing \( \langle \mu \rangle \), shown in Fig. 3.3. This poses additional challenges in the reconstruction of the \( pp \) collisions due to in-time and out-of-time pile-up. In-time pile-up leads to signals in the ATLAS detector from multiple \( pp \) collisions in a single bunch crossing. Out-of-time pile-up is caused by limited read-out time of certain detector systems, which can be higher than spacing between individual bunches (25 ns) in the LHC. This means that slower detector systems can produce signals originating from more than one bunch crossing.

Fig. 3.3: The distribution of mean number of interactions per bunch crossing \( \langle \mu \rangle \) for the individual data-taking periods in Run-II [89].
3.2 The ATLAS detector

The ATLAS detector is a cylindrical-shaped multi-purpose detector, with length of 44 m, diameter 25 m and weight of approximately 7000 tons. A longitudinal view of the detector is shown in Fig. 3.4. The purpose of ATLAS detector is to measure properties of particles. Due to the variability of particles produced in $pp$ collisions and the manner of their interactions, ATLAS is composed of a system of different sub-detectors, a magnet system and a trigger system. There are three main sub-detectors: the inner detector, the calorimeter and the muon spectrometer. The ATLAS coordinate system and a brief description of the individual detectors is provided in the following sections based on Ref. [90].

![Fig. 3.4: Longitudinal view of the ATLAS detector [90].](image)

### 3.2.1 ATLAS coordinate system

We first introduce the coordinate system and some of the quantities typically used in high-energy collider physics. ATLAS uses a right-handed coordinate system, where the $z$-axis points in the direction of the beam pipe. The $x − y$ plane is perpendicular to the beam pipe, with $x$ coordinate pointing towards the centre of the LHC and $y$ points upwards.

A spherical coordinate system is introduced, where $\phi$ is the azimuthal angle in the $x − y$ plane with respect to the $x$-axis direction. The direction with respect to the $z$-axis is denoted by angle $\theta$. It is customary to use pseudorapidity $\eta$ instead of $\theta$ for relativistic particles, due to $\Delta \eta$ being Lorentz-invariant under boosts along the $z$-axis. Pseudorapidity is defined as follows:

$$\eta = -\log \left( \tan \left( \frac{\theta}{2} \right) \right).$$  \hspace{1cm} (3.2)

Distances between particles or other reconstructed objects are characterised via distance metric
$\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$. This quantity is also Lorentz-invariant under $z$-axis boosts.

Due to the random nature of the total longitudinal momentum in the $pp$ collision, it is typical to refer to transverse quantities, such as the transverse momentum $p_T$, defined as:

$$p_T = \sqrt{p_x^2 + p_y^2} = |\vec{p}| \sin \theta$$

The sum of transverse momenta of all particles produced in a $pp$ collision is expected to be zero due to momentum conservation and the interacting partons $p_T = 0$.

We will now briefly describe the individual detector subsystems of the ATLAS and its magnet and trigger systems.

### 3.2.2 The inner detector

The inner detector (ID) [91–93] is the closest detector to the interaction point, consisting of several types of detectors: semiconductor pixel detector, micro-strip semiconductor tracker (SCT) and a straw tube detector, the Transition Radiation Tracker (TRT). The purpose of the inner detector is the reconstruction of charged particle tracks and vertices, measurement of particle momentum and electron identification. The layout of the inner detector is shown in Fig. 3.5. The ID is placed within a 2 T magnetic field to allow measurement of electric charge and momentum of particles. The pseudorapidity coverage of the ID is $|\eta| < 2.5$. The momentum resolution is

$$\frac{\sigma}{p_T} = 0.05\% \times p_T \oplus 1\%^{(1)}$$

where $p_T$ is in GeV.

The pixel and SCT detectors are silicon-based semiconductor detectors, which are designed for reconstruction of particle tracks and vertices. The tracks are reconstructed from hits, electron-hole pairs produced by the passage of the charged particles in the detector’s sensitive volume, and the electric signal is processed by the read-out electronics. To reduce the amount of noise from thermal electron-hole pairs, and to remove the heat produced by additional leakage currents from radiation damage, the semiconductor detectors are cooled down by an evaporative system.

The pixel detector is the closest detector to the interaction point. It was composed of three layers of silicon pixel detectors and for Run-II an additional layer called IBL was added for the purpose of improving identification of secondary vertices from $B$-hadrons. The nominal pixel size is 50×400 µm$^2$, each having a separate readout. The pixel detector thus contains more than 80 million readout channels. 90% of the channels have spatial resolution 50 µm in the $x – y$ plane and 400 µm in $z$-axis direction.

Surrounding the pixel detector is the SCT, a micro-strip detector with similar purpose and technology as the pixel detector, however it is composed of four layers of longer rectangular strips rather than pixels. Each strip measures 80 µm × 6 – 12cm. To resolve ambiguities, hits are reconstructed from energy deposits in two layers. The SCT contains over 6 million SCT readout channels. The spatial resolution of SCT is 16 µm in $x – y$ plane and 580 µm in $z$.

Surrounding the silicon tracking detectors is the TRT detector composed of straw-tube detectors. Charged particles passing through the TRT pass through environments with different refraction indices,

---

$^{(1)}$The $\oplus$ operator designates sum of operands in quadrature.
emitting transition-radiation photons. These photons are absorbed in a mixture of gases inside the straw tubes. The amplitude of the signal depends on the Lorenz factor $\gamma$. This factor is typically very large for lightest particles like electrons and positrons, thus the signal from TRT is not only used for enhancing momentum resolution but also for electron/pion discrimination and fast triggering. In contrast to other components of the ID, the TRT covers region of only up to $|\eta| < 2.0$. The TRT consists of almost 30 000 straws, where each straw is 144 cm long (37 cm for the end caps), with a diameter of 4 mm. Each straw contains a 30 $\mu$m diameter gold-plated Wolfram-Rhenium wire that collects ionised electrons from the absorbed transition radiation and ionization produced by charged particles passing through the straw. The straws are filled with a gas mixture of 70% Xe, 27% CO$_2$ and 3% O$_2$. The electron collection time is 48 ns with a drift-time accuracy of 130 $\mu$m.

### 3.2.3 Calorimeters

In addition to momentum measurement for charged particles, the measurement of energy of both charged and neutral particles is necessary. The calorimeters in ATLAS are designed for this purpose. The calorimeter system covers large pseudorapidity range of $|\eta| < 4.9$ and is divided into electromagnetic (EM) calorimeter and a hadronic calorimeter that surrounds the EM calorimeter. The EM calorimeter has finer granularity than the hadronic calorimeter, allowing for high precision measurements of electron and photon energy. Both calorimeters are sampling-type, which means they contain layers of active medium sensitive to the energy of the particle, as well as passive absorbers. This design is a compromise between the size and cost of the calorimeters and the requirement to absorb the full energy of showers induced by the particles produced in $pp$ collisions.

Two types of calorimeters are employed within ATLAS in terms of detection material, the liquid
Argon (LAr) calorimeter [95], which uses LAr as the active medium and lead absorber plates of an accordion shape. The particle-induced showers produced in the absorber ionize liquid argon atoms and the collected electrons produce a signal read out by electronics. The second type of calorimeter used in ATLAS is the Tile calorimeter [96], which uses alternating passive layers of iron and tiles of plastic scintillator as the active medium. The shower particles interacting with scintillator produce visible light which is converted into electric signal.

The EM calorimeter consists of the barrel calorimeter, which is a LAr calorimeter covering $|\eta| < 1.375$, and the end-cap LAr calorimeters covering $1.475 < |\eta| < 3.2$. The size of the EM calorimeter is such that it achieves absorbing capacity of approximately 22 radiation lengths (2). The barrel EM calorimeter consists of three layers, where the first layer has increased granularity for discriminating isolated photons from non-prompt photons from hadron decays. Its granularity is $\Delta \eta \times \Delta \Phi = 0.025 \times 0.1$ for $|\eta| < 1.4$. The barrel and end-cap EM calorimeters have 101760 and 62208 readout channels, respectively.

The hadronic calorimeter consists of several parts surrounding the EM calorimeter, and is designed to measure the energy of jets produced by strongly-interacting particles. To absorb the showers, it provides the thickness of approximately 11 radiation lengths. The barrel and the extended barrel Tile calorimeters cover regions of $|\eta| < 1$ and $1 < |\eta| < 1.7$, respectively. The end-cap hadronic calorimeters use LAr technology with copper plate absorbers, and cover regions of $1.5 < |\eta| < 3.2$. The Tile calorimeter has 5769 readout channels in the long barrel and 4092 channels in the extended barrel and the granularity of $0.1 \times 0.1$.

In addition, the forward calorimeter covering $3.1 < |\eta| < 4.9$ is a LAr calorimeter made of three layers where the first layer is used as an EM calorimeter and the rest of the layers as hadronic calorimeter. The absorber layers are made of a single layer with copper and the rest of the layers made of tungsten. Both the forward and the end-cap calorimeters employ LAr as the active medium due to its larger radiation resistance, which is necessary due to the higher activity in forward regions of the detector.

Finally, the most important characteristic of a calorimeter is its energy resolution. For sampling calorimeters, it is typically parametrised as follows:

$$\frac{\sigma_E}{E} = S \sqrt{E} + N \oplus C,$$

where $S$, $N$ and $C$ are the stochastic, noise and constant terms, respectively, and $E$ is in GeV. The stochastic term describes the fluctuations in the particle multiplicities of the shower in the active medium. The noise term describes the contributions of noise from the readout electronics, and is not energy-dependent. The constant term cumulates all of the systematic effects, which can range from imperfections in the detector structure or readout system, to radiation damage. The constant term is the dominant contribution to the energy resolution at high energies.

The EM calorimeter was designed to achieve $S = 10\%$, $N = 170\,\text{MeV}$, $C = 0.7\%$. The Tile calorimeter was designed to achieve $S = 50\%$ and $C = 3\%$, with a negligible noise term thanks to the precise photomultiplier readout. The end-cap and forward hadronic calorimeter achieve $S = 100\%$ and $C = 10\%$.

---

(2) The radiation length is the thickness of the calorimeter that decreases the energy of the particle inducing the shower by a factor of $e^{-1}$. 
3.2.4 Muon spectrometer

Due to their large mass compared to electrons, muons traverse calorimeters with minimum energy loss. A standalone system dedicated to their detection and measuring their momentum is installed, surrounding the calorimeters. The muon spectrometers are placed in a magnetic field generated by toroids in order to measure momentum based on the muon track curvature. They cover the region of $|\eta| < 2.7$. The momentum measurement is performed by combining information from the muon detectors and the ID, achieving a combined momentum resolution of 2-3\%, except for very high momenta (> 1 TeV) where the resolution is 10\%. The muon spectrometer consists of several parts: the cathode strip chambers (CSC), the monitored drift tube (MDT) chambers, the resistive plate chambers (RPC) and the thin gap chambers (TGC) [97].

MDTs together with CSCs are used for precise measurement of particles momenta. MDT chambers cover range $|\eta| < 2$, and are composed of layers of drift tubes with a diameter of 3 cm. The drift tubes are proportional chambers filled with a mixture of Ar and CO$_2$ gases and contain a central wire anode. The position of a crossing muon with respect to the anode is determined from the ionised electron cloud drift time. The average position resolution per tube is 80 $\mu$m and the maximum drift time is 500 ns.

CSCs cover the end-cap region of $2.0 < |\eta| < 2.7$ and are radially oriented in planes perpendicular to the beam pipe. CSCs are multi-wire proportional chambers with fast readout, with cathode planes segmented into strips in orthogonal directions. This enables CSC to measure both coordinates of charged particles and to cope with the larger particle multiplicities in the forward region. The resolution of chambers is 40 $\mu$m in the bending plane and 5 mm in the transverse plane.

RPCs and TGCs are used for fast trigger decisions due to their extremely fast operation. RPCs are very thin gas chambers with parallel Bakelite resistive plates, covering the barrel region of $|\eta| < 1.05$). Their fast gathering of ionised electron achieve readout time of 1.5 ns. The TGCs are multi-wire proportional chambers that cover the end-cap regions ($1.05 < |\eta| < 2.4$). Their fast operation is achieved by using a gas mixture with high quenching abilities, reducing the amount of ionised electrons that are collected by the anode, and thus achieving readout time < 25 ns. The fast readout of both RPCs and TGCs is also used to detect beam crossing.

3.2.5 Magnet systems

As we have mentioned, the ATLAS magnet system [98] forms a crucial part of the detector systems, for particle momenta and charge measurement. It consists of three parts: inner solenoid [99], barrel toroid [100], and end-cap toroids [101]. All of the magnet systems are based on super-conducting niobium-titanium cooled down by liquid Helium to a temperature of 4 K.

The inner solenoid surrounds the inner detector, creating mostly homogeneous 2 T magnetic field. The inner solenoid is very thin to absorb as little particle energy as possible, for that reason its width comprises only a 0.8-times radiation length. This is achieved partially by sharing the cryogenic system of the solenoid with the EM calorimeter.

The barrel and the end-cap air-filled toroids provide magnetic field for the muon spectrometers. Each of the toroids is built from 8 radially-arranged rectangular coils. The magnetic field varies in strength up to 2 T in the barrel region, and up to 4 T in the end-cap regions.
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3.2.6 Triggers

The trigger system plays an important role in the data acquisition process, because the event rate at ATLAS is far beyond any technology available to process. The trigger system reduces the rate by picking events with interesting signatures. Compared to Run-I, the trigger system in Run-II underwent a significant upgrade to accommodate rates up to $5 \times$ higher due to the increased LHC luminosity [102–104]. The trigger systems consists of hardware-level L1 trigger [105] and software high-level trigger (HLT) [106].

L1 trigger is a hardware trigger that searches for high $p_T$ muons, electrons, photons and jets. It combines the information from the fast muon spectrometer subsystems and reduced-granularity information from the calorimeter, while maintaining a latency of 2.5 $\mu$s. It reduces the data rate from approximately 40 MHz to around 100 kHz. In each event L1 also identifies one or more Regions-of-Interest (ROIs), which are coordinates in $\eta$ and $\Phi$ with a potentially interesting activity. The ROI information is passed to the HLT. The L1 trigger does not attempt to use information from track reconstruction.

HLT is a software trigger using a large computer farm, which uses information from L1 trigger. In contrast to L1 trigger, the HLT also includes tracking information and all other detector information with full granularity within the ROIs, applying algorithms similar to the offline reconstruction of events. The HLT reduces the trigger rate to approximately 1 kHz with a latency of approximately 200 ms.

3.3 Simulations in the ATLAS experiment

The studies of various processes in the ATLAS experiment rely to a large extent on Monte Carlo (MC) simulations. These simulation largely follow the structure as follows.

1. **Simulation of the $pp$ collisions.** Dedicated MC generators are used to simulate the various processes involved in the $pp$ collisions. This includes simulation of the hard-scattering process, e.g. $pp \rightarrow t\bar{t}$ production with parton showering, hadronization and unstable particle decays. This simulation part requires as input the proton PDFs to simulate the relative contributions of various parton-parton interactions in the hard scattering. A simulation of the extra interactions from the proton remnants after a hard-scattering and multi-parton scattering is also performed. In addition, simulation of $pp$ collisions that do not result in hard-scattering is necessary, e.g. elastic scattering. To simulate the multiple $pp$ interactions per bunch crossing, multiple $pp$ interactions are overlaid based on the measured probability distribution of the $pp$ collisions multiplicity in the bunch crossing.

2. **Simulation of the detector response.** The particles produced in the previous simulation step propagate through the ATLAS detector, leaving signals in the various ATLAS detector sub-systems. The simulation of the detector response is performed using GEANT4 simulation software [107] using the ATLAS detector geometry [108]. The full simulation of the ATLAS detector is very demanding, in particular the simulation of the calorimeter response, and can reach order of 100 s/event. For this reason, fast simulation ATLAS is often used [108], which maintains the full simulation of the ID and muon systems, but uses a faster calorimeter simulation. The fast calorimeter simulation is based on replacing the simulation of individual
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particles in the showers from first principles with a simulation of single-particle showers using parametrisations of longitudinal and lateral shower profile. This leads to a reduction of the simulation time per event by more than an order of magnitude [108].

3. Digitization of the detector signals. The simulated signals from the ATLAS detector are input to the simulation of the digitization, the output of which are voltages and currents of signals similar to those of the actual ATLAS detector.

The digitization output from simulations is processed using the same software that is used in the ATLAS trigger and data acquisition systems.
Object definitions

At the LHC, many particles are produced in the $pp$ collisions. Most of these particles are unstable, and many of them have very short life-time, thus they decay before reaching the ATLAS detector. The particles with long-enough life-time to be reconstructed in the ATLAS detector include $e^\pm, \mu^\pm, \gamma, \pi^\pm, K^\pm, K^0, p^\pm, n$. Additionally, neutrinos produced in the $pp$ collision also pass through the ATLAS detector, but in practice, without any interaction with the detector material.

In the $pp$ collisions, we are interested in events where a hard scattering of partons from the protons occurs. The unstable particles produced in the hard-scattering are referred to as parton level, including also non-coloured particles such as leptons. The coloured particles form hadrons, at this stage we refer to particle level. Finally, after reconstructing those particles which are detected in the ATLAS detector, we refer to reconstruction level or detector level. The parton and particle level information is only accessible in dedicated Monte Carlo (MC) simulations, in the actual experiment only detector level information is available.

In this thesis, we perform studies involving $t\bar{t}$ pair production in the single-lepton and all-hadronic channel, which require reconstruction of electrons, muons, jets from quarks and neutrinos. Single-lepton $t\bar{t}$ decays are considered if there is an electron or a muon in the final state. These can include events where the leptonic decay produced a $\tau$ lepton, which decays before reaching the ATLAS detector, either hadronically or leptonically. Thus leptonic $\tau$ decays in $t\bar{t}$ production can contribute in the single-lepton channel.

In the following sections, the individual objects are described including their reconstruction and the selection criteria imposed to ensure efficient reconstruction with sufficiently low rate of background processes mimicking the objects of interest. For some of the objects, such as leptons, or jets multiple definitions are used, since different choices are made in the selection criteria in the various analyses included in this thesis. The selection criteria of the individual analyses within their respective chapters clarify the specific choices made.

4.1 Charged tracks

Charged tracks are reconstructed in the ID, their information being used in relation to other reconstructed objects in the ATLAS detector. A full description of the tracking reconstruction is provided in [109] and we summarise briefly the method here. Firstly, clusters are reconstructed from hits in the pixel and SCT detectors. A single charge particle can produce hits in multiple adjacent cells, hence a dedicated algorithm [110] is used to correctly group these hits to produce clusters which correspond to the point in space where the charged particle passed through a layer of the ID (so called silicon space-point). Subsequently, track finding is performed to correctly assign clusters to the tracks. A Kalman filter
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is seeded with cluster triplets satisfying basic criteria, iteratively adding more space-points to the track seeds in subsequent ID layers. The filter can produce multiple track candidates per seed. A fitting is performed to estimate five parameters of a track from the clusters of the track candidate: the charge-to-momentum ratio $q/p$, impact parameters $d_0$ and $z_0$, and the $\theta, \phi$ angles (defined as in Sec. 3.2.1). The impact parameters $d_0$ and $z_0$ give the track transverse and longitudinal distances from the reconstructed primary vertex position, described in Sec. 4.1.1. To remove the ambiguities and poorly reconstructed tracks, all track candidates are assigned scores based on various criteria that penalize tracks with undesired properties. Track candidates crossing a sensitive part of the ID without producing a hit (a hole) or having a poor fit based on the $\chi^2$ from the track fit are penalized. The $p_T$ of the track candidates is also weighted in the score, favouring higher-$p_T$ candidates. Out of the track candidates sharing a single cluster, the candidate with highest score is picked. Tracks sharing more clusters are removed. Finally, all the tracks are required to fulfil the following main criteria:

- $p_T > 400$ MeV
- $|\eta| < 2.5$
- Minimum of 7 hits,
- At most two holes in pixel and SCT detector combined,
- Not more than one hole in the pixel detector,
- Maximum one shared pixel cluster or two shared SCT clusters on the same layer.

4.1.1 Primary vertex reconstruction

Given the multiple $pp$ interactions in a single bunch crossing, multiple interaction points are expected in the event. The vertices corresponding to these interaction points are reconstructed using dedicated algorithms using tracking information [111]. Collisions of interest must have at least one interaction vertex with at least two tracks with $p_{T,\text{trk}} > 400$ MeV. The vertex with highest $\sum p_{T,\text{trk}}^2$ is chosen as the primary vertex, where $p_{T,\text{trk}}$ is the transverse momentum of tracks associated to the vertex.

4.2 Electrons

The electrons interact electromagnetically with the ATLAS detector, producing a track in the ID and depositing their energy by producing electromagnetic showers in the EM calorimeter. A dedicated energy clustering algorithm is used [112] which reconstructs variable-size clusters (so-called super-clusters) from energy deposits in the calorimeter cells. The clusters are matched to tracks in the ID. An electron candidate must have a single track matched to a super-cluster. The matched track must satisfy the impact-parameter criteria $|d_0|/\sigma(d_0) < 5$ and $|z_0 \sin \theta| < 0.5$ mm. The electron candidates are required to have $p_T > 25$ GeV and $\eta_{\text{cluster}} < 2.47$, excluding the region between the barrel and the end-cap calorimeter ($1.37 < |\eta_{\text{cluster}}| < 1.52$). A multivariate algorithm is used to distinguish real electrons from other objects, such as photons and jets, referred to as fake electrons. The algorithm employs a likelihood-based discriminant $d_L$ built from multiple variables encoding information about the electron candidate track and the EM shower shape [113]:

$$d_L = \frac{L_S}{L_S + L_B}, \quad L_{S(B)}(\mathbf{x}) = \Pi_i^n P_{S(B),i}(x_i),$$

(4.1)
where the likelihood $L_S(B_i)$ is a product of probability density functions $P_{S(B_i),f}(x_i)$ of the individual discriminating variables $x_i$ for the real (fake) electrons, estimated via MC simulation [112]. Several identification working points (WPs) are provided, differing in the value of the cut on the likelihood discriminant: loose, medium, tight. As the name suggests, the tight WP provides the smallest fake efficiency (fake rate) at the cost of reduced signal electron efficiency, starting from approximately 70% at $p_T = 25$ GeV up to almost 90% for $p_T > 80$ GeV.

In order to suppress non-prompt electrons originating from decays of heavy hadrons and light hadrons misidentified as electrons, additional isolation criteria are imposed. Two quantities are defined to evaluate the amount of additional activity in the vicinity of the electron candidate:

\[
E_T^{R,\text{cut}} = \sum_{\text{cluster} \neq \ell} E_T^{\text{cluster}}
\]

\[
p_T^{\text{var,}R,\text{cut}} = \sum_{\text{track} \neq \ell} p_T^{\text{track}}
\]

where $R = \min(10$ GeV$/p_T^{\ell}$, $R_{\text{cut}}$).

The $E_T^{R,\text{cut}}$ defines the sum of transverse energies of the EM calorimeter clusters surrounding the candidate lepton cluster within a cone defined by radius $R_{\text{cut}}$. The $p_T^{\text{var,}R,\text{cut}}$ defines a similar quantity using transverse momenta of tracks surrounding the candidate lepton track within a $p_T$-dependent cone of maximum radius $R_{\text{cut}}$ that decreases with increasing lepton transverse momentum $p_T^{\ell}$. Two different isolation definitions are used, the so-called gradient and track-based fixed-cut isolation.

The gradient isolation definition imposes an $\eta$-dependent cut on the $E_T^{R,\text{cut}}$ with $R_{\text{cut}} = 0.2$ and $p_T^{\text{var,}R,\text{cut}}$ with $R_{\text{cut}} = 0.3$. Both selections are adjusted to give constant real electron efficiency in $\eta$. The efficiency in $p_T^{\ell}$ starts from 90% at $p_T^{\ell} = 25$ GeV up to 99% at $p_T^{\ell} = 60$ GeV [112]. The fixed-cut isolation definition imposes the following cuts:

- $p_T^{\text{var,}R,\text{cut}}/p_T^{\ell} < 6\%, \quad R_{\text{cut}} = 0.2$,
- $E_T^{R,\text{cut}}/E_T^{\ell} < 6\%, \quad R_{\text{cut}} = 0.2$,

where $p_T^{\ell}$ and $E_T^{\ell}$ refer to the electron transverse momentum and transverse energy, respectively. The real electron efficiency is roughly 75% at $p_T^{\ell} = 25$ GeV and reaches 99% at 60 GeV [112].

The optimisation of the electron identification and isolation selection is performed via MC simulation. Because the simulation does not describe the detector response perfectly, comparisons of the predictions with data are performed in data using events with $Z \rightarrow e^+e^-$ and $J/\psi \rightarrow e^+e^-$ processes via tag-and-probe approach. This means that one of the electrons is selected using very tight criteria, ensuring high signal purity of the selected data. The other electron is then studied in both simulation and data. Scale factors are derived that evaluate the ratio between efficiencies measured in data and predicted efficiencies, for the reconstruction, identification, isolation and triggering [112]. These scale factors are then applied in the simulation to correct for the mismodelling. The same processes are used to perform calibration of the electron energy scale and resolution\(^{(1)}\) [112,114,115].

---

\(^{(1)}\) Unless, otherwise stated, the resolution of a quantity $X$ is determined as the standard deviation of a distribution of $(X^{\text{reco}} - X^{\text{true}})/X^{\text{true}}$, where $X^{\text{reco}}$ is the reconstructed value of the quantity and $X^{\text{true}}$ is the true value of the quantity, determined from particle-level MC simulation, or from a well-measured reference object in case of in-situ methods.
4.3 Muons

Muons are reconstructed using tracks from the ID and the muon spectrometer (MS), starting from the MS track and matching via extrapolation to an ID track. The ID and MS tracks are then refitted. Muon selection is performed by applying selection criteria to ensure robust momentum measurement and to suppress background processes mimicking prompt muons. These include mostly non-prompt muons from pion and kaon decays. The non-prompt muons have characteristic features in contrast to prompt muons, which may lead to poor fit quality of the MS and ID combined track, or incompatible momentum measurement from ID and MS. The medium WP selection criteria are imposed for muon identification [116]:

- ID track with at least one pixel hit, at least five SCT hits and less than three holes in the pixel and the SCT detector in total
- Combined MS and ID track satisfying quality cuts on the $\chi^2$ of the global combined track fit, the relative difference in momentum measurement in ID and MS with respect to combined track momentum
- Combined track $q/p$ significance less than seven
- The MS track must have at least three hits in at least two MDT layers, in $|\eta| < 0.1$, hits in a single layer is sufficient, with at most one hole
- Combined track $|\eta| < 2.5$ and $p_T > 25$ GeV

In addition to the medium WP, loose WP is also used. The muon identification criteria for loose muons include muon tracks only reconstructed in the muon spectrometer, which are compatible with primary interaction point based on extrapolation of the track. Muon candidates with a track only in the ID are also included. These either satisfy criteria on the energy deposit in the calorimeter compatible with a minimally ionising particle, or the extrapolated track from ID matches a track segment in a single layer in MS [116].

Further suppression of non-prompt muons from hadron decays is achieved by imposing isolation criteria similar to those for electrons. The gradient and fixed-cut isolation definitions are used, which are defined using the same quantities $E_R^{cut}$ and $p_T^{varRcut}$ as for electron isolation. The gradient isolation uses $\eta$-dependent selection cut on $E_T^{cut}$ with $R_{cut} = 0.2$ and $p_T^{varRcut}$ with $R_{cut} = 0.3$. It achieves approximately 90% (99%) efficiency at $p_T = 25$ GeV (60 GeV). The fixed-cut isolation for muons uses only track-based $p_T^{varRcut}$ isolation cut $p_T^{varRcut}/p_T < 6\%$ with $R_{cut} = 0.3$. The achieved efficiency of this isolation is approximately 93% (99%) at $p_T = 25$ GeV (60 GeV).

The calibration of the muon energy scale and resolution as well as measurement of the reconstruction, identification and isolation efficiencies, is performed in data using $Z \rightarrow \mu^+\mu^-$ and $J/\psi \rightarrow \mu^+\mu^-$ events using tag-and-probe approach [116] similar to that for the electron performance studies in data. The mismodelling of reconstruction, trigger, identification and isolation of muons is corrected by scale-factors derived using the measurements in data.

4.4 Jets

Strongly-interacting particles produced in the hadron-hadron collisions produce collimated showers of hadrons, jets. Jets are manifested by charged-particle tracks within the ID and showers induced by interacting hadrons in the ATLAS calorimeters. By reconstructing the jets, it is possible to infer
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the properties of the quark/gluon that initiated the jet. This requires reconstructing the constituents which are combined into jets using a dedicated algorithm. In general, both calorimeter and tracking information can be used.

4.4.1 Topological calorimeter cell clustering

To construct jets from calorimeter information, the energy deposits in individual calorimeter cells are combined into topologically-connected clusters, referred to as topo-clusters. The cells of the topo-clusters are combined based on their signal-to-noise ratio \( \zeta_{\text{cell}} \), defined as:

\[
\zeta_{\text{cell}} = \frac{E_{\text{EM,cell}}}{\sigma_{\text{noise,cell}}} \tag{4.4}
\]

where \( E_{\text{EM,cell}} \) is the cell energy measured at the electromagnetic (EM) scale, and \( \sigma_{\text{noise,cell}} \) is the expected level of noise from electronics and pile-up. At the EM scale, the deposited energy in the calorimeter is inferred only from electromagnetic interactions of charged particles produced in hadronic showers in the absorbers. These charged particles either ionise the LAr or excite molecules in the plastic scintillators. The EM scale does not account for loss of signal due to the non-compensating character of the ATLAS calorimeters.

In the topo-clustering procedure [117], each cell with \( \zeta_{\text{cell}} > 4 \), is iteratively connected with neighbouring cells with \( \zeta_{\text{cell}} > 2 \), and neighbours with neighbours of \( \zeta_{\text{cell}} > 2 \). This “proto-cluster growth” is terminated when only \( 2 > \zeta_{\text{cell}} > 0 \) neighbours are left, and these are included in the proto-cluster. The whole procedure is repeated, until no seed cells are left. After this procedure, topo-clusters including multiple local maxima are split up. The direction of a single topo-cluster in \((\eta, \phi)\) is calculated as barycentre weighted by the signal of the constituting cells. The total energy of a cluster is the sum of energy deposits in the constituting cells, accounting for cells shared by split clusters, where the cell energy is divided among the two clusters.

4.4.2 Sequential recombination jet algorithms

To reconstruct jets from the constituents, various algorithms have been developed in the past. Both ATLAS and CMS experiments employ sequential recombination algorithms. These algorithms iteratively combine the constituents reconstructed from the parton shower induced by a strongly-interacting particle into jets. The anti-\( k_t \) algorithm [118] is a default choice of a recombination algorithm used in ATLAS. It is defined as follows:

1. For each pair of constituents \( i,j \) a distance measure is calculated

\[
d_{ij} = \min \left( p_{T,i}, p_{T,j} \right) \frac{\Delta R^2}{R^2}, \tag{4.5}
\]

where \( \Delta R \) is the distance between the constituents \( i,j \) in the \( \eta - \phi \) space, the constant \( R \) is the radius parameter of the jet and exponent \( k = -2 \). For each constituent \( i \) a “distance to the beamline” is calculated

\[
d_{i,\text{beam}} = p_{T,i}^k \tag{4.6}
\]
2. If $d_{ij} < d_{i,\text{beam}}$, the constituents $i,j$ are combined into a proto-jet which is again input in subsequent iterations of the algorithm. Otherwise consider $i$ a jet and remove it from the list of constituents.

The procedure is repeated until all constituents and proto-jets are combined into jets. The four-vector of a jet is the sum of the four-vectors of its constituents.

Additionally to the anti-$k_t$ algorithm, there are two other recombination algorithms, which use the exact same sequential procedure, however a different power of $k$ is used. The $k_t$ algorithm [119] uses $k = 2$ and the Cambridge-Aachen algorithm [120] (C/A) uses $k = 0$, i.e. $d_{ij}$ depends only on the angular separation $\Delta R$. The choice of the distance metric affects the shape of the jets as illustrated in Fig. 4.1. The anti-$k_t$ algorithm starts by clustering hard constituents first. In the busy environment of the LHC, this makes the algorithm less susceptible to soft particles from pile-up and underlying event\(^{(2)}\). Additionally, anti-$k_t$ jets are typically cone-like, the $R$ parameter can thus be reasonably well interpreted as a radius of the jet. In contrast the $k_t$ jets lead to very irregular shape of jets. All of these factors make anti-$k_t$ a more robust jet definition and easier to calibrate.

The aforementioned recombination algorithms are simple in definition, and robust computational efficient implementations exist [121]. They are also theoretically well-founded, since they are infrared-safe and collinear-safe [122]. This means that the jet clustering does not yield different results under a soft or collinear particle emission. This ensures proper treatment of infra-red and collinear divergences encountered in perturbative QCD.

---

\( (2) \)Underlying event includes any extra processes in the $pp$ collision other than the hard-scattering of the interacting partons. This includes, e.g. additional multi-parton scattering in the same $pp$ collision and other processes involving the proton remnants, inducing additional soft particle production.
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Having described the possibilities for jet reconstruction, the following jet definitions are employed in analyses in this thesis and they are calibrated as described.

### 4.4.3 Small-radius jets

Anti-$k_t$ R=0.4 (small-R) jets are used to reconstruct individual partons in events. These are built from EM-scale topo-clusters. A multi-step calibration procedure is used to correct the four-momentum of the jet. The calibration includes origin correction to point the jet to the primary vertex, energy correction for effects of pile-up [123] and an energy correction based on MC simulation as well as and in-situ calibration [124]. The MC-based calibration corrects the jet energy and the direction to the particle-level energy. The in-situ calibration corrects for differences in jet response between data and MC simulation. First, the dijet $\eta$ inter-calibration is applied to extend the jet calibration in the forward region ($0.8 < |\eta| < 2.5$) by comparing differences in momentum balance of a forward and central jet between MC and data. Subsequently, additional calibration in central region ($|\eta| < 0.8$) is performed by measuring momentum of jets recoiling against a well-measured reference object in processes such as $(Z \rightarrow \ell\ell)+$jet and $\gamma+$jet. The precise measurement of lepton and photon four-momenta is used to compare reference object and jet energy in both MC and data and correct the MC response to match data. Finally, a multijet-balance calibration is performed in events where a single high-$p_T$ jet recoils against multiple lower-$p_T$ jets, where the lower-$p_T$ jets can be calibrated via the $Z/\gamma+$jets techniques. This allows to extend the in-situ calibration to higher energies ($\sim 2$ TeV) [124]. The uncertainty on the jet energy scale (JES) after the in-situ calibration is $\approx 3 - 4\%$ for $p_T = 25$ GeV down to $1\%$ at $200$ GeV < $p_T < 2$ TeV.

The fully-calibrated small-R jets are required to have $p_T > 25$ GeV and $|\eta| < 2.5$. Additionally, jets with $p_T < 60$ GeV must be tagged by the jet vertex tagger (JVT) as jets not originating from pile-up. The JVT is a multivariate technique [125] that discriminates jets reconstructed from pile-up activity from hard-scattering jets. It is based on the fact that pile-up jets originate from a different vertex, and thus use tracking and primary vertex information to estimate whether a jet is originating from the hard-scattering or pile-up.

### 4.4.4 Large-radius jets

To study the full kinematics of unstable decaying particles, it is necessary to reconstruct their decay products four-momenta. For hadronic decays of particles such as the top quark, or $W$ or $Z$ boson for example, traditional approaches rely on the reconstruction of small-R jets and correctly matching them to the decay products that initiated them. The high energy of the LHC has enabled studies of these unstable particles at $p_T$ much larger than their masses. In this kinematic regime, the decay products become collimated along the direction of the decaying particle. Their angular separation $R$ in the ($\eta - \phi$) space is:

$$R \approx \frac{2m_X}{p_T},$$

(4.7)

with $m_X$ being the mass of the decaying particle, and $p_T$ its momentum. At sufficiently high $p_T$ the showers from the decay products begin to overlap, reducing the efficiency of reconstruction approaches which rely on resolving the individual jets. An alternative approach developed during Run-I is used here, to reconstruct a single large-R jet that can contain the decay products (Fig. 4.2). In ATLAS,
dedicated optimisation studies [126] lead to the choice of $R=1.0$ jets. The challenge in the increase of the jet radius is that this increases sensitivity to pile-up and underlying event contamination. Therefore, techniques to reduce these undesired contributions have been developed [127], commonly referred to as jet grooming.

The grooming technique used commonly in ATLAS based on previous studies [126] is trimming [128]. The trimming procedure removes soft constituents of the jet that are more likely to originate from pile-up, rather than from the hard-scattering. The exact procedure is as follows, also illustrated in Fig. 4.3. Firstly, the constituents of the anti-$k_t$ $R = 1.0$ jet are re-clustered into small sub-jets using $k_t$ algorithm (3) with radius $R = 0.2$. Sub-jets failing the criterion of $p_{T,subj}/p_T > f_{cut}$ are removed, where $f_{cut}$ is a minimum fraction of transverse momentum that the sub-jet must carry. The chosen value of $f_{cut}$ is $5\%$ [126]. Taking an ideal case example of a large-$R$ jet containing hadronically-decaying top quark, after the trimming procedure, the jet should only contain three hard sub-jets corresponding to the decay products. To illustrate how grooming improves the stability of properties of jets with respect to pile-up, the effects of various grooming techniques on the invariant mass of the jet (4) and its pile-up resistivity are illustrated for large-$R$ jets originating from $W$ boson decays in Fig. 4.4.

The calibration of large-$R$ jets is performed using a three step approach. Firstly, the clusters reconstructed at EM scale are individually calibrated to correct for non-compensating response of the calorimeter using MC simulation of single-hadron calorimeter response [117]. The large-$R$ jets are subsequently built from this locally-calibrated clusters and groomed. Secondly, the jet energy, direction, and mass are corrected using MC-driven calibration to a particle-level scale. Finally, in-situ techniques similar to those for small-$R$ jets are used to correct for differences in jet response between imperfect MC simulation and data [129]. The JES uncertainty after the in-situ calibration is $\approx 1 - 2\%$ for $200\text{ GeV} < p_T < 2\text{ TeV}$.

![Fig. 4.2: Illustration of common topologies of reconstructed top quarks. With increasing $p_T$ of the large-$R$ jet, it is possible to capture decay products from $W$ boson from the top decay and reconstruct an isolated close-by $b$-jet, as shown in (b). At sufficiently high $p_T$, all of the top quark decay products are contained within the jet as shown in (c).](a) Resolved topology (b) Semi-boosted topology (c) Boosted topology)

---

(3) The $k_t$ algorithm is preferred for the sub-jet clustering, because it distributes the clusters to close-by sub-jets in a more balanced manner than the anti-$k_t$ or the C/A algorithms. The other algorithms produce more sub-jets that are artificially soft in $p_T$, leading to undesirably aggressive trimming [128].

(4) The invariant mass of a jet is defined as $M = \sqrt{\left(\sum_i E_i\right)^2 - \left(\sum_i \vec{p}_i\right)^2}$, where $E_i$ and $\vec{p}_i$ are the energy and momentum of individual constituents.
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Fig. 4.3: Illustration of the trimming procedure [127].

(a) Comparison of invariant mass of ungroomed vs groomed jet from $W$ boson. The groomed jet mass clearly shows a $W$ peak, whereas the ungroomed jet mass peak scale and resolution are severely affected by pile-up.

(b) Comparison of dependence of mean mass $\langle M \rangle$ on the number of primary vertices in event for ungroomed and groomed jet. Groomed jets show relative insensitivity to pile-up.

Fig. 4.4: Illustration of properties of an ungroomed and a groomed jet mass [126].

The reconstruction of boosted hadronic decays of top quarks and other particles using large-$R$ jets is mimicked by processes of multijet production. Therefore dedicated identification techniques, commonly known as boosted tagging have been developed to suppress the multijet background. They are discussed in Ch. 5.

4.4.5 Flavour tagging

The $t\bar{t}$ production leads to the presence of two jets initiated by $b$-quarks in all decay channels. Therefore their identification presents a very useful information to distinguish $t\bar{t}$ from background processes.

The bound states including $b$ quarks ($B$ hadrons) have relatively long life-time ($\approx 10^{-12}$ s [33]) despite the large $b$ quark mass of $\approx 4$ GeV thanks to the small $|V_{cb}|$ and $|V_{ub}|$ CKM matrix elements. Due to this, it is possible to reconstruct secondary vertex from the $B$ hadron decay and discriminate $b$-jets from other flavour jets using information of the secondary vertex. A multivariate technique referred to as $MV2c10$ [130, 131] based on a Boosted Decision Tree (BDT) is used to build a discriminant (Fig. 4.5) from a set of 21 input track- and vertex-related variables from dedicated algorithms $IP3D$ [130], $SV1$ [130] and $JetFitter$ [132]. The $IP3D$ algorithm uses tracks matched to jet to calculate their impact parameter significance with respect to the primary vertex. The significance is larger for tracks from
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\( B \)-hadron fragmentation. The \( SV1 \) algorithm attempts to reconstruct a single displaced secondary vertex (referred to as \( SV \) vertex) and uses various kinematic parameters of the vertex such as track multiplicity, mass and energy fraction with respect to the whole jet to discriminate \( b \)-jets from light jets. Finally, the \( JetFitter \) is an algorithm based on Kalman filter [133] that attempts to reconstruct the whole decay chain of a \( B \)-hadron including the tertiary charm hadron vertex using similar quantities as the \( SV1 \) to discriminate \( b \)-jets from light-flavour jets.

![ATLAS Simulation](image)

Fig. 4.5: The \( MV2c10 \) discriminant for \( b \)-jets (blue solid line), \( c \)-jets (green dashed line) and light-flavour jets (red dotted line) in \( \bar{t}t \) MC-simulated events [131]. The jets are built using the anti-\( k_t \), \( R=0.4 \) from topo-clusters calibrated at EM scale.

In this thesis, two approaches to \( b \)-tagging are used, depending on the jet collection used. In the first approach, tracks are matched to small-\( R \) calorimeter-based jets and the tracks are used by the \( MV2c10 \) tagger to perform the \( b \)-tagging. The selection on the \( MV2c10 \) classifier is performed, that inclusively achieves 77% efficiency to select jet from \( b \)-hadron as \( b \)-tagged (signal efficiency) and suppresses light (charm) jets by a factor of approximately 100 (6).

The second approach used is to construct track jets, jets with radius \( R=0.2 \) built from ID tracks only, and use the track jet constituents as inputs for the \( MV2c10 \) tagger. This strategy is typically employed to tag the \( B \)-hadron(s) inside a large-\( R \) jet used to reconstruct boosted decays of particles such as the top quark or Higgs boson decaying to \( b\bar{b} \) pair. The small radius and use of tracks only leads to higher reconstruction efficiency due to smaller overlap of jets in the boosted topologies and good pile-up resistance. Due to differences in the performance of the \( b \)-tagging for calorimeter and track-based jets, a slightly different selection on the \( MV2c10 \) classifier is performed, which results in an inclusive 70% signal efficiency with similar background rejection compared to the calorimeter jet approach above. The \( b \)-tagging efficiency of track jets compared to calorimeter-based jets improves with increasing \( p_T \). The track-jets are required to have \( p_T > 10 \text{ GeV}, |\eta| < 2.5 \) and at least two tracks.

4.5 Missing transverse momentum

The single-lepton and dilepton channels of \( t\bar{t} \) production contain neutrino(s) in the final state. Given that the transverse momentum of the interacting partons in a \( pp \) collision is approximately zero, it
follows that the sum of transverse momenta of all particles produced in the collision must be zero. A non-zero total transverse momentum suggests the presence of an undetected particle, such as the neutrino. The *missing transverse momentum* is defined as follows:

\[
\vec{p}_T^{\text{miss}} = -\left( \sum_\ell p_{T,\ell} + \sum_\gamma p_{T,\gamma} + \sum_{\text{jets}} p_{T,j} + \sum_{\text{soft}} p_{T,\text{soft}} \right)
\] (4.8)

where the four sum terms represent the vectorial sum of transverse momenta in the \(x - y\) plane. The first three terms encapsulate the transverse momentum contribution of tracks and calorimeter clusters matched to electrons, muons, taus\(^{(5)}\), photons and the small-\(R\) jets. All of these objects are defined as outlined in previous sections. Finally, the *soft* term accounts for contribution of soft particles not assigned to any of the aforementioned reconstructed objects, and is calculated only using unmatched ID tracks. The tracking and vertexing information is used to distinguish contributions from pile-up \([134]\).

The quantity upon which a selection criterion is typically imposed, is the *missing transverse energy*, \(E_T^{\text{miss}}\), which is the magnitude of the missing transverse momentum vector. The only other piece of information is the angle \(\phi\) of the missing transverse momentum direction in the \(x - y\) plane. The longitudinal component of the missing transverse energy is undetermined due to the randomness of the momentum carried by the interacting partons in the \(pp\) collision.

The \(E_T^{\text{miss}}\) scale and resolution in MC simulation is compared to data and calibrated, using \(Z \rightarrow e^+e^-\) and \(Z \rightarrow \mu^+\mu^-\) events \([134]\).

### 4.6 Overlap removal of reconstructed objects

Due to the various ATLAS detector sub-systems being used for reconstruction of various particles, ambiguities can arise when the same particle-level object is reconstructed using multiple algorithms as multiple detector-level objects. To avoid double-counting in such cases, overlapping objects are removed in a step-by-step procedure as follows:

1. Any electron found with an ID track overlapping with another electron is removed.
2. Any electron sharing an ID track with muon is removed.
3. Any jet within distance \(\Delta R < 0.2\) of an electron candidate is removed. If multiple jets overlap with an electron candidate based on this criterion, only the one closest in \(\Delta R\) is removed.
4. Any electron subsequently found within \(\Delta R < 0.4\) of a jet is removed.
5. If a jet is found within \(\Delta R < 0.2\) of a muon, it is removed unless it has more than three associated ID tracks.
6. If a jet with less than three associated ID tracks has a muon ID track matched to it, the jet is removed.
7. Any muon subsequently found within \(\Delta R < \Delta R_{\mu,\text{jet}}\) of a jet is removed. Two strategies are employed in this thesis, differing in the choice of \(\Delta R_{\mu,\text{jet}}\):

\(^{(5)}\)In case of \(\tau \rightarrow \ell v_\ell v_\tau\), only the charged lepton is accounted for in the total transverse momentum sum.
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(a) A fixed cut $\Delta R_{\mu,\text{jet}} = 0.4$ is used.

(b) A cut dependent on the muon transverse momentum $p_T^\mu$ is used: $\Delta R_{\mu,\text{jet}} = 0.04 + 10 \text{ GeV} / p_T^\mu$.

This approach leads to a looser overlap removal for high-$p_T$ muons, and is targeted to improve the event selection efficiency for boosted semileptonic top-quark decays $t \rightarrow \mu \nu \mu b$. 
Identification of boosted top quarks and $W$ bosons

In this chapter, the techniques currently employed in the ATLAS experiment for identifying high-$p_T$ hadronically-decaying top quarks and $W$ bosons, commonly referred to as boosted object tagging, are introduced.

5.1 Substructure quantification using jet mass and $N$-subjettiness

The reconstruction of hadronically-decaying top quarks and $W$ bosons as large-$R$ jets is impacted by the multijet production, which is the dominant background process mimicking the signal particles’ final state. Using groomed large-$R$ jets, one can exploit substructure of jets to discriminate between signal and multijet background (light jets\(^{(1)}\)). This is because jets from top-quark or $W$-boson decays have a different topology compared to light jets. Light jets are characterised by a single group of close-by clusters carrying the majority of jet energy, accompanied by soft, wide-angle emissions reconstructed as additional clusters. On the other hand, in simplistic terms, a jet from a hadronic top quark ($W$ boson), will have three (two) groups of clusters where the jet energy is concentrated. These structures correspond to the quarks from the decay.

Different properties of the groomed light and top/$W$ jets substructure above can be expressed by many different observables introduced by theorists, that discriminate between signal (top/$W$) and background (light) jets. One of the most illustrative variables is the jet invariant mass [126], shown in Fig. 5.1. Top-quark and $W$-boson jet mass distributions have peaks around the respective particle masses. The light-jet mass distribution is a steeply falling distribution with a $p_T$-dependant mass peak. As shown in Fig. 5.1a, the light-jet mass peak is well below the $W$-boson mass peak for low jet $p_T$. It is therefore possible to impose a cut on the mass (a minimum mass cut, or a mass window cut) to suppress a significant fraction of multijet production. However, with increasing light-jet $p_T$, as shown in Fig. 5.1b, the peak position shifts towards higher mass values and the tail of the distribution is also more pronounced. This means that the light jet rejection based on a mass cut becomes less effective with increasing jet $p_T$.

\(^{(1)}\)The multijet background is the production of mostly light-quark and gluon jets. For simplicity, we refer to jets originating from this process as light jets.
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Fig. 5.1: Comparison of the large-$R$ jet mass distribution for light jets from multijet background and top-quark jets [135]. The mass peak around 80 GeV in (a) corresponds to jets containing decay products of the $W$ boson from top quark. With increasing jet $p_T$ the fraction of $W$-boson jets from top quarks decreases as shown in (b).

Nevertheless, there are many other variables quantifying the substructure properties to provide further discriminating power. An example how to quantify these substructure differences is illustrated using the $N$-subjettiness variable. This has been the canonical choice of an observable for top-quark tagging in both Run-I [136] and Run-II [135]. The $N$-subjettiness $\tau_N$ function [137] is defined in Eq. 5.1–5.4, with an illustrative definition of the inputs to the $\tau_N$ calculation in Fig. 5.2.

$$\tau_0(\beta) = \sum_{i \in J} p_{T,i} \Delta R_{i,i}^\beta,$$

$$\tau_1(\beta) = \frac{1}{\tau_0(\beta)} \sum_{i \in J} p_{T,i} \Delta R_{i,i}^\beta,$$  \hspace{1cm} (5.2)

$$\tau_2(\beta) = \frac{1}{\tau_0(\beta)} \sum_{i \in J} p_{T,i} \min \left( \Delta R_{i,i}^\beta, \Delta R_{a_i,i}^\beta \right),$$ \hspace{1cm} (5.3)

$$\vdots$$

$$\tau_N(\beta) = \frac{1}{\tau_0(\beta)} \sum_{i \in J} p_{T,i} \min \left( \Delta R_{i,i}^\beta, \ldots, \Delta R_{a_N,i}^\beta \right).$$ \hspace{1cm} (5.4)

The meaning of the equations can be understood as follows. For any $N \geq 1$, the large-$R$ jet is re-clustered using exclusive $k_t$ algorithm with $N$ sub-jets$^{(2)}$. The $N$-subjettiness is then a normalised$^{(3)}$ sum over all jet constituents, of the product of constituent $p_T$ and its distance to the closest sub-jet axis, where the distance between the cluster $i$ and a particular sub-jet axis $k$ is given by $\Delta R_{a_k,i}$. The sum in Eq. 5.1–5.4 runs over all of the large-$R$ jet constituents. The exponent $\beta$ in the $\Delta R$ distance terms changes the weight with which clusters away from the axes are penalised. For the $\tau_N$ definition used in ATLAS, $\beta = 1$, and the winner-takes-all (wta) sub-jet axis definition is used, as illustrated in Fig. 5.2, where the wta axis points in the direction of the hardest cluster momentum vector in a given sub-jet, instead of the reconstructed sub-jet axis. The $\tau_N$ function describes, how likely does the jet appear to contain $N$ sub-jets. Jets which have their radiation aligned with direction of axes of

$^{(2)}$: The difference between the exclusive $k_t$ and the standard $k_t$ algorithm is that the exclusive $k_t$ algorithm is terminated when a specified number of proto-jets are left during the clustering.

$^{(3)}$: The normalisation of $\tau_N$ ($N = 1 \ldots$) is given by $1/\tau_0$, defined in Eq. 5.1.
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Fig. 5.2: Definitions of distances and axes in a single sub-jet for the $N$-subjettiness variables [126]. The winner takes all (wta) axis is the axis in the direction of the hardest cluster in the sub-jet.

Individual sub-jets have $\tau_N \approx 0$ and thus have $N$ or fewer sub-jets. Jets which have a large fraction of their energy distributed far away from the candidate sub-jet directions have $\tau_N \geq 0$ and therefore have at least $N+1$ sub-jets. This is illustrated on example distribution of $\tau_2$ and $\tau_1$ for $W$ and light jets in Fig. 5.4b and 5.4a respectively. For a $W$ jet, the constituents with highest $p_T$ are close to axes of the two respective sub-jets (see Fig. 5.3a for illustration of the jet), and so the $\tau_2$ variable yields a relatively small value, compared to $\tau_1$, where many high-$p_T$ constituents are far away from the single sub-jet axis.

The same logic applies to light jets for $\tau_1$ due to the fact that there is typically soft but wide-angle radiation. Note, that light jets can also have small $\tau_2$ value. Therefore individual $\tau_N$ variables do not have such a strong discrimination power. However, for light jets, there is a correlation between high $\tau_1$ and high $\tau_2$ value, whereas $W$ jets typically have high $\tau_1$ regardless of value $\tau_2$, as shown in Fig. 5.4c. As a consequence, ratio $\tau_{21} = \tau_2/\tau_1$ is commonly used, because this ratio for light jets has a tendency

(a) Example $W$ jet. The clusters with non-negligible deposited $E_T$ are aligned with sub-jet axes, resulting in small $\tau_2$ value.

(b) Example light jet. A non-negligible amount of $E_T$ is deposited by clusters far away from the sub-jets’ axes. This contributes to a larger $\tau_2$ value.

Fig. 5.3: Example event displays of a $W$ jet and a light jet in $\eta - \phi$ space. The red and blue colors identify clusters matched to the two sub-jets. Size of each square is proportional to $\log(E_T)$. The small circles overlapping with the clusters in each picture denote the axes of these sub-jets [137].
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to be close to unity, whereas for W jets it has a tendency to be close to zero (Fig. 5.4d). Similarly, for top-quark tagging, $\tau_{32} = \tau_3 / \tau_2$ variable can be used to discriminate top-quark jets from light jets [138].

![Fig. 5.4: Distributions of $\tau_1$ and $\tau_2$ variables for W and light jets with mass around the W peak [137].](image)

Notice the correlation between $\tau_2$ and $\tau_1$ for light jets in Fig. (c), which is the motivation for introducing $\tau_{21} = \tau_2 / \tau_1$ variable.

The $N$-subjettiness is only a single example from a long list of sub-structure variables that have been introduced and applied for identification of boosted top quarks and W bosons. In Sec. 5.3, a few examples of taggers examined using ATLAS simulation are described, that are subsequently studied in data in the signal efficiency measurement presented in Ch. 6.

5.2 Optimisation of tagging algorithms

All of the taggers to be discussed are optimised using MC simulations, where the signal jets are obtained from simulated decays of BSM vector bosons, specifically the $Z' \rightarrow t\bar{t}$ for top-quark taggers and $W' \rightarrow WZ$ [139] for W-boson taggers. Both processes are simulated using Pythia8 with the NNPDF3.0LO [140] PDF set and the A14 [141] set of tuned parameters. The sample of background jets is obtained from dijet simulations, using the same generator setup as for the signal samples.
An exact definition of what is a signal and a background jet is necessary for optimisation and study of any tagging algorithm. The procedure of defining the origin of a jet with respect to a signal and background jet definition is referred to as jet labelling. The jet labelling is typically based on information accessible only in MC simulations. Top-quark jets and $W$-boson jets are labelled based on the containment of a top-quark or a $W$-boson particle and their decay products within the jet radius, at the parton level before hadronisation. Two definitions are encountered in this thesis:

- **Inclusive** – the top-quark or $W$-boson particle must be within $\Delta R < 0.75$ of the large-$R$ jet axis, to consider the jet as originating from a top quark or a $W$ boson, respectively.

- **Contained** – the partonic decay products of the top quark ($q\bar{q}^\prime b$) or $W$ boson ($q\bar{q}$) are contained within $\Delta R < 0.75$ of the large-$R$ jet axis.

The Fig. 5.5 illustrates the fraction of jets that are labelled as contained as a function of the $p_T$ of the decaying top quark and $W$ boson. The decay products of a $W$ boson are contained within the jet with an almost 100% efficiency at $p_T \approx 500$ GeV. For top quarks, the more complex decay topology leads to a much higher probability of not containing the decay products within the large-$R$ jet. The contained definition is thus a compromise between the labelling efficiency and the resolution of the top-quark and $W$-boson jet mass peak. Unless explicitly stated, it is assumed that the tagger discussed uses the contained signal definition.

![Fig. 5.5: The fraction of particle-level anti-$k_t$, $R = 1.0$ truth jets containing top-quark (a) and $W$-boson (b) decay products (jet labelling efficiency) as a function of the $p_T$ of the decaying particle [1].](image)

For background jets, no special criteria of their origin are used in simulation. Instead, the two highest-$p_T$ jets from dijet MC simulation are used directly. These are jets originating from gluons and mostly light quarks, and hence are all treated as background jets.

For any tagging algorithm in general, the following quantities are typically examined as the figure of merit, the signal efficiency $\epsilon_{\text{sig}}$ and the background efficiency $\epsilon_{\text{bckg}}$, defined as follows:

$$\epsilon_{\text{sig}} = \frac{N_{\text{tagged}}}{N_{\text{tagged and untagged}}}$$

$$\epsilon_{\text{bckg}} = \frac{N_{\text{tagged}}}{N_{\text{tagged and untagged}}}$$  (5.5)
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with $N_{\text{tagged}}$ (signal) and $N_{\text{tagged}}$ (background) denoting the number of tagged jets which are labelled as signal (background) and $N_{\text{tagged & untagged}}$ (signal) and $N_{\text{tagged & untagged}}$ (background) denoting the total number of jets labelled as signal (background), both tagged and untagged. In addition to $\epsilon_{\text{bckg}}$, it is common to use the reciprocal quantity $1/\epsilon_{\text{bckg}}$, referred to as background rejection.

5.3 Examples of boosted tagging algorithms used in the ATLAS experiment

High-level substructure observables considered

Historically, the most frequent approach to boosted jet tagging is based on applying selection cuts on jet mass and jet moments sensitive to substructure, which are calculated using the jet constituents. We refer to these observables as high-level features, in contrast to the properties of the jet constituents, which are often referred to as low-level features. We introduce additional observables which are employed in the examined taggers.

The previously introduced jet mass suffers from degradation of resolution because of merging of clusters with increasing jet $p_T$, given by the finite granularity of the ATLAS calorimeter system. To mitigate this issue, the track-assisted mass ($m_{\text{TA}}$) can be used, defined as follows:

$$m_{\text{TA}} = \frac{p_{\text{calo}}^T}{p_{\text{track}}^T} m_{\text{track}}^T,$$

where $p_{\text{calo}}^T$ is the jet transverse momentum and $p_{\text{track}}^T$ is the transverse momentum of a four-vector sum of tracks associated to the large-$R$ jet, and $m_{\text{track}}^T$ is the invariant mass of the four-vector sum of the tracks. The mass of individual tracks in the definition is set to the mass of the pion. The calorimeter-to-track transverse momentum ratio is used to correct for the neutral component of the jet energy deposits. The advantage of $m_{\text{TA}}$ stems from the high angular resolution of the ID. A combination of both $m_{\text{calo}}$ and $m_{\text{TA}}$ resulted in the combined mass $m_{\text{comb}}$, which is an average of $m_{\text{TA}}$ and $m_{\text{calo}}$, weighted by the inverse of their resolutions [142]. The combined mass is the large-$R$ jet mass definition used in all of the analyses presented in this thesis.

The next group of substructure observables, commonly referred to as jet shapes, use relative position and momenta of jet constituents with respect to each other, without defining sub-jets as in the case of $N$-subjettiness. The jet mass is one example of a jet shape, other shapes include energy correlation ratios $C_2$, $D_2$ and $e_3$ [143, 144], the mass-normalised angularity $a_3$ [145] and the planar flow $P$ [146].

The characteristics of a boosted top-quark and $W$-boson decay can also be quantified via the history of jet clustering, for example via the splitting scales $\sqrt{d_{12}}$ and $\sqrt{d_{23}}$. The $d_{ij}$ in the definition of the splitting scales is the same distance measure $d_{ij}$ as in the recombination jet algorithms in Eq. 4.5. The $\sqrt{d_{12}}$ and $\sqrt{d_{23}}$ scales correspond to the last and next-to-last merging step in the jet recombination algorithm, respectively. A slightly modified definition of the $\sqrt{d_{12}}$, referred to as $z_{\text{cut}}$ normalised by the mass of the boosted decaying particle, is studied in [147] and employed for boosted $W$-boson tagging, as well as a generalised splitting scale invariant under longitudinal boosts, $KtDR$ [148]. Finally, for top-quark tagging, an observable sensitive to the mass of the $W$ boson in the top-quark decay, $Q_w$, is
defined as the minimum mass of a pair of sub-jets of the large-$R$ jet, where the sub-jets are clustered using exclusive $k_t$ algorithm to form three sub-jets from the constituents of the large-$R$ jet.

Finally, the last group of observables, particularly useful for tagging two-body decays of $W/Z/H$ bosons, are the centre-of-mass jet shapes. These observables quantify the anisotropy of the distribution of jet constituents in the jet rest frame, and include observables previously used in ATLAS measurements \cite{149}, such as the Fox-Wolfram moment $R_{2}^{FW}$ \cite{150,151} and the aplanarity $A$ \cite{151}.

**Machine-learning based taggers using high-level substructure observables**

The approach used in the Run-I for identifying boosted particles using a set of two variables, such as jet mass and a jet shape variable, can be extended to more variables. A particular approach gaining popularity is the application of supervised machine learning (ML) techniques, such as BDTs and neural networks (NNs). These techniques combine several observables to classify the jets as signal or background. The output classifier is a continuous function giving a fixed range of values, that characterise the probability of the jet being a signal or background\(^{(4)}\). The internal architecture is different, but both techniques employ a non-linear transformation of the inputs into the classifier, where a cut on the classifier effectively defines a non-linear boundary in the input parameter space separating the jets into two sets, where one of them is considered background-like and the other signal-like. The parameters of this non-linear transformation are given by the architecture of the algorithm, and they are optimised during what is referred to as training where a representative set of signal and background jets is provided to the BDT or NN and a minimisation of a loss function is performed to find optimal values of the parameters\(^{(5)}\). The loss function represents a penalty for incorrect identification of the jet class \cite{152}.

The ML algorithms can exploit the discrimination power of the individual observables as well as their correlations for signal and background jets. The focus here is on a deep neural network (DNN) top-quark and $W$-boson tagger, employing variables listed in Table 5.1. The taggers are trained using jets with $p_T$ from 200 GeV up to 2 TeV and with $m_{comb} > 40$ GeV. For the DNN top-quark tagger the jet $p_T$ threshold is increased to 350 GeV to mitigate the larger separation of the top-quark decay products compared to $W$-boson decays. Further details on the training and the exact architecture of the ML-based taggers can be found in Ref. \cite{1}. Once the DNN classifier is trained, two WPs are defined for each of the top-quark and $W$-boson taggers. The WPs are designed to give 80\% or 50\% efficiency, constant in large-$R$ jet $p_T$. This is achieved by the fixed $m_{comb} > 40$ GeV cut and a $p_T$-dependent lower cut on the DNN classifier.

Table 5.1: Summary of the large-$R$ jet variables used by the DNN top-quark and $W$-boson taggers \cite{1}.

<table>
<thead>
<tr>
<th>Tagger</th>
<th>Variables used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top-quark</td>
<td>$p_T$, $m_{comb}$, $C_2$, $D_2$, $\tau_{21}$, $\sqrt{d_{12}}$, $e_3$, $\tau_3$, $\tau_2$, $\tau_{32}$, $\sqrt{d_{23}}$, $Q_w$</td>
</tr>
<tr>
<td>$W$-boson</td>
<td>$R_{2}^{FW}$, $\mathcal{P}$, $a_3$, $A$, $\xi_{cut}$, $KtDR$</td>
</tr>
</tbody>
</table>

\(^{(4)}\)For BDT, the output classifier is typically from interval $[-1, 1]$, and for NN from interval $[0, 1]$, where the lower bound represents background-like jet and upper bound represents signal-like jet.

\(^{(5)}\)A much more thorough introduction of NNs is provided in Ch. 8.
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**Taggers using lower-level jet information**

The previously described ML-based taggers use high-level features. A different approach using low-level features is also examined in the signal efficiency measurement, a DNN top-quark tagger using topo-cluster information directly as inputs [1, 153], referred to as TopoDNN. This algorithm takes the vectors of the ten highest-$p_T$ clusters in the jet. The tagger is trained on jets with $p_T \in [450, 2400]$ GeV, using the same MC simulations for signal and background jets as the DNN top-quark tagger. Further details on the architecture and the training of TopoDNN can be found in Refs. [1, 153].

Finally, the *Shower Deconstruction* [154, 155] is an example of a boosted top-quark tagging algorithm that uses an approach similar to the *matrix element method* [156]. In this approach, a likelihood ratio $\chi$ of the probability of signal hypothesis over the probability of background hypothesis is computed. The signal hypothesis is modelled via a simplified simulation of the top-quark decay and the subsequent parton shower to obtain a set of signal-like shower histories. Similarly, a set of shower histories is obtained for background hypothesis of a gluon splitting into $q\bar{q}$ pair followed by parton shower. To calculate the probability of signal hypothesis and background hypothesis, the constituents of the jet that is being tagged are re-clustered using the exclusive $k_t$ algorithm into sub-jets. The sub-jet four-momenta are the observables used for the signal and background hypothesis probability calculation. To calculate $\chi$, the large-$R$ jet must contain at least three sub-jets obtained from the $k_t$ re-clustering. Up to a maximum of six leading-$p_T$ sub-jets are considered in the $\chi$ calculation due to computational complexity. In the matrix element simulation, the mass of the decaying top quark and the mass of the $W$ boson from top quark are smeared using Breit-Wigner function with a width of 10 GeV and 25 GeV, respectively, to emulate the impact of limited detector resolution. A minimum-value cut on the log-likelihood ratio, $\log \chi$, is imposed to tag top-quark jets and reject light jets. Similarly to the DNN and TopoDNN top-quark taggers, a WP is designed to maintain constant 80% signal efficiency in jet $p_T$, which in addition to a jet $p_T$-dependent cut on $\log \chi$, imposes $m_{\text{comb}} > 60$ GeV selection on the large-$R$ jet.

**Expected performance of the taggers**

A comparison of expected performance in MC simulations of these taggers is illustrated by the *receiver operator characteristic* (ROC) curves in Fig. 5.6 and 5.7, showing the dependence of background rejection of a tagger as a function of signal efficiency. The comparisons are performed in two different kinematic regions for top-quark and $W$-boson tagging, respectively. The regions are defined by the transverse momentum of a particle-level anti-$k_t$, $R = 1.0$ jet ($p_T^{\text{true}}$), associated with the reconstructed large-$R$ jet. The particle-level jets are associated with large-$R$ jets based on the distance of their axes, requiring $\Delta R < 0.75$. The choice of $p_T^{\text{true}}$ as the quantity defining the kinematic range is motivated by the fact that in the ROC curves, comparisons are made between taggers based on anti-$k_t$, $R = 1.0$ jets and one particular tagger using $C/A R = 1.5$ jets, the *HepTopTagger* [157, 158]. A common particle-level jet definition is used in the matching with both the reconstructed jet definitions to provide a consistent definition of kinematic regions in the tagger comparisons. Additionally, the ROC curves show the performance of a two-variable $m_{\text{comb}} + \tau_{32}$ top-quark tagger and $m_{\text{comb}} + D_2$ $W$-boson tagger. These taggers have cuts on both observables optimised simultaneously as a function of jet $p_T$. This

---

(6) The HepTopTagger is aimed at tagging boosted top quarks at lower transverse momenta ($p_T > 200$ GeV), where the decay products are on average too separated to be contained within a $R = 1.0$ jet.
simultaneous cut optimisation leads to better exploitation of correlations between the observables for signal and background jets, yielding larger rejection than the combination of a fixed $m_{\text{comb}}$ cut and a $p_T$ dependent cut on $\tau_{32}$ or $D_2$ observables. The ROC curves clearly show the dominance of ML-based taggers in terms of higher background rejection for a given signal efficiency. As is shown in the figures, both DNN-based and BDT-based top-quark and $W$-boson taggers were trained in Ref. [1], with the primary goal to examine whether a DNN can learn additional features from the high-level sub-structure observables in comparison to BDTs. The similar performance of the BDT and DNN shown in the ROC curves indicates that this does not appear to be the case. In addition, the performance difference between ML-based and other taggers for top-quark tagging is significantly larger than for $W$-boson tagging. This is attributed to the fact that the top-quark decay has a richer, more complex topology, thus having more distinct features that a ML-based technique can exploit to differentiate signal from background jets. Finally, for the highest-$p_T$ interval for top-quark tagging in Fig. 5.6b, the comparisons include also the TopoDNN tagger. This tagger was trained using the inclusive signal definition, rather than the contained signal definition used for the rest of the taggers examined here. For jets with $p_T > 1500$ GeV shown in Fig. 5.6b, the differences in performance due to different signal definition become negligible\(^{(7)}\). The TopoDNN achieves better background rejection at smaller signal efficiencies than the DNN top-quark tagger, suggesting that by training on low-level inputs, the TopoDNN can learn additional features not contained within the high-level observables included in the DNN top-quark tagger.

\(^{(7)}\)The fraction of inclusive signal jets that are also contained signal jets is significantly less than unity for jets with $p_T \in [500, 1000]$ GeV. For this reason, it is not possible to make fair comparisons between TopoDNN and other taggers in this kinematic region.
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Fig. 5.7: Expected performance of selected boosted W-boson taggers as a function of transverse momentum of a particle-level jet ($p_T^{\text{true}}$) associated with the reconstructed large-$R$ jet, for $p_T^{\text{true}} \in [200, 500] \text{ GeV}$ (a) and $p_T^{\text{true}} \in [1000, 1500] \text{ GeV}$ (b) [1]. The lines indicate the dependence of background rejection for a given signal efficiency for the DNN and BDT taggers and for a tagger based on a fixed mass-window cut of $m_{\text{comb}} \in [60, 100] \text{ GeV}$ and a variable cut on $D_2$ to achieve constant efficiency. Additionally, the single point in the plot shows an optimised WP for a 2-variable $m_{\text{comb}} + D_2$ tagger.

**Studies of taggers in data**

Finally, when using boosted jet taggers in MC simulations, assumptions are made about correct modelling of the involved observables and their correlations. For this reason, studies of performance of the taggers in data are vital to assess the accuracy of the MC modelling. Previous studies in data were performed using tag-and-probe approach by selecting signal samples enriched in top-quark and W-boson jets or background samples enriched in light-quark and gluon jets. To study the modelling of taggers on top-quark and W-boson jets and to measure tagger signal efficiency, $t\bar{t}$ events can be used, as was done in previous Run-I studies [126, 136]. Several approaches have been used to assess the modelling of taggers on background jets and to measure background rejection. One option is to select events using jet triggers as was done in the Run-I W-boson tagging study [126] and Run-II study in Ref. [1]. This yields a very pure sample of jets which are either quark- or gluon-initiated. An alternative option is to select events using single-electron triggers, which have $p_T$ thresholds starting at 20 GeV, and subsequently veto events containing a tight isolated muon, as was done in Ref. [136]. This selection yields a sample enriched with multijet events where one of the jets was either mis-reconstructed as an electron or contained a non-prompt electron that fired the trigger. Finally, in Run-II, the study of background jets is also performed in the photon+jet events [1], where a single photon trigger with photon $p_T > 150$ GeV threshold is used.

In the following chapter, a study of modelling of boosted top-quark and W-boson taggers and their signal efficiency measurement in $t\bar{t}$ events using Run-II data is presented.
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Measurement of signal efficiency of boosted top-quark and $W$-boson taggers

In this analysis, a measurement of signal efficiency of several top-quark and $W$-boson taggers is performed using ATLAS Run-II data and compared to MC predictions. The study presented here was published as a part of Ref. [1].

The efficiency measurement uses a tag-and-probe approach. A sample enriched in $t\bar{t}$ events with single lepton in the final state is selected using criteria outlined in Sec. 6.3. The hadronically-decaying top quark is reconstructed as a single large-$R$ jet, which is used as the probe to study the boosted taggers in data. Top-quark and $W$-boson taggers are studied in two respective sub-samples, defined using additional selection criteria, to enhance contribution of large-$R$ jet containing either all of the top-quark decay products, or the decay products of the $W$ boson from the top quark. The MC generators used for the simulation of signal and background estimates and data-driven background estimates are discussed in Sec. 6.1 and Sec. 6.2. Comparisons of data and prediction for a number of substructure-related observables are shown in Sec. 6.5 and general control distributions for various objects used in the analysis showing the level of agreement between data and prediction are included in App. A. The strategy to measure the signal efficiency of the taggers is described in Sec. 6.6. Finally, the results of the measurement are shown in Sec. 6.7.

6.1 Data and simulation samples

The measurement is performed using data collected during 2015 and 2016 period of Run-II data-taking at $\sqrt{s} = 13$ TeV with an integrated luminosity of 36.1 fb$^{-1}$.

A number of background processes mimic the $t\bar{t}$ production, including single top-quark production, associated production of $W/Z$ bosons and jets ($V$+jets), and vector-boson pair ($diboson$) production. All of these processes are modelled using MC simulations. Finally, the $t\bar{t}$ production is also mimicked by multijet production via fake and non-prompt leptons. This background is estimated using the data-driven matrix method, described in Sec. 6.2.

For all the MC simulations, the simulation of in-time and out-of-time pile-up is performed. The hard scattering events are overlaid with a set of minimum-bias interactions generated using PYTHIA8 [159] with the MSTW2008LO [160] PDF set with the A2M [141] tuned parameter settings.
6.2. Estimation of non-prompt and fake leptons background

6.1.1 \( t\bar{t} \) and single top-quark modelling

For the \( t\bar{t} \) and single top-quark production, several generator setups are used for the simulation and estimation of \( t\bar{t} \) modelling uncertainties, as described below. All of the \( t\bar{t} \) simulations are normalised to the NNLO QCD cross-section quoted in Sec. 2.1, and the single top-quark simulations are normalised to the approximate NNLO QCD cross-section [161–164]. All of the \( t\bar{t} \) and single top-quark simulations use the top-quark mass set to a value of 172.5 GeV.

The nominal \( t\bar{t} \) as well as single top-quark \( Wt \) and \( s \)-channels MC samples are simulated using \textsc{Powheg-Box} v2 generator [165–167] for the matrix element (ME) generation at the NLO QCD accuracy in production, using CT10 [168] NLO PDF set. The single top-quark \( t \)-channel production is simulated using \textsc{Powheg-Box} v1 generator with the same choice of the PDF set. To simulate the parton shower (PS), hadronisation and the underlying event, for all of the aforementioned processes, the ME generation is interfaced with \textsc{Pythia6} (v6.428) [169] generator with the CTEQ6L1 [170] PDF set and the corresponding \textsc{Perugia} 2012 tune (P2012) [171]. The \( h_{\text{damp}} \) parameter\(^{(1)} \) is set to the mass of the top quark.

To estimate the uncertainties on the \( t\bar{t} \) modelling, several alternative MC samples are used. The uncertainty on the initial-state radiation (ISR) modelling is estimated by comparing the nominal sample with samples generated using the same generator setup, but with a modified value of \( \mu_R \) and \( \mu_F \) scales (\( \times 2 \) or \( \times 0.5 \)). In addition, the sample with enhanced ISR, the \( h_{\text{damp}} \) value is varied to a value of \( 2 \times m_{\text{top}} \) [172].

The estimate of the uncertainty on the PS and hadronisation modelling is derived by comparing results obtained with the \textsc{Powheg-Box} v2 generator interfaced to \textsc{Herwig++} [173] instead of \textsc{Pythia6}. To estimate the uncertainty on the choice of matching scheme between the ME and PS, the \textsc{MadGraph5_aMC@NLO} generator [174] interfaced with \textsc{Herwig++} is compared to the prediction of \textsc{Powheg-Box} v2 interfaced with \textsc{Herwig++}.

6.1.2 Modelling of additional backgrounds

Both the \( V \) + jets production and the diboson (\( WW / WZ / ZZ \)) production is simulated using \textsc{Sherpa} [175] v2.1.1 and v2.2.1, respectively. The ME is calculated at NLO accuracy for up to two jets and LO accuracy for up to four jets produced, using the CT10 PDF set, and the default set of tuned parameters from the \textsc{Sherpa} authors. The \( V \) + jets samples are normalised to the NNLO cross-section prediction [176], while the diboson samples are normalised to NLO QCD cross-section prediction [177].

6.2 Estimation of non-prompt and fake leptons background

Among the background processes mimicking the \( t\bar{t} \) production in the single-lepton channel is the multijet production. Prompt electron candidates can be faked by jets or non-prompt decays of hadrons, while the prompt muon candidates are most-frequently faked by non-prompt muons from decays of hadrons. Comparisons of simulations with data suggest that the modelling of these processes is very challenging. In addition, the selection requirements for an isolated lepton lead to low acceptance of fake or non-prompt leptons, however the multijet production rate is orders of magnitude higher than \( t\bar{t} \)

\(^{(1)} \text{The } h_{\text{damp}} \text{ parameter controls the } p_T \text{ of the first gluon emission beyond LO in the ME generation, effectively controlling the ME cut-off in the matching with PS.} \)
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production. Therefore, the MC estimation of this background are not only difficult to model accurately but also impractical due to the necessity to simulate a large number of events. Therefore, a data-driven matrix method is used to estimate the contribution.

Table 6.1: Comparison of the tight and loose identification and isolation WPs for leptons, used to estimate the multijet background. The description of the WPs is described in Sec. 4.2 and Sec. 4.3.

<table>
<thead>
<tr>
<th>Lepton selection</th>
<th>Criterion</th>
<th>Electrons</th>
<th>Muons</th>
</tr>
</thead>
<tbody>
<tr>
<td>tight</td>
<td>Identification WP</td>
<td>tight</td>
<td>medium</td>
</tr>
<tr>
<td></td>
<td>Isolation WP</td>
<td></td>
<td>track-based fixed-cut</td>
</tr>
<tr>
<td>loose</td>
<td>Identification WP</td>
<td>medium</td>
<td>loose</td>
</tr>
<tr>
<td></td>
<td>Isolation WP</td>
<td></td>
<td>None</td>
</tr>
</tbody>
</table>

The matrix method employs two different lepton selections, a **tight** and a **loose** selection, specified in Table 6.1, differing in the choice of identification and isolation WP. All the other event selection criteria are the same for both lepton definitions. It follows that the total yields in the loose \((N_{\text{loose}})\) and tight \((N_{\text{tight}})\) selections are:

\[
N_{\text{tight}} = N_{\text{tight real}} + N_{\text{tight fake}} ,
\]

\[
N_{\text{loose}} = N_{\text{loose real}} + N_{\text{loose fake}} ,
\]

(6.1)

where \(N_{\text{tight real}}\) (\(N_{\text{loose real}}\)) denotes the number of events with a prompt lepton satisfying tight (loose) criteria and \(N_{\text{tight fake}}\) (\(N_{\text{loose fake}}\)) the number of events with fake/non-prompt lepton satisfying tight (loose) criteria. The so-called real (\(\epsilon_{\text{real}}\)) and fake (\(\epsilon_{\text{fake}}\)) efficiencies are defined, which give the probability that a lepton passing loose selection also passes tight selection:

\[
\epsilon_{\text{real}} = \frac{N_{\text{tight real}}}{N_{\text{loose real}}} ,
\]

\[
\epsilon_{\text{fake}} = \frac{N_{\text{tight fake}}}{N_{\text{loose fake}}} .
\]

(6.2)

Combining Eq. 6.1 and 6.2, it is possible to extract the estimated number of events from fake/non-prompt leptons background passing the tight selection, assuming the knowledge of \(N_{\text{tight}}\), \(N_{\text{loose}}\), \(\epsilon_{\text{real}}\), and \(\epsilon_{\text{fake}}\):

\[
N_{\text{fake}}^{\text{tight}} = \frac{\epsilon_{\text{fake}}}{\epsilon_{\text{real}} - \epsilon_{\text{fake}}} \left( \epsilon_{\text{real}} N_{\text{loose}} - N_{\text{tight}} \right) .
\]

(6.3)

The \(\epsilon_{\text{real}}\) and \(\epsilon_{\text{fake}}\) efficiencies are determined using data in suitable regions enriched with prompt and fake/non-prompt leptons. The \(\epsilon_{\text{real}}\) efficiency is derived in \(Z \rightarrow \ell^+ \ell^-\) events using the tag-and-probe method, where one of the leptons is required to pass tight criteria to ensure a pure sample of prompt leptons and the other lepton is used for the \(\epsilon_{\text{real}}\) measurement. The \(\epsilon_{\text{fake}}\) efficiency is derived in a selection similar to that of the single-lepton \(t\bar{t}\), but with inverted \(E_T^{\text{miss}}\) and \(M_W\) cuts, enhancing
6.3 Event selection

the contribution of the fake and non-prompt leptons. The residual prompt-lepton contributions in this region are estimated from MC simulation and subtracted from data, thus obtaining a “pure” sample of fake/non-prompt leptons.

In practice, it is necessary to estimate distributions of various observables of the fake/non-prompt leptons background instead of just the total yield. This is done by constructing the distributions from loose events in data by applying a per-event weight:

\[ w = \frac{\epsilon_{\text{fake}}(\epsilon_{\text{real}} - c)}{\epsilon_{\text{real}} - \epsilon_{\text{fake}}} \]

where \( c = 1 \) for loose leptons that pass the tight criteria, and \( c = 0 \) for loose leptons that do not pass tight criteria (loose not-tight).

In this analysis, the \( \epsilon_{\text{real}} \) and \( \epsilon_{\text{fake}} \) efficiencies used were measured in Ref. [178]. The efficiencies are parametrised as a function of multiple variables related to lepton kinematics and isolation:

- Electron efficiencies are parametrised as a function of electron \( p_T \) and the \( E_R^{\text{cut}} \) as defined for the fixed-cut isolation in Sec. 4.2.
- Muon efficiencies are parametrised as a function of muon \( p_T \), \( E_R^{\text{cut}} \) and the distance to the closest jet.

The \( \epsilon_{\text{fake}} \) efficiency for electrons ranges from 18% up to 92% for high-\( p_T \) electrons and for muons from 4% up to 94% for high-\( p_T \) muons [178].

### 6.3 Event selection

The selection used in this analysis is based on the selection optimised in the search for heavy particles decaying into \( t\bar{t} \) pairs in [178], which includes a dedicated boosted region to reconstruct the hadronically decaying top quark as a large-\( R \) jet and the leptonically decaying top quark from single lepton in event, a close-by small-\( R \) jet, and missing transverse momentum.

Only events recorded under stable beam conditions and with all ATLAS detector sub-systems operations are considered. A reconstructed primary vertex is necessary and a single-electron or single-muon trigger must fire. The trigger selections are shown in Table 6.2, and include selection on minimum lepton \( p_T \), identification WP and isolation. The trigger requirements during the 2016 data-taking period are tighter than in 2015. The differences arise from the increased instantaneous luminosity of the LHC and limits on the throughput of the ATLAS trigger and data acquisition system. The electron identification WPs used in the triggers correspond to those described in Sec 4.2 and the isolation WPs are defined similarly as the fixed-cut track isolation in Sec 4.2 and 4.3, but with a looser selection\(^{(2)}\). The trigger requirements are imposed in both data and MC simulation.

The events are then required to pass the following selection criteria:

- At least one tight electron or medium muon with \( p_T > 30 \text{ GeV} \), passing the fixed-cut isolation selection, is required. These criteria are tighter than the trigger criteria, ensuring the trigger is fully-efficient in this kinematic regime. Events containing additional leptons with \( p_T > 25 \text{ GeV} \) are rejected.

\(^{(2)}\)The fraction of momentum carried by tracks in the cone surrounding the electron or muon candidate \( p_T^{\text{varRcut}}/p_T^\ell \) is allowed to be higher for looser isolation requirements of the triggers.
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Table 6.2: Single-lepton triggers employed in the analysis, including their $p_T$ thresholds, identification WP, isolation WP or any other criteria if applicable.

<table>
<thead>
<tr>
<th>Data period</th>
<th>Electron triggers</th>
<th>Muon triggers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p_T$ threshold</td>
<td>extra criteria</td>
</tr>
<tr>
<td>2015</td>
<td>24 GeV</td>
<td>medium WP</td>
</tr>
<tr>
<td></td>
<td>60 GeV</td>
<td>medium WP</td>
</tr>
<tr>
<td></td>
<td>120 GeV</td>
<td>loose WP</td>
</tr>
<tr>
<td>2016 and later</td>
<td>26 GeV</td>
<td>tight WP, no $</td>
</tr>
<tr>
<td></td>
<td>60 GeV</td>
<td>medium WP</td>
</tr>
<tr>
<td></td>
<td>140 GeV</td>
<td>loose WP</td>
</tr>
</tbody>
</table>

- The events must have $E_T^{\text{miss}} > 20$ GeV and $E_T^{\text{miss}} + M_W > 60$ GeV\(^{(3)}\). This selection enhances the contribution of leptons originating from W-boson decays.
- To ensure a topology consistent with semileptonically-decaying top quark, at least one small-$R$ calorimeter jet with $p_T > 25$ GeV and $|\eta| < 2.5$ is required, and must be close to the lepton; $\Delta R(\text{jet}, \ell) < 1.5$.
- At least one $R = 0.2$ track jet in the event is required, that is identified as originating from $B$-hadron ($b$-tagged) based on the $b$-tagging selection described in Sec. 4.4.5.
- At least one large-$R$ jet with $p_T > 200$ GeV and $|\eta| < 2.0$ is required. It is expected, that the hadronically-decaying top quark is well separated from the semileptonically-decaying top-quark, hence the following angular separation criteria are required for the large-$R$ jet:
  - Distance from the small-$R$ jet close to the lepton is required to be $\Delta R(\text{small-$R$ jet, large-$R$ jet}) > 1.5$.
  - The transverse plane opening angle between the large-$R$ jet and the isolated lepton $\Delta \phi(\text{large-$R$ jet, } \ell) > 2.3$.

If multiple jets satisfy this selection, the highest-$p_T$ jet is considered.

The yields for $t\bar{t}$, the individual backgrounds and the data are shown in Table 6.3, separately for the electron and muon channel. The pre-selected sample is divided into two sub-samples based on the proximity of a $b$-tagged track-jet and the selected large-$R$ jet:

- The top-quark-enriched sample is selected by requiring $\Delta R(\text{b-jet, large-$R$ jet}) < 1.0$, enhancing the likelihood that the jet contains top-quark decay products. To further increase the fraction of fully-contained\(^{(4)}\) top-quark jets, the large-$R$ jet must satisfy $p_T > 350$ GeV requirement.
- The $W$-boson-enriched sample is selected by requiring $\Delta R(\text{b-jet, large-$R$ jet}) > 1.0$. This selection enhances the selection of $t\bar{t}$ events, where the $B$-hadron from top-quark decay is not clustered in the large-$R$ jet, thus the large-$R$ jet contains only the $W$-boson decay products,

\[ M_W = \sqrt{2p_T E_T^{\text{miss}}(1 - \cos \Delta \phi)}, \]  
where $\Delta \phi$ is the opening angle between the lepton and $E_T^{\text{miss}}$ direction in the plane perpendicular to the beam pipe.

\(^{(3)}\) Fully-contained here refers to having all the top-quark decay products clustered within the large-$R$ jet.

71
and can be used as a probe to study $W$-tagging algorithms. The $W$-boson-enriched sample is kinematically limited to large-$R$ jets with $p_T$ up to approximately 600 GeV. This is due to the selection acceptance decreasing with large-$R$ jet $p_T$ due to the decrease in the $\Delta R$ separation between the $B$-hadron and the large-$R$ jet.

The total yield of $t\bar{t}$, the individual backgrounds and the data, are shown in Table 6.4 for the two sub-samples, with the electron and muon channel yields combined. Finally, the $t\bar{t}$ and single top-quark MC samples are split according to the contained labelling definition of the selected large-$R$ jet. The $t\bar{t}$ MC sample is split into three categories, top, $W$ and other, depending on whether $q\bar{q}b$ partons are contained within the jet, or only $q\bar{q}'$, or neither of the two options, respectively. Similarly, the single top-quark MC sample is split into $W$ and other categories based on the same labelling criteria. The $W$ category contains events from the single top-quark $tW$ production, where the top-quark decays leptonically and the $W$-boson decays hadronically and is reconstructed as a large-$R$ jet.

Table 6.3: Yields for the individual predicted processes and data after the pre-selection, shown separately for the electron channel ($e$ + jets column) and the muon channel ($\mu$ + jets column). Only the statistical uncertainties on the predicted yield corresponding to $L = 36.1 \text{ fb}^{-1}$ are shown\(^{(5)}\).

<table>
<thead>
<tr>
<th>Process</th>
<th>$e$ + jets</th>
<th>$\mu$ + jets</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$</td>
<td>112350 ± 220</td>
<td>121800 ± 220</td>
</tr>
<tr>
<td>Single top-quark</td>
<td>11150 ± 70</td>
<td>11380 ± 70</td>
</tr>
<tr>
<td>$W$ + jets</td>
<td>19040 ± 110</td>
<td>21960 ± 130</td>
</tr>
<tr>
<td>$Z$ + jets</td>
<td>2552 ± 24</td>
<td>2310 ± 23</td>
</tr>
<tr>
<td>Diboson</td>
<td>765 ± 14</td>
<td>817 ± 14</td>
</tr>
<tr>
<td>Fake/non-prompt lep.</td>
<td>17400 ± 400</td>
<td>7600 ± 600</td>
</tr>
<tr>
<td>Total prediction</td>
<td>163200 ± 500</td>
<td>165800 ± 700</td>
</tr>
<tr>
<td>Data</td>
<td>130000</td>
<td>140000</td>
</tr>
</tbody>
</table>

A normalisation discrepancy is observed when comparing data with prediction, attributed to the known mismodelling of the $p_T$ of the top quark, where the MC simulation predicts harder $p_T$ spectrum than that observed in data, as documented in various comparisons of $t\bar{t}$ generator predictions with unfolded differential cross-section measurements [172,179,180]. This mismodelling translates for example into the $p_T$ of the leading large-$R$ jet, hence the selection on the minimum leading jet $p_T$ leads to a normalisation acceptance effect. To assess the possible impact of the large-$R$ jet $p_T$ mismodelling on the shape of substructure observables, a data-driven reweighting test to compensate the leading-$p_T$ large-$R$ jet mismodelling in $t\bar{t}$ is performed and documented in App. B. The impact of the reweighting on the shape of the investigated sub-structure observables is found to be small in the relevant regions of phase space. The normalisation mismodelling in different intervals of large-$R$ jet $p_T$ is mitigated by the design of the template fit performed in the signal efficiency measurement, described in Sec. 6.6.

\(^{(5)}\)Unless, otherwise stated, it is assumed that the MC-predicted yields are always normalised to the integrated luminosity of the corresponding dataset. Therefore, for weighted predictions, i.e. the MC-simulated samples and the matrix-method-estimated fake/non-prompt leptons background, the statistical uncertainty of the prediction is calculated as the $\sqrt{\sum_i w_i^2}$, where $w_i$ is the total weight of the $i^{th}$ event. The statistical uncertainty in particular for MC samples is typically smaller than the statistical uncertainty of data, since a larger number of events are generated than the number of data events.
Basic control distributions showing the level of agreement between data and prediction after the pre-selection and for the top-quark and $W$-boson-enriched sub-sample selections are shown in App. A.

Table 6.4: Yields for the individual predicted processes and data for the sub-samples selected for top-quark tagging (Top-quark selection) and $W$-boson tagging ($W$-boson selection). The yields in the electron and muon channel are combined together.

<table>
<thead>
<tr>
<th>Process</th>
<th>$W$-boson selection</th>
<th>Top-quark selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$</td>
<td>112680 ± 220</td>
<td>30610 ± 120</td>
</tr>
<tr>
<td>Single top-quark</td>
<td>12380 ± 70</td>
<td>2562 ± 31</td>
</tr>
<tr>
<td>$W$ + jets</td>
<td>13140 ± 90</td>
<td>4180 ± 40</td>
</tr>
<tr>
<td>$Z$ + jets</td>
<td>2011 ± 19</td>
<td>557 ± 8</td>
</tr>
<tr>
<td>Diboson</td>
<td>812 ± 14</td>
<td>297 ± 9</td>
</tr>
<tr>
<td>Fake/non-prompt lep.</td>
<td>14800 ± 600</td>
<td>2690 ± 180</td>
</tr>
<tr>
<td>Total prediction</td>
<td>155900 ± 800</td>
<td>40900 ± 290</td>
</tr>
<tr>
<td>Data</td>
<td>146400</td>
<td>35250</td>
</tr>
</tbody>
</table>

6.4 Systematic uncertainties

The data-to-prediction comparisons as well as the modelling of signal efficiency in data are both impacted by a number of systematic uncertainties. These include uncertainties due to theoretical assumptions made within the MC predictions as well as uncertainties on the reconstruction, calibration and detector response of the physics objects employed in this measurement. For each systematic uncertainty, a systematically-shifted prediction of the distribution is obtained, for both up and down variation of the uncertainty. One-sided systematic uncertainties are symmetrised by mirroring the shift in up and down direction. In the data-to-prediction comparisons in Sec. 6.3, the two-sided variation are also symmetrised, taking the maximum of the up/down shifts. The individual uncertainties are summed in quadrature.

In the signal efficiency fit, systematic uncertainties are propagated by repeating the fit with a systematically-shifted set of templates. The systematic uncertainty on the signal efficiency is estimated as the difference between the fit result obtained from the systematically-shifted templates and the nominal set of templates. The uncertainties considered are described in the following paragraphs.

6.4.1 Experimental uncertainties

In this section, the uncertainties related to object reconstruction, identification, pile-up modelling and the luminosity measurement are outlined.

Lepton-related uncertainties

The lepton efficiencies of trigger, reconstruction, identification and isolation differ between data and the MC predictions. These differences are corrected using scale factors applied to MC simulations, which are obtained in dedicated tag-and-probe measurements in $Z \rightarrow \ell^+\ell^-$ and $J/\psi \rightarrow \ell^+\ell^-$ events,
as described in Sec. 4.2 and 4.3. The uncertainties on these scale-factor measurements [113, 116] are propagated in the analysis by varying the nominal scale factors by the systematically-shifted ones. Similarly, the aforementioned event topologies are used to calibrate the lepton momentum scale and resolution in MC simulation to data, where the uncertainties on these measurements [114, 116] are propagated by shifting the scale and smearing the resolution in MC simulations by the systematic variations.

Small-\(R\) calorimeter jet uncertainties

The calibration of jet energy described in Sec. 4.4.3 contains many sources of uncertainties, which are constructed as an uncorrelated set of almost hundred eigenvectors. The signal efficiency measurement was found to be insensitive to the JES of small-\(R\) jets, and therefore a strongly-reduced set of four NPs is used [124]. The jet energy resolution (JER) in MC simulation is compared to data in a dedicated in-situ measurement [181] in dijet events. The uncertainty on the JER calibration, when averaged over the central calorimeter \(\eta\), ranges approximately from 20\% for jets with \(p_T \sim 30\) GeV down to 10\% for jets with \(p_T \sim 500\) GeV [181]. A single nuisance parameter is used to parametrise the JER uncertainty.

Finally, the JVT algorithm is used to suppress contribution of small-\(R\) jets originating from pile-up. The efficiency of the JVT is calibrated in \(Z \rightarrow \mu^+\mu^-\) events with additional production of jets [182]. Per-jet SFs are used to correct the JVT efficiency in MC simulations to match that in data. The SFs are varied in the analysis within the uncertainties of the JVT efficiency measurement in data.

Large-\(R\) jet uncertainties

In contrast to the small-\(R\) jets, for the large-\(R\) jets uncertainties are derived for JES as well as jet mass scale (JMS) and the scale for relevant substructure observables. In this analysis, the in-situ calibration of large-\(R\) jets described in Sec. 4.4.4 was not yet available, only the MC-based calibration of energy scale and mass scale is performed. A simplified in-situ method to estimate the uncertainty on this calibration was used, based on comparing calorimeter response to ID response [126]. In this method a double ratio of \(\langle X^{\text{jet}} / X^{\text{ref}} \rangle_{\text{data}} / \langle X^{\text{jet}} / X^{\text{ref}} \rangle_{\text{MC}}\) for a quantity \(X\) is measured, where the reference value \(X^{\text{ref}}\) is calculated using ID tracks associated to the calorimeter jet. Using this method, the uncertainties on JES, JMS and the scale of the substructure observables are estimated.

The JER and jet mass resolution (JMR) uncertainties are based on previous studies. The JER uncertainty is estimated using the same techniques as those for small-\(R\) jets, and is found to be approximately 10\% for the jet \(p_T > 200\) GeV [126]. The JMR uncertainty is estimated from the data/MC variations in the width of the mass peak of large-\(R\) jets identified as \(W\) bosons in \(t\bar{t}\) events [126, 127], thus the JMR is propagated by an additional 20\% smearing of the nominal JMR.

Missing transverse energy uncertainties

The \(E_T^{\text{miss}}\) quantity is computed from several sources of objects described in Sec. 4.5. The uncertainties on these objects, described in this sub-section, are propagated into the \(E_T^{\text{miss}}\) calculation. Additionally, \(E_T^{\text{miss}}\) includes the soft term, which has an uncertainty estimated in-situ using \(Z \rightarrow \mu^+\mu^-\) events [183]. This event topology is suitable due to the high signal-to-noise ratio, the precise muon kinematics
reconstruction and the expected true $E_T^{\text{miss}}$ value being zero. It is therefore primarily sensitive to the $E_T^{\text{miss}}$ soft-term effects.

**Flavour tagging uncertainties**

The modelling of the MV2c10 $b$-tagging algorithm is judged based on the level of agreement of the efficiency to tag $b$, $c$ and light jets between MC prediction and data. The differences between the efficiencies in data and MC simulations are corrected using scale-factors determined in dedicated measurements \cite{130,131,184}, as a function of the jet $p_T$. The $b$-tagging efficiency is calibrated using di-lepton $t\bar{t}$ events. The $c$-tagging efficiency is calibrated using single-lepton $t\bar{t}$ events, exploiting the fact that the $W$-boson decay branching fraction of final states including a charm hadron is approximately 33\% \cite{33}. Finally, the light-jet efficiency is calibrated in multijet events, and is parametrised as a function of both jet $p_T$ and $\eta$. The uncertainties on the scale factors are constructed as a set of uncorrelated nuisance parameters.

**Luminosity uncertainty**

The estimates of processes modelled using MC simulations are normalised to the product of corresponding cross-section and integrated luminosity. The luminosity is measured experimentally using the LUCID-2 detector \cite{185}. The uncertainty on the integrated luminosity of the 2015-16 dataset is 2.1\% \cite{186}.

**Pile-up modelling uncertainty**

The modelling of the additional $pp$ collisions per bunch crossing multiplicity $\mu$ via the overlay of minimum-bias events onto the hard-scattering simulation is not sufficiently accurate to describe the data. Therefore, the MC simulations are reweighted event-by-event to match the pile-up profile in data based on $\mu$. The per-event weights are varied within their uncertainties, which are derived from the luminosity measurements of $\mu$ profile in data \cite{186}.

**6.4.2 Signal and background modelling uncertainties**

A number of assumptions enter the MC-simulated predictions, which have associated theoretical uncertainties, discussed in this section.

**Normalisation uncertainties of MC-predicted processes**

In addition to the luminosity uncertainty, the inclusive yield of the MC-simulated signal and background estimates is impacted by the uncertainty on the respective theoretical cross-section predictions. The theoretical uncertainties on normalisation of $t\bar{t}$ as well as single-top and $W$+jets backgrounds are listed in Table 6.5. In the signal efficiency fit, the $t\bar{t}$ normalisation has no impact, since the normalisation of $t\bar{t}$ is determined in the fit. The normalisation uncertainty of the diboson production is neglected due to the very small contribution of this background.
Table 6.5: The uncertainties on the normalisation of the individual MC-simulated processes considered in the boosted tagging efficiency measurement. The uncertainty values quoted here are based on the theory predictions cited in Sec. 6.1. The uncertainties on the cross-section typically include variation of the $\mu_R$ and $\mu_F$ scales as well uncertainties related to the PDF set.

<table>
<thead>
<tr>
<th>Process</th>
<th>Normalisation uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$</td>
<td>5.5</td>
</tr>
<tr>
<td>Single-top</td>
<td>5.3</td>
</tr>
<tr>
<td>$W$+jets</td>
<td>5.0</td>
</tr>
</tbody>
</table>

**Modelling uncertainties of the $W$+jets background**

The $W$+jets is the dominant MC-simulated background in the signal efficiency fit and as such, additional modelling uncertainties impact the acceptance and the shape of distributions. Firstly, the CKKW scale, controlling the matching of the ME and PS, is varied by a factor $\times 0.75$ and $\times 1.5$ with respect to the nominal value of 30 GeV, and the soft-gluon resummation scale QSF is varied by a factor $\times 0.5$ and $\times 2.0$ [187, 188]. Finally, factor $\times 0.5$ and $\times 2.0$ variations of $\mu_R$ and $\mu_F$ scales in the ME are considered, both in an uncorrelated and correlated and anti-correlated way. The maximum of the various correlation scenarios of $\mu_R$ and $\mu_F$ scale variations is considered as the final uncertainty.

**Uncertainties on the fake and non-prompt leptons estimate**

The fake and non-prompt leptons background is estimated using data-driven matrix method. To account for limitations of this estimate, two sources of uncertainties are considered. Firstly, a conservative normalisation uncertainty of 50% is propagated in the analysis, based on previous studies of non-prompt and fake lepton estimates [189]. Secondly, the $\epsilon_{\text{real}}$ and $\epsilon_{\text{fake}}$ efficiencies are varied within their statistical uncertainties in a manner that maximises the impact on the matrix-method weight in Eq. 6.4. This is done by simultaneously varying the $\epsilon_{\text{real}}$ efficiency up and $\epsilon_{\text{fake}}$ efficiency down within their statistical uncertainties obtaining an “up” variation, and vice-versa for a “down” variation. This uncertainty induces a variation in shape as well as normalisation.

**Signal modelling uncertainties**

A number of systematic uncertainties on the signal modelling are considered, all of which are based on comparing various generator setups described in Sec. 6.1.1. Firstly, the uncertainty on the modelling of the PS and hadronisation is estimated as the difference between predictions from the nominal Powheg+Pythia sample and the sample generated using Powheg+Herwig. The uncertainty on the matching of the ME and PS is estimated by taking the difference between the nominal sample and the sample generated using MadGraph5_AMC@NLO+Pythia8. An uncertainty on the modelling of additional QCD radiation is estimated by comparing the nominal sample with a sample with simultaneously varied $\mu_R$ and $\mu_F$ scales and variation of $h_{\text{damp}}$ parameter, as previously described in Sec. 6.1.1.

Finally, an uncertainty on the choice of PDF set in the signal sample is assessed using the PDF4LHC15 prescription [190] which combines several PDF sets with their uncertainties into a set of
30 one-sided uncorrelated variations, which are symmetrised into two-sided variations.

### 6.5 Modelling of jet substructure observables in data

A number of observables related to the boosted tagging techniques described in Sec. 5.3 are shown in Fig. 6.2–6.4. The systematic uncertainties shown in these figures in the uncertainty band are described in Section 6.4. For the distribution of the jet mass (Fig. 6.1) and substructure observables $\tau_{32}$ (Fig. 6.2a) and $D_2$ (Fig. 6.2b) the uncertainties on the $\tau_{32}$ and $D_2$ scale is also shown in the respective distributions.

For simple taggers based on a selection on jet mass, $\tau_{32}$ and $D_2$ observables, it is possible to derive uncertainties on their signal efficiency and background rejection by propagating the uncertainties on the inputs. The jet mass distributions in Fig. 6.1 show a tension in the peak position between data and the prediction, which is attributed to a mismodelling of the MC jet mass scale as studied in Ref. [129].

Fig. 6.1: Comparison of data and prediction for the distribution of the selected large-$R$ jet mass for the $W$-boson enriched (a) and top-quark-enriched (b) sub-samples. The MC-based predictions are normalised to data. The $t\bar{t}$ and single-top-quark predictions are further split according to the matching of the large-$R$ jet to hadronically decaying top quark or $W$ boson, or other (not matched to either top-quark or a $W$ boson), based on the contained definition from Sec. 6.3. The data-to-prediction ratio shows the statistical uncertainty of the prediction (filled dark green band), the total uncertainty (filled light green band) combining systematic and statistical uncertainties in quadrature, and the impact of $t\bar{t}$ modelling systematic uncertainties (empty red band). The error bars on data points (black) show the statistical uncertainty of data.

Additionally, more complicated observables are investigated, such as the high-level variable-based DNN taggers (Fig. 6.3), the TopoDNN (Fig. 6.4a) and the Shower Deconstruction’s $\log \chi$ discriminant (Fig. 6.4b). These approaches use a combination of a larger number of either high-level or low-level features, where no uncertainties on the inputs are propagated. The derivation of the uncertainties on the inputs is potentially challenging, and the correlations of a larger number of input observables may not be well known\(^{(6)}\). Instead, in Sec. 6.6, the signal efficiency of taggers is measured in data, which

\(^{(6)}\)The correlations can be studied in MC simulation, but there is no guarantee that the modelling of these correlations is sufficient without validation in real data.
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provides information about the accuracy of modelling of the inputs and their correlations on the studied tagger.

Fig. 6.2: Comparison of data and prediction for the distribution of the selected large-\( R \) jet \( D_2 \) for the \( W \)-boson enriched (a) and \( \tau_{32} \) for the top-quark-enriched (b) sub-samples. The normalisation of the predictions and uncertainty bands follow the same convention as in Fig. 6.1. Additionally, the uncertainties on the scale of \( D_2 \) (a) and \( \tau_{32} \) (b) are propagated in these distributions.

Fig. 6.3: Comparison of data and prediction for the distribution of the selected large-\( R \) jet \( W \)-tagger DNN discriminant in \( W \)-boson enriched sub-sample (a) and the top-tagger DNN discriminant in the top-quark-enriched sub-sample (b). The normalisation of MC predictions and uncertainty bands follow the same convention as in Fig. 6.1.

The distributions are nevertheless found to show reasonably good agreement between the prediction and the data. The uncertainties are mostly dominated by theory uncertainties on the \( t\bar{t} \) modelling. Additionally, uncertainties on the flavour tagging mis-identification rates are found to be non-negligible in the background-enriched regions, such as large-\( R \) jet mass below 100 GeV in Fig. 6.1 and the
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Fig. 6.4: Comparison of data and prediction for the distribution of the selected large-$R$ jet topocluster-based DNN top-tagger discriminant (a) and the shower deconstruction top-tagger discriminant $\log \chi$ (b), in the top-quark-enriched sub-sample. The selection of large-$R$ jet $p_T > 450$ GeV in (a) is imposed as the topocluster-based tagger was optimised for higher-$p_T$ jets than other top-taggers investigated. The jets in the first bin with $\log \chi < -10$ in (b) end up with less than three re-clustered $k_t$ subjets, thus failing one of the initial conditions of the Shower Deconstruction tagger. The normalisation of MC predictions and uncertainty bands follow the same convention as in Fig. 6.1.

low-discriminant values of machine-learning-based taggers in Fig. 6.3 and 6.4a. Finally, the scale uncertainties on the large-$R$ jet mass, $\tau_{32}$ and $D_2$ are non-negligible particularly in the tails of these distributions.

6.6 Signal efficiency template fit

The relatively high purity of the top-quark- and $W$-boson-enriched samples obtained by the selection in Sec. 6.3 allows for a measurement of the signal-tagging efficiency in data in these topologies. The efficiency is obtained from a measurement of the number of jets passing and failing the criteria of a particular tagging algorithm in data and is compared to the predicted efficiency from MC simulation. From this data-to-MC comparison, it is possible to obtain a calibration scale factor, along with the uncertainties associated with the measured efficiency. These uncertainties can be then used in an independent analysis. This approach of uncertainty propagation is often referred to as top-down. The advantage of this approach is that the calibration corrects for the mismodelling of the input observables and their correlations on the signal efficiency.

For any tagger, the numbers of signal-like events in data that pass and fail the tagger selection, are obtained from a chi-square template fit of signal and background predicted distributions to the data. The templates are distributions of the selected large-$R$ jet mass for events that pass (pass template) and events that fail (fail template) the tagger selection, respectively. The templates are estimated using MC simulations and data-driven techniques outlined in Sec. 6.1.

The $t\bar{t}$ and single top-quark contributions to the templates are split according to the selected large-$R$ jet label using the contained definition, as described in Sec. 6.3. To increase the stability of
the fit, various background contributions with similar shapes are merged into a single template. For top-tagging, a six-template fit is performed, where the pass and fail templates are constructed for three different signal and background compositions:

- the signal template – $t\bar{t}$ events with the selected large-\(R\) jet matched to a hadronically-decaying top quark and its decay products,
- the $t\bar{t}$ background template – $t\bar{t}$ events failing the top-quark matching from previous point,
- the non-$t\bar{t}$ background template – all non-$t\bar{t}$ background processes considered.

In the case of the $W$-boson tagging, a fit of four templates is performed, where the pass and fail templates are constructed for a single signal and background composition:

- the signal template – $t\bar{t}$ events with the selected large-\(R\) jet matched to a hadronically-decaying $W$ boson and its decay products, where the $W$ boson is from the top-quark decay,
- the background template – $t\bar{t}$ events failing the matching from previous point and all other non-$t\bar{t}$ background processes considered.

In the fit, several constraints are imposed on the normalisation of the templates. The pass and fail template normalisations are fitted simultaneously. Additionally, the fitted number of background events that pass (fail) the tagger selection $N_{\text{pass}}^{\text{fit bckg}} (N_{\text{fail}}^{\text{fit bckg}})$ are bound by their tagging efficiency that is kept fixed to the predicted value based on the pre-fit predicted number of background events that pass (fail) the tagger selection $N_{\text{pass}}^{\text{bckg}} (N_{\text{fail}}^{\text{bckg}})$:

$$
\epsilon_{\text{MC}} \equiv \frac{N_{\text{pass}}^{\text{bckg}}}{N_{\text{pass}}^{\text{bckg}} + N_{\text{fail}}^{\text{bckg}}} = \frac{N_{\text{pass}}^{\text{fit bckg}}}{N_{\text{pass}}^{\text{fit bckg}} + N_{\text{fail}}^{\text{fit bckg}}}. \tag{6.5}
$$

The number of signal events that pass (fail) the tagger selection $N_{\text{pass}}^{\text{fit sig}} (N_{\text{fail}}^{\text{fit sig}})$ are extracted from the fit. The signal efficiency in data is then defined as follows:

$$
\epsilon_{\text{data}} = \frac{N_{\text{pass}}^{\text{fit sig}}}{N_{\text{pass}}^{\text{fit sig}} + N_{\text{fail}}^{\text{fit sig}}}. \tag{6.6}
$$

A comparison with the predicted signal efficiency from MC simulation can be performed, calculated from the pre-fit number of events where the selected large-\(R\) jet is labelled as signal, passing (failing) the tagger selection $N_{\text{pass}}^{\text{sig}} (N_{\text{fail}}^{\text{sig}})$:

$$
\epsilon_{\text{MC}} = \frac{N_{\text{sig}}^{\text{pass}}}{N_{\text{sig}}^{\text{pass}} + N_{\text{sig}}^{\text{fail}}}. \tag{6.7}
$$

An example comparison of data and prediction after the template fit is shown in Fig. 6.5 for the high-level DNN top-quark tagger in the $p_T \in [400, 450]$ GeV bin. The disagreement in the ratio of the top-quark peak in Fig. 6.5a is of the same origin as in Fig. 6.1, due to missing in-situ calibration of the jet mass scale.

The method of extracting signal efficiency in data presented here relies on the assumption that the modelling of tagging efficiency for the non-$t\bar{t}$ backgrounds, is sufficiently accurate. Attempts to design a dedicated control region for in-situ determination of the non-$t\bar{t}$ background tagging efficiency are outside of the scope of this work.
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Fig. 6.5: Distribution of jet mass of data and the fitted templates, as used in the $\chi^2$ fit, for selected large-$R$ jets that pass (a) and fail (b) the selection of the high-level DNN top-quark tagger, with $p_T \in [400, 450]$ GeV. Only the statistical uncertainties of the data are shown in the bottom ratio plot.

### 6.7 Results

In the following figures, the efficiencies for a selected set of taggers measured in data are compared to the MC prediction. The efficiencies are measured as a function of the selected large-$R$ jet $p_T$ as well as the average number of interactions per bunch crossing ($\mu$) to assess the accuracy of modelling of the dependence of the taggers on various pile-up conditions. The emphasis is placed on the best-performing taggers based on the previous comparisons in MC simulation. This includes the DNN top-quark tagger (Fig. 6.6) and $W$-boson tagger (Fig. 6.7), the TopoDNN (Fig. 6.8) and the ShowerDeconstruction (Fig. 6.9) taggers.

The signal efficiencies measured in data as a function of large-$R$ jet $p_T$ are found to be compatible with the predictions based on the $t\bar{t}$ MC simulation within the uncertainties. For $W$-boson tagging, a discrepancy is observed between the target 50% efficiency, as designed in the optimisation of the tagger working points using the $W'$ simulations, and the efficiency obtained from $t\bar{t}$ MC simulation as well as the measurement in data. The source of this discrepancy is attributed to event topology differences between the $W$-boson jets from $t\bar{t}$ and $W$-boson jets from decay of $W'$, also observed in previous Run-I studies of $W$-tagging in data [126]. In particular, the $W$ bosons from $W'$ decays were found to be mostly longitudinally polarised, resulting in the $q\bar{q}'$ decay products being more balanced in momentum. In contrast, transversally polarised $W$ bosons have a larger momentum imbalance of the decay products, making the topology more resembling background jets, which typically have a momentum imbalance in the radiation patterns due to the soft wide-angle emissions [191]. Approximately 31% of the $W$ bosons from top-quark decays are transversally polarised [192]. In addition, the $W$ bosons from $W'$ decays are well isolated, whereas the $W$ bosons obtained from $t\bar{t}$ decays are potentially close to additional hadronic activity from the $b$-jet from top-quark decay which could impact the distributions sub-structure distributions of these jets.

The modelling of the pile-up dependency of the signal efficiencies is also found to be reasonably good, even with respect to statistical uncertainty of the data only. This is an important positive result, given that the systematic uncertainties are mostly correlated across the bin in $\mu$ and as such do not give an accurate message about the level of agreement. Most of the taggers are found to be robust against pile-up, with a somewhat more pronounced reduction in efficiency with increasing pile-up for
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The systematic uncertainties reach up to approximately 20% for top-quark tagging efficiencies and up to 50% for $W$-boson tagging. They are dominated by modelling uncertainties arising from the implicit subtraction of non-signal $t\bar{t}$ backgrounds in the template fit, in particular due to the parton showering and hadronisation modelling uncertainties. This limitation is related to the contained signal definition which is based on the parton level information. This result motivates further studies to work out a definition of top-quark and $W$-boson jets which would show less dependency on the choice of a particular $t\bar{t}$ generator. Experimental uncertainties found to have impact on the input distributions, such as $b$-tagging and large-$R$ jet uncertainties, were found to impact the efficiencies up to 2% and 5% respectively, for highest-$p_T$ bin considered.

To conclude, a study of the modelling of boosted top-quark and $W$-boson tagging techniques has been performed, using $\sqrt{s} = 13$ TeV Run-II data with the integrated luminosity of $36.1\text{fb}^{-1}$. Comparisons prediction with data of various sub-structure-related observables show good agreement within the considered uncertainties. The measurement of the signal efficiency of several different tagging algorithms shows good agreement between data and MC simulation prediction. The results presented demonstrate, that it is in principle possible to perform calibration of arbitrarily complex boosted tagging algorithms by providing correction factors and their associated uncertainties, to account for mismodelling in the MC simulation. The precision of the efficiency measurement is largely limited by the modelling of $t\bar{t}$ process, prompting work on determining signal definition that is less generator-dependent. Finally, the signal efficiency is found to be quite robust against additional pile-up contamination in the event and the dependence is well described by the MC simulation.

Fig. 6.6: The signal efficiency measured in data and predicted by MC simulation, of the high-level DNN top-quark tagger, as a function of large-$R$ jet $p_T$ (a) and the average number of interactions per bunch crossing $\mu$ (b). The tagger is designed to give 80% signal efficiency for contained top-quark jets, constant in large-$R$ jet $p_T$. In the top plot, the error bars on the points show the statistical uncertainty of the data (black points) and the MC simulation (red points). The bottom plot shows the ratio of measured signal efficiency in data to the prediction from MC simulation, where the errors bars on black points show the statistical uncertainty of the ratio and the green band the total uncertainty. The total uncertainty is the statistical and systematic uncertainty summed in quadrature.
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Fig. 6.7: The signal efficiency measured in data and predicted by MC simulation, of the high-level DNN $W$-boson tagger, as a function of large-$R$ jet $p_T$ (a) and the average number of interactions per bunch crossing $\mu$ (b). The tagger is designed to give 50% signal efficiency constant in large-$R$ jet $p_T$. The definition of signal jets as well as the convention on the error bars in the plots is the same as in Fig. 6.6.

Fig. 6.8: The signal efficiency measured in data and predicted by MC simulation, of the TopoDNN top-quark tagger, as a function of large-$R$ jet $p_T$ (a) and the average number of interactions per bunch crossing $\mu$ (b). The tagger is designed to give 80% signal efficiency constant in large-$R$ jet $p_T$. The definition of signal jets as well as the convention on the error bars in the plots is the same as in Fig. 6.6.
Fig. 6.9: The signal efficiency measured in data and predicted by MC simulation, of the TopoDNN top-quark tagger, as a function of large-$R$ jet $p_T$ (a) and the average number of interactions per bunch crossing $\mu$ (b). The tagger is designed to give 80% signal efficiency constant in large-$R$ jet $p_T$. The definition of signal jets as well as the convention on the error bars in the plots is the same as in Fig. 6.6.
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Charge asymmetry measurement in \( \bar{t}t \) single-lepton channel

In this analysis, we measure the \( A_C^{\bar{t}t} \) defined in Eq. 2.9 inclusively as well as differentially as a function of the \( \beta_{\bar{t}t} \) and \( m_{\bar{t}t} \). The actual observable from which the \( A_C \) is calculated is the binned distribution of \( \Delta |y| \). For the differential \( A_C^{\bar{t}t} \) measurements, the double-differential \( \Delta |y| \) vs \( \beta_{\bar{t}t} \) and \( \Delta |y| \) vs \( m_{\bar{t}t} \) observables are used. The \( \Delta |y| \) observable is corrected for background contributions, detector response and limited acceptance using the Fully-Bayesian unfolding method [193] described in detail in Sec. 7.4.

In contrast to the standalone resolved and boosted 8 TeV ATLAS measurements [71, 77], a combination of channels corresponding to the resolved and boosted topologies is performed, where the resolved topology refers to the standard method of reconstructing \( \bar{t}t \) pair by matching individual jets to the corresponding quarks from the \( \bar{t}t \) decay. The reconstruction of resolved and boosted \( \bar{t}t \) pairs is detailed in Sec. 7.3. Additionally, based on the \( b \)-jet multiplicity, the events are split into 1\( b \)-exclusive and 2\( b \)-inclusive regions. The method of combination of the four regions in total is outlined in Sec. 7.4.2.

The analysis requires an optimisation of the \( \Delta |y| \) observable binning to achieve unbiased unfolding response, which is briefly discussed in Sec 7.5. Systematic uncertainties impacting the measurement are specified in Sec. 7.6 and finally, the results are presented in Sec. 7.7.

7.1 Data and simulation samples

This analysis is performed using the full ATLAS Run-II dataset at \( \sqrt{s} = 13 \) TeV with an integrated luminosity of 139 fb\(^{-1} \), collected in 2015-2018.

The MC and data-driven estimates of backgrounds mimicking the \( \bar{t}t \) production are very similar to those in Ch. 6. The MC generators used for the simulations have been updated, however, and are described again in the following section. Additionally, the simulations are performed separately for the 2015-2016, 2017 and 2018 periods of data-taking, due to differences in the distribution of in-time pile-up (Fig. 3.3) and other luminosity-related beam conditions. The fake and non-prompt leptons background is estimated using the data-driven matrix-method described in Sec. 7.2.

All the generators in this analysis are interfaced with EvtGen v1.6.0 [194] generator to model the decays of heavy hadrons, with the exception of the samples generated with Sherpa [195]. For the simulation of multiple \( pp \) interactions per bunch crossing, the hard scattering events are overlaid with a set of minimum-bias interactions generated using Pythia8 [196] with the MSTW2008LO [160] PDF set and the A3 [197] set of tuned parameters.
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7.1.1 Signal modelling

All of the $t\bar{t}$ samples are normalised to the inclusive production cross-section quoted in Sec. 2.1 and assume a top-quark mass of $m_{\text{top}} = 172.5\text{ GeV}$\(^{(1)}\). The nominal $t\bar{t}$ MC sample is generated with the Powheg-Box v2 [165–167, 198] generator which calculates the production ME at NLO QCD precision, with the NNPDF3.0NLO [140] PDF set and the $h_{\text{damp}}$ parameter set to $1.5 m_{\text{top}}$ [179]. The ME generator is interfaced with Pythia8 for the PS and hadronisation, using the A14 [141] set of tuned parameters.

To estimate the uncertainties on the $t\bar{t}$ modelling, several alternative MC samples are used, based on prescriptions derived in Ref. [188]. Firstly, the uncertainty on the modelling of the initial-state radiation (ISR) is estimated from the comparison of the nominal sample with two variations. The “up” variation is obtained from a sample with the simultaneous variation of the $\mu_R$ and $\mu_F$ scales in the ME and the $\mu_R$ scale of the Var3c parameter in the A14 tune by a factor of 0.5, setting the $h_{\text{damp}}$ parameter to $3 m_{\text{top}}$. The down variation is obtained by simultaneously varying the ME $\mu_R$ and $\mu_F$ scales and the Var3c parameter $\mu_R$ scale by a factor of 2.0, keeping the $h_{\text{damp}}$ parameter at the nominal $1.5 m_{\text{top}}$ value [188]. The impact of the final-state radiation (FSR) is evaluated by varying the $\mu_R$ scale related to QCD-induced emissions in the PS, by a factor of 0.5 and 2.0 respectively.

The impact of the choice of PS and hadronisation model is evaluated by comparing the nominal $t\bar{t}$ signal sample with the nominal ME generator setup interfaced with Herwig7.0.4 [173, 199], using the Herwig7 default set of tuned parameters [199] and the MMHT2014LO PDF set [200].

To assess the uncertainty due to the choice of the matching scheme between the ME and the PS, MadGraph5_aMC@NLO [174] is used with the NNPDF3.0NLO PDF set, interfaced with Pythia8, using the A14 tune.

For estimation of the uncertainty on the value of the top-quark mass, samples are generated using the same setup as nominal sample, but with the top-quark mass set to 172 GeV, thus varying the top-mass by 0.5 GeV with respect to nominal value \(^{(2)}\).

Finally, for alternative non-SM charge asymmetry predictions, the PROTOS generator [201] is used to simulate heavy axigluon models. The generator provides ME at LO accuracy in QCD, with the CTEQ6L1 [170] PDF set. The simulated samples contain only the parton-level information, which is used to reweight the nominal $t\bar{t}$ sample to induce BSM charge asymmetries. The reweighting is performed according to the ratio of the parton-level $\Delta |y|$ observable between the PROTOS and the nominal $t\bar{t}$ sample, where both $\Delta |y|$ predictions are normalised to the same yield, to only induce a change in the parton-level $\Delta |y|$ distribution shape.

7.1.2 Single top-quark modelling

The single top-quark $tW$ production and the $s$- and $t$-channel production is modelled using the Powheg-Box v2 [165–167, 202–204] generator which calculates the ME up to the NLO QCD accuracy and uses the NNPDF3.0NLO PDF set. The ME generation is interfaced with Pythia8 using the A14 tune. The samples are normalised to the approximate NNLO cross-sections [161–164].

\(^{(1)}\) The only exceptions are the top-quark mass-varied samples, which are generated with different values of the top-quark mass.

\(^{(2)}\) An opposite 0.5 GeV variation could be obtained by using a MC sample with the top-quark mass set to 173 GeV. Such a variation was not considered, because the corresponding MC sample generation was not completed before the measurement was finalised.
In this analysis, modelling uncertainties on the single top-quark production are also evaluated, using similar alternative generator variations as for the $t\bar{t}$ simulations. Additionally, specifically for the $tW$ production modelling, an overlap between $tW$ and $t\bar{t}$ amplitudes must be removed. For this purpose, the diagram removal (DR) scheme [179,205] is employed. An uncertainty on the $t\bar{t}$ overlap treatment is evaluated by comparing the sample using DR with a sample that uses diagram subtraction (DS) scheme [205].

### 7.1.3 Modelling of additional backgrounds

The $V$+jets as well as the diboson production is simulated with the SHERPA v2.2 [195] generator. This generator includes both ME and PS generation [206]. The ME is calculated at NLO accuracy for up to two jets and LO accuracy for up to four jets [207–209]. The generator uses a set of tuned parameters from the SHERPA authors and the NNPDF3.0NNLO PDF set. The $V$+jets samples are normalised to the NNLO cross-section prediction [176], while the diboson samples are normalised to NLO QCD cross-section prediction [177].

The production of $t\bar{t}V$ and $t\bar{t}H$ events is modelled using the MadGraph5_AMC@NLO and Powheg-Box generators, respectively. The generators provide ME at NLO QCD, with the NNPDF3.0NLO PDF set. The ME generators are interfaced to Pythia8 using the A14 tune. The samples are normalised to NLO QCD+EW cross-section predictions [210,211].

### 7.2 Estimation of the non-prompt and fake leptons background

The estimate of the fake and non-prompt leptons is performed using the same data-driven approach as in Sec. 6.2, with different $\epsilon_{\text{real}}$ and $\epsilon_{\text{fake}}$ efficiencies, measured using the 2015–2017 data. The efficiencies for 2017 are used for the fake estimate in the 2018 data as well. Different lepton isolation definitions were used in this updated efficiency measurement. The tight leptons use gradient isolation and loose leptons use no isolation criteria. Various efficiency parametrisations in two variables were tested, and those parametrisations that lead to smallest data-to-MC disagreement across all the signal regions were preferred. Additionally, the number of negative $\Delta |y|$ bins of the estimated background is also considered, where efficiencies leading to smaller number of negative-yield bins are preferred. The best parametrisations are the same for resolved and boosted and $\epsilon_{\text{real}}$ and $\epsilon_{\text{fake}}$ efficiencies. The parametrisations are as follows:

- $p_T$ of the leading jet, $\Delta \Phi (\ell, E_T^{\text{miss}})$ for the electrons,
- $p_T$ of the lepton, $p_T$ of the leading jet for the muons.

Additionally, alternative efficiency parametrisations, which were found to be similarly satisfactory in terms of the criteria outlined above, are used to derive a systematic uncertainty on the background estimate:

- $p_T$ of the lepton, $\Delta \Phi (\ell, E_T^{\text{miss}})$ for the electrons,
- $p_T$ of the leading jet, $\Delta \Phi (\ell, E_T^{\text{miss}})$ for the muons.

In the muon channel $2b$-inclusive boosted region, the contribution of fake and non-prompt leptons background is neglected, as its contribution is as small as $\approx 0.4 \%$ of the total prediction, as shown in Table 7.2.
7.3 Event selection and reconstruction

Since the measurement in this analysis is performed in the single-lepton channel, a presence of a single isolated lepton is mandatory. Both the resolved and boosted topologies have a common pre-selection aimed to ensure a topology consistent with leptonic top-quark decay, outlined below. The selection criteria are similar to those used in Ch. 6, with differences in the lepton isolation criteria and selections imposed on $E_T^{miss}$ and $M_W^{T}$ to ensure compatibility with the updated lepton efficiencies for the data-driven fake and non-prompt lepton background estimate.

Firstly, only events recorded under stable beam conditions and with all detector sub-systems operational are considered. A reconstructed primary vertex is necessary, and a single-electron or a single-muon trigger must be fired. The triggers used are the same as in Sec. 6.3, and the triggers used in 2016 are also used for the 2017 and 2018 period of data-taking. Following the trigger selection, the events are required to satisfy the following selection criteria:

- At least one tight electron or medium muon with $p_T > 28$ GeV and gradient isolation requirement is required. The $p_T$ cut is slightly higher than the thresholds of the lowest lepton trigger to ensure that the trigger is fully efficient. Events containing additional leptons with $p_T > 25$ GeV are rejected in order to suppress multi-lepton backgrounds.
- In the electron channel, $E_T^{miss} > 30$ GeV and the transverse mass of the $W$ boson, $M_W^{T} > 30$ GeV is required. In the muon channel, $E_T^{miss} + M_W^{T} > 60$ GeV is required.
- At least one small-$R$ calorimeter jet is required to be identified as originating from $B$-hadron ($b$-tagged) according to the selection described in Sec. 4.4.5.

After this pre-selection, the resolved and boosted topology selections are defined as follows. In the resolved topology selection, the following criteria are imposed:

- At least four small-$R$ calorimeter jets with $p_T > 25$ GeV and $|\eta| < 2.5$ are required.
- The $t\bar{t}$ system is reconstructed using a boosted decision tree (BDT) multivariate technique, which attempts to find the correct assignment of the four jets to the partons from $t\bar{t}$ decay in the single-lepton channel. The events are required to pass a cut on the output BDT classifier ($> 0.3$), which is related to the probability that the picked permutation of the jet-to-parton assignments is the correct one. The reconstruction is described in more detail in Sec. 7.3.1.
- If an event passes both the resolved topology selection and the boosted topology selection (below), it is removed from the resolved topology selection. This ensures the orthogonality of the selections, and is motivated by the fact that at high top-quark momenta, the boosted topology selection is more reliable at reconstruction compared to resolved topology reconstruction approach.

The boosted topology selection criteria are as follows:

- The presence of at least one small-$R$ calorimeter jet with $p_T > 25$ GeV and $|\eta| < 2.5$ is required, where the jet must be in the vicinity of the lepton candidate defined by $\Delta R(jet, \ell) < 1.5$. In case of multiple jet matches, the highest-$p_T$ jet is considered in further relevant selection criteria.
- At least one large-$R$ jet with $p_T > 350$ GeV and $|\eta| < 2.0$ is required. The jet must be tagged as originating from top quark using a two-variable tagger applying selection on the jet mass and the $\tau_{32}$ substructure observable. The selection cuts are optimised to yield a constant 80%
efficiency as a function of jet $p_T$ to tag jets labelled as top-quark jets using the \textit{inclusive} definition introduced in Ch. 5.

- The large-$R$ jet candidate must be isolated from the small-$R$ jet close-by the lepton, and must be back-to-back to the lepton. Specifically, $\Delta R($large-$R$ jet, small-$R$ jet$) > 1.5$ and $\Delta \phi($large-$R$ jet, $\ell$) > 2.3.

The reconstruction of the $t\bar{t}$ system in the boosted topology is predominantly a task to reconstruct the leptonically-decaying top quark. The hadronic top-quark four-momentum is the four-momentum of the isolated, top-tagged large-$R$ candidate passing the boosted topology selection criteria. The reconstruction of the leptonic top-quark candidate four-momentum is performed using the four-momentum of the lepton and the close-by jet and $E_T^{\text{miss}}$ magnitude and direction in the transverse plane.

In both resolved and boosted topology, the neutrino is reconstructed using the constraint on the $W$ boson mass $m_W = (p_\ell + p_\nu)^2$, where $p_\ell$ and $p_\nu$ are the four-momenta of the electron and neutrino, respectively. The $p_\nu^x$ and $p_\nu^y$ components of the neutrino momentum are determined from the $E_T^{\text{miss}}$ magnitude and the azimuthal angle. The neutrino mass can be neglected, and thus the $m_W$ constraint leads to a quadratic equation where the longitudinal $p_\nu^z$ component is the unknown. If there are two solutions, the solution yielding a value of reconstructed leptonic top-quark mass closer to the value of 172.5 GeV is chosen. If no solution exists, the $E_T^{\text{miss}}$ value is decreased iteratively by a small amount to yield a solution.

### 7.3.1 Reconstruction of $t\bar{t}$ pairs in resolved topology

The reconstruction of $t\bar{t}$ pairs in the resolved topology is challenging due to the combinatorial complexity of assigning individual jets correctly to the corresponding partons from the $t\bar{t}$ decay. Various approaches to $t\bar{t}$ system reconstruction have been tested in the past. A popular choice in the ATLAS top physics precision measurements is the KLFitter [212]. The KLFitter is a likelihood-based algorithm for identification of correct jet-to-parton assignment. The likelihood uses constraints on the mass of the top quarks and the $W$ bosons assuming a Breit-Wigner distribution for the constraints, accounting for detector response by using transfer functions that map the quark transverse energy distribution to the transverse energy of the jet. The discriminant to assess the permutations is the \textit{event probability} which combines the kinematic-based likelihood with information about the $b$-tagging signal efficiency and background rejection to account for the probability of mis-identifying the $b$-jet candidates in the event.

In this analysis, the reconstruction is taken one step forward, by using a techniques based on BDT designed in Ref. [213] and re-trained for the selection used in this analysis. The BDT uses variables related to event kinematics, including the KLFitter event probability. The problem is formulated as a binary classification problem, where the individual permutations are evaluated by the BDT. A correct permutation assignment is considered signal, and incorrect permutations background. The BDT classifier can be understood as a likelihood of the permutation to be the correct one. The implementation of the BDT in the TMVA [214] package is used. Individual jet-to-parton permutations are evaluated using the BDT and the permutation with the highest BDT discriminant value is used for the $t\bar{t}$ reconstruction. Since the number of permutations increases roughly as $n!$ where $n$ is the jet multiplicity in event, permutations are built using only up to five highest-$p_T$ jets in event.

The training of the BDT is performed using SM $t\bar{t}$ events, using the signal and background
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permutations, defined as follows. Each of the quarks from $t\bar{t}$ decay is geometrically matched to jet using $\Delta R < 0.3$ criterion. The signal permutation must have each of the quarks matched to exactly one jet. To ensure the BDT is not over-trained on statistical fluctuations of the training set, the sample of signal and combinatorial $t\bar{t}$ background events is split randomly into an equal-size training and a testing set, where only the training set is used to train the BDT. The trained BDT is evaluated on the testing set, assessing if significant performance differences are observed, such as different distribution of the BDT discriminant between training and the testing set, or a different separation power\(^{(3)}\) observed in the two sets. The total number of signal permutations used in training and testing is $2 \times 10^6$ in 1$b$-exclusive region and $1 \times 10^6$ in the 2$b$-inclusive region. The number of background permutations used in the training and testing is $16 \times 10^6$ in 1$b$-exclusive region and $20 \times 10^6$ in the 2$b$-inclusive region.

The following observables are used as an inputs to the BDT:

- the reconstructed mass of the hadronically-decaying top quark,
- the KLFitter event probability,
- the reconstructed mass of the hadronically-decaying $W$ boson,
- $b$-tagging decision\(^{(4)}\) for the candidate $b$-jet from the semileptonically-decaying top quark,
- $b$-tagging decision for the candidate $b$-jet from the hadronically-decaying top quark,
- $b$-tagging decision for the light jet with the highest $b$-tagging score from the hadronically-decaying $W$ boson,
- the reconstructed mass of the semileptonically-decaying top quark,
- the $\Delta R$ between $b$-jet from the semileptonically-decaying top quark and the lepton,
- the $\Delta R$ between the two light jets from the hadronically-decaying $W$ decay,
- the $p_T$ of the lepton and $b$-jet from the semileptonically-decaying top quark,
- the number of jets in the event,
- the pseudorapidity of the hadronically-decaying top quark,
- and the $\Delta R$ between the two $b$-jets from the $t\bar{t}$ decay.

Further details on the input variables, the training and testing of the BDT are outlined in Ref. [213].

The distribution of the BDT discriminant for the signal and $t\bar{t}$ combinatorial background as determined using the matching of partons to jets, is shown in Fig. 7.1. In the analysis, a cut on the BDT discriminant is performed to suppress non-$t\bar{t}$ backgrounds as well as the combinatorial $t\bar{t}$ background. The choice of cut on BDT discriminant $> 0.3$ was optimised to minimise the statistical uncertainty of the unfolding. Systematic uncertainties were neglected in the optimisation due to the computational complexity of the full analysis chain required. The chosen cut on the BDT discriminant results in a signal to non-$t\bar{t}$ background ratio enhancement by a factor of $\approx 2$ and in 75\% results in correct jet-to-parton assignment in the $t\bar{t}$ reconstruction.

\(^{(3)}\)The separation power quantifies the discrimination power of an observable to distinguish two classes of events, referred to here as signal and background. For binned distributions, it is defined as $1 \sum_i \frac{(s_i - b_i)^2}{(s_i + b_i)}$, where $s_i$ and $b_i$ are the signal and the background yields in $i$th bin of the observable.

\(^{(4)}\)For each permutation, the assigned jet is checked whether it passed the MV2c10 $b$-tagging criterion or not.
### 7.3.2 Signal and background contributions and comparisons to data

The event yields of the individual signal and background processes and the data yields obtained after the selection described in previous section are shown in Table 7.1 and 7.2 for the resolved and boosted topologies, respectively, split in $b$-tagging multiplicity and shown separately for the electron and muon channel.

In Fig. 7.2-7.4, the comparison of data to prediction is shown for the observables that are subsequently unfolded, the $\Delta |y|$ and the double-differential $\Delta |y|$ vs $m_{t\bar{t}}$ and $\Delta |y|$ vs $\beta_{t\bar{t}}$, respectively. The data to prediction ratio in boosted regions shows the previously-discussed mismodelling resulting in an approximately 20% over-estimation of prediction compared to data. A treatment for the normalisation discrepancy is discussed in Sec. 7.6.3.

Table 7.1: Event yields in the lepton+jets resolved channels, split by the lepton flavour ($e$, $\mu$) and $b$-jet multiplicity ($1b$-excl., $2b$-incl.). The total uncertainty on the prediction is shown, including the impact of systematic uncertainties.

<table>
<thead>
<tr>
<th>Process</th>
<th>Electron channel</th>
<th>Muon channel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$1b$-excl.</td>
<td>$2b$-incl.</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>700000 ± 60000</td>
<td>850000 ± 70000</td>
</tr>
<tr>
<td>Single top</td>
<td>41000 ± 6000</td>
<td>22000 ± 4000</td>
</tr>
<tr>
<td>$W +$ jets</td>
<td>90000 ± 5000</td>
<td>10000 ± 6000</td>
</tr>
<tr>
<td>$Z +$ jets</td>
<td>21000 ± 11000</td>
<td>3300 ± 1800</td>
</tr>
<tr>
<td>Diboson</td>
<td>4400 ± 2300</td>
<td>600 ± 400</td>
</tr>
<tr>
<td>$t\bar{V}, t\bar{H}$</td>
<td>2500 ± 1300</td>
<td>3300 ± 1800</td>
</tr>
<tr>
<td>Fake lep.</td>
<td>71000 ± 35000</td>
<td>36000 ± 18000</td>
</tr>
</tbody>
</table>

| Total pred.      | 920000 ± 100000 | 920000 ± 80000 | 1030000 ± 110000 | 1050000 ± 90000 | 922567 | 1046553 | 1086959 |

Data (139 fb$^{-1}$)
Table 7.2: Event yields in the lepton+jets boosted topology, split by the lepton flavour ($e$, $\mu$) and $b$-jet multiplicity ($1b$-excl., $2b$-incl.). The total uncertainty on the prediction is shown, including the impact of systematic uncertainties.

<table>
<thead>
<tr>
<th>Process</th>
<th>Electron channel</th>
<th>Muon channel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$1b$-excl.</td>
<td>$2b$-excl.</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>24000 ± 4000</td>
<td>36000 ± 5000</td>
</tr>
<tr>
<td>Single top</td>
<td>1800 ± 500</td>
<td>1400 ± 600</td>
</tr>
<tr>
<td>$W$ + jets</td>
<td>4400 ± 2400</td>
<td>800 ± 500</td>
</tr>
<tr>
<td>$Z$ + jets</td>
<td>550 ± 300</td>
<td>120 ± 70</td>
</tr>
<tr>
<td>Diboson</td>
<td>410 ± 240</td>
<td>100 ± 70</td>
</tr>
<tr>
<td>$t\bar{t}V$, $t\bar{t}H$</td>
<td>300 ± 180</td>
<td>490 ± 260</td>
</tr>
<tr>
<td>Fake lep.</td>
<td>3000 ± 1500</td>
<td>2300 ± 1200</td>
</tr>
<tr>
<td></td>
<td>35000 ± 6000</td>
<td>41000 ± 6000</td>
</tr>
<tr>
<td>Data (139 fb$^{-1}$)</td>
<td>26999</td>
<td>32155</td>
</tr>
<tr>
<td></td>
<td>34000 ± 6000</td>
<td>42000 ± 6000</td>
</tr>
</tbody>
</table>

Fig. 7.2: The comparison of data to prediction for the $\Delta |y|$ distribution [2]. The $x$-axis labels show the bin edges of the $\Delta |y|$ bins as optimised for the unfolding. All four regions are shown in the plot, denoted by the labels above the distributions. The black points in the bottom plot show the ratio of data to total prediction, with the green band showing the total uncertainty, including both statistical and systematic uncertainties on the prediction in quadrature. The $Z$+VV+$t\bar{t}V$+$ttH$ entry in the legend corresponds to a merged prediction of $Z$+jets, diboson, $t\bar{t}V$ and $t\bar{t}H$ processes.
The goal of this measurement is to measure the charge asymmetry and to compare the results with fixed-order theory predictions. However, the true charge asymmetry in the $t\bar{t}$ pair production is diluted due to detector response and limited acceptance as well as contributions from background processes. It is therefore necessary to correct the measured asymmetry for these effects to make a direct comparison with the theory prediction. Let us first formulate the general problem at hand. The objective is to determine a binned true distribution of the observable of interest, from an observed binned detector-level distribution of the observable of interest. The relation between the true and the detector-level binned distributions can be related through the following equation:

\[ D = S + B = M \cdot T + B, \]

(7.1)

### 7.4 Fully-Bayesian unfolding

#### 7.4.1 Motivation of the unfolding problem

The goal of this measurement is to measure the charge asymmetry and to compare the results with fixed-order theory predictions. However, the true charge asymmetry in the $t\bar{t}$ pair production is diluted due to detector response and limited acceptance as well as contributions from background processes. It is therefore necessary to correct the measured asymmetry for these effects to make a direct comparison with the theory prediction. Let us first formulate the general problem at hand. The objective is to determine a binned true distribution of the observable of interest, from an observed binned detector-level distribution of the observable of interest. The relation between the true and the detector-level binned distributions can be related through the following equation:

\[ D = S + B = M \cdot T + B, \]
where the $D^{(5)}$ is the detector-level (reconstructed) data distribution, $B$ is the distribution of the detector-level background processes contribution, $S = M \cdot T$ is the detector-level signal distribution, $T$ is the unknown true distribution of interest, and $M$ is the response matrix that encodes the detector response and acceptance. In the equation above, $T$ is the distribution that we want to determine from data $D$. The solution to this problem also requires estimation of the backgrounds $B$ as well as the response matrix $M$.

The response matrix is typically estimated from MC simulation, where both information of the underlying true distribution and the reconstructed distribution is available, giving the ability to simulate the migrations and the acceptance. The response matrix encodes the following information:

$$M_{ij} = M_{ij} \epsilon_j \quad \text{(no summation over index } j \text{ is performed here)}, \quad (7.2)$$

where:

- $M_{ij}$ is the normalised migration matrix, that gives the probability that a reconstructed event from true distribution bin $j$ migrated to reconstructed distribution bin $i$
- $\epsilon_j$ is the acceptance; the probability that event from true distribution bin $j$ is reconstructed and passes event selection criteria.

Assuming we have the estimate of background processes, and the response matrix, the task of unfolding is to recover the true distribution from the reconstructed distribution. A naive solution by using matrix inversion in Eq. 7.1 can rarely be used, as the original problem is ill-defined. The inversion of the matrix can amplify statistical fluctuations in data as well as in the response matrix, resulting in a wildly oscillating solution. There are many unfolding methods that take different approaches to solving this numerical problem. We will focus on the method, that is used in this thesis, the Fully-Bayesian unfolding (FBU) [193].

The FBU is a method that performs unfolding by applying Bayes’ theorem, yielding a full posterior probability distribution of the unfolded spectra. It employs likelihood formalism, allowing for a natural inclusion of systematic uncertainties as nuisance parameters. Via Bayesian marginalisation, the inclusion of systematic uncertainties allows to reduce total uncertainty by accounting for correlations between the nuisance parameters and by constraining the nuisance parameters.

### 7.4.2 Application of Bayesian inference

The unfolding problem illustrated in previous section can be written down in terms of the Bayes’ theorem. We have measured the data distribution $D$ of the observable of interest. Let us assume that we have an estimate of total background contribution $B$, composed of $N_b$ background processes, and we have the knowledge of detector and reconstruction response encoded in a response matrix $M$. We would like to know, what is the probability of having a true distribution $T$ given the observed data $D$.

In terms of the Bayes’ theorem:

$$P(T|D, M) \propto \mathcal{L}(D|S(T, M), B) \pi(T), \quad (7.3)$$

where $P(T|D, M)$ is the posterior probability of the true distribution $T$, $\mathcal{L}(D|S(T, M), B)$ is the likelihood function of $D$ given $S(T, M)$ and $B$, and $\pi(T)$ is the prior probability density for the true

---

(5) A bold symbol denotes a one-dimensional vector, such as a one-dimensional binned distribution.
7. Charge asymmetry measurement in $t\bar{t}$ single-lepton channel

Spectrum $\mathbf{T}$. The spectra are represented by binned histograms with $N_r$ reconstructed bins and $N_t$ true bins, respectively, i.e. $\mathbf{D}, \mathbf{S} \in \mathbb{R}^{N_r}$, $\mathbf{T} \in \mathbb{R}^{N_t}$ and $\mathbf{M} \in \mathbb{R}^{N_r} \times \mathbb{R}^{N_r}$. By sampling the prior probability distribution $\pi(\mathbf{T})$ and propagating the values of the sampled $\mathbf{T}$ through the likelihood, it is possible to obtain the full posterior distribution of the true spectrum $\mathbf{T}$. Note that no matrix inversion is actually performed in this approach. In the following sections, we will explain how the $\pi(\mathbf{T})$ is chosen, what is the exact definition of the likelihood $\mathcal{L}(\mathbf{D}|\mathbf{S}(\mathbf{T}, \mathbf{M}), \mathbf{B})$, and how the sampling of the priors is performed.

Likelihood

The likelihood in Eq. 7.3 is constructed under the assumption that the data is distributed according to Poisson probability:

$$
\mathcal{L}(\mathbf{D}|\mathbf{S}(\mathbf{T}, \mathbf{M}), \mathbf{B}) = \prod_{i=1}^{N_r} \text{Poisson}(d_i|s_i + b_i),
$$

(7.4)

$$
b_i = \sum_{k=1}^{N_t} b^{k}_i,
$$

(7.5)

where $s_i$ is the expected signal yield, $b^{k}_i$ the expected $k^{th}$ background yield, $d_i$ the observed data yield, in $i^{th}$ bin, respectively. The expected detector-level signal distribution $\mathbf{S}$ is given by the (unknown) true distribution $\mathbf{T}$ and the response matrix $\mathbf{M}$:

$$
s_i(\mathbf{T}, \mathbf{M}) = \sum_{j=1}^{N_t} M_{ij} t_j f_j^{-1},
$$

(7.6)

where $t_j$ is the $j^{th}$ bin yield of the true distribution, and the $f_j \leq 1$ is an out-of-fiducial correction, accounting for events which are reconstructed, but do not pass the selection imposed at the true level (fiducial cuts). In this measurement, the unfolding is performed to full phase space, in other words there are no fiducial cuts and therefore $f_j = 1$.

Prior probability

The prior probability density $\pi(\mathbf{T})$ should be based on what we know about $\mathbf{T}$ before the measurement is performed. The simplest possible choice is a flat, so-called “uninformative” prior, which is a bounded uniform distribution given by minimum and maximum value $t_i^{\text{min}}$ and $t_i^{\text{max}}$ in each of the bins of the true distribution:

$$
\pi(\mathbf{T}) \propto \begin{cases} 
1 & \text{if } t_i \in [t_i^{\text{min}}, t_i^{\text{max}}], \forall i \in [1, N_t] \\
0 & \text{otherwise}
\end{cases}.
$$

(7.7)

The “uninformative” prior thus makes no preference for any choice of $\mathbf{T}$ as long as it is within the specified bounds. It is possible to extend this choice of prior with additional information, effectively
introducing further regularisation \((6)\), defined by a function \(S(T)\):

\[
\pi(T) \propto \begin{cases} 
  e^{\alpha S(T)} & \text{if } t_i \in [t_i^{\text{min}}, t_i^{\text{max}}], \forall i \in [1, N_t] \\
  0 & \text{otherwise}
\end{cases}
\tag{7.8}
\]

where \(\alpha\) is a free parameter impacting the strength of the regularisation. This enables the use of additional prior made assumptions about \(T\) to constrain the parameter space, potentially decreasing the variance of the unfolding, however at the cost of an additional bias.

In this analysis, an uninformative prior from Eq. 7.7 is used, where \(t_i^{\text{min}} = 0\) and \(t_i^{\text{max}} = 2t_i^{\text{MC}}\), where \(t_i^{\text{MC}}\) is the predicted true yield in \(i\)th bin of the \(\Delta |y|\) distribution, based on the SM \(t\bar{t}\) MC prediction used in this analysis. In other words, the bounds of the uniform are given by a \(\pm 100\%\) interval around the MC-based prediction. It is found that no additional regularisation function is necessary to eliminate spurious fluctuations in the unfolded true distribution. The choice of the uninformative prior is also motivated by the fact that there is no previous unfolded measurement of the \(\Delta |y|\) observable at 13 TeV. Therefore the prior knowledge of the observable is limited to MC predictions which have been compared to unfolded data distributions of other observables but not the \(\Delta |y|\) observable. Other intervals of the choice of the prior interval were also tested, both smaller and larger, and were found to have no impact on the unfolded result.

**Inclusion of nuisance parameters in FBU**

The likelihood formalism employed in FBU allows for a natural inclusion of systematic uncertainties as nuisance parameters (NPs), that encode the imperfect knowledge of various parameters in the model of the analysis. The systematic uncertainties affect the detector-level distributions of both signal and background contributions, in other words their impact is quantified by an alternative distribution of the detector-level observable with generally different shape and/or yield. In FBU, the likelihood \(\mathcal{L}(D|S(T, M), B)\) is extended by the NPs into a marginal likelihood defined as:

\[
\mathcal{L}(D|S(T, M), B) = \int \mathcal{L}(D|S(T, M; \theta), B(\theta))\pi(\theta)\theta, \tag{7.9}
\]

where \(\theta\) denotes all the NPs and \(\pi(\theta)\) their priors. The priors are probability distribution functions of the parameters of the model that encompass the information about auxiliary measurements in which the unknown parameters of the model are determined with a limited precision that defines the systematic uncertainty. There are many various NPs that can be implemented in the marginal likelihood. The individual systematic uncertainties affecting the measurement are discussed in detail in Sec. 7.6. Here we discuss the types of NPs that are considered.

**Background normalisations \(\theta_b\),** which only affect the respective background prediction. The prior for these uncertainties is Gaussian with \(\mu = 0\) and \(\sigma = 1\), truncated to prevent negative yield. These uncertainties introduce only a shift in total yield of the background contribution.

**Uncertainties due to object reconstruction, identification and calibration, \(\theta_r\),** impacting both signal \(S(T, M; \theta_r)\) and background \(B(\theta_r, \theta_b)\). These uncertainties are usually assumed to be Gaussian, providing a \(\pm 1\sigma\) variations on the detector-level observable of interest. The prior is a Gaussian with

---

\((6)\) It should be noted, that the bounded uniform prior contains in itself regularisation, since it by definition puts constraints on the possible values of the true spectrum.
where $\mu = 0$ and $\sigma = 1$. Theoretical uncertainties on the MC predictions are also commonly introduced in this manner.

The bins of the detector-level signal distribution $S(T, M; \theta_r)$ with included NPs are defined as follows:

$$ s_i(T, M; \theta_r) = s_i(T, M; 0) \left( 1 + \sum_k \theta^k_r \Delta s^k_i \right), \quad (7.10) $$

where $s_i(T, M; 0)$ is defined in (7.6) and $\Delta s^k_i$ is the relative systematic uncertainty variation on the signal yield in the $i^{th}$ bin corresponding to the $k^{th}$ nuisance parameter $\theta^k_r$. The $\theta^k_r \Delta s^k_i$ terms assume a linear interpolation of the uncertainty variation in-between the $\pm 1 \sigma$ uncertainty bands and a linear extrapolation beyond this interval.

For each background, the respective background prediction is altered in a similar manner:

$$ b^k_i(\theta_r, \theta_b) = b^k_i(0) \left( 1 + \theta^k_b \Delta b^k \right) \left( 1 + \sum_j \theta^j_r \Delta b^{k,j} \right), \quad (7.11) $$

where $b^k_i(0)$ is the predicted yield of the $k^{th}$ background in $i^{th}$ bin, $\Delta b^k$ is the relative uncertainty on the background normalisation and $\Delta b^{k,j}$ is the relative systematic uncertainty variation on the $k^{th}$ background yield in the $i^{th}$ bin corresponding to $j^{th}$ nuisance parameter $\theta^j_r$.

**Statistical uncertainties on the background prediction.** The prime example of this uncertainty is the MC prediction uncertainty due to limited number of generated events, where the true prediction in general differs from the generated prediction due to statistical fluctuations. To account for this effect, an approach inspired by a proposal from Barlow and Beeston in [215] is used, where each bin $i$ of the total background prediction $B$ receives an additional nuisance parameter $\gamma_i$, which has a flat prior and a Poisson constraint on the statistical uncertainty of $B$. The full likelihood term is defined as:

$$ \mathcal{L}(D|S(T, M; \theta_r), B(\theta_r; \theta_b), \gamma) = \prod_i^{N_b} \text{Poisson}(d_i|s_i(T, M; \theta_r) + \gamma_i b_i(\theta_r, \theta_b)) \text{Poisson}(\tau_i|\gamma_i \tau_i) \quad (7.12) $$

$$ \gamma_i b_i(\theta_r, \theta_b) = \gamma_i \sum_{k=1}^{N_b} b^k_i(\theta_r, \theta_b) $$

with the $s_i(T, M; \theta_r)$ defined in Eq. 7.10 and $b^k_i(\theta_r, \theta_b)$ defined in Eq. 7.11. In the constraint term, $\tau_i = (b_i/\delta b_i)^2$, where $b_i$ is defined in Eq. 7.5 and $\delta b_i$ is the statistical uncertainty of $b_i$. In this configuration, the $\gamma$ NPs are distributed according to Gamma probability distribution function, and the total background yield $\gamma_i b_i$ in $i^{th}$ bin is allowed to fluctuate around the nominal value $b_i$ at a penalty introduced by the Poisson constraint.

Finally, the nuisance parameters are not the parameters of interest, only the true distribution $T$ is. Hence, in the Bayesian marginalisation, the nuisance parameters are integrated out, or marginalised. The marginal likelihood is defined as:
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\[ \mathcal{L}(D|S(T, M), B) = \int \mathcal{L}(D|S(T, M; \theta_r), B(\theta_r, \theta_b); \gamma) \pi(\theta_r)\pi(\theta_b)\pi_{\text{flat}}(\gamma)d\theta_r d\theta_b d\gamma. \quad (7.13) \]

Combining Eq. 7.3 and 7.13, the marginalised posterior probability density for a true distribution, \( T \), is obtained numerically using random sampling in the \( N_T + N_{\text{NP}} \) parameter space and projecting the samples into the \( T \)-parameter space, where \( N_{\text{NP}} \) is the total number of nuisance parameters.

Similarly, marginalised posterior distributions of the individual NPs can also be obtained, by projecting all other parameters into the one-dimensional space of the NP of interest. An example marginalised posterior of a NP from unfolding of the Asimov dataset\(^{(7)}\) is shown in Fig. 7.5. Typically, the mean and the variance of the marginalised posterior of the NP are interpreted as the marginalised NP pull and constraint, and commonly, though not necessarily, the marginalised posterior distribution is Gaussian. The meaning of marginalised pull and constraint should not however be assumed to be equivalent to the meaning of pull and constraint in profile-likelihood formalism, because the marginalisation process includes the effect of correlations with the other marginalised parameters, which is not the case of profile-likelihood formalism, where a pull or a constraint of a parameter is simply the projected value of the parameter corresponding to the maximum of the likelihood. A Bayesian estimate equivalent to the profile likelihood is the maximum a posteriori (MAP) if the choice of the true distribution prior is uniform, which is the case in this analysis. In this case, the MAP estimate is basically the mode of the likelihood, obtained via minimization similar to profile likelihood formalism. Thus, for posterior distributions or results, where MAP estimate is quoted, such estimate is obtained by minimising the negative logarithm of the likelihood in Eq. 7.12. If the observable in the likelihood is sensitive to a particular uncertainty, the corresponding nuisance parameter can be further constrained from the data. The constraint manifests itself by narrower width of the posterior distribution compared to the prior distribution. Constraints reduce the uncertainty on the observable of interest, one of the main motivations to use the Bayesian marginalisation. Additionally, likelihood formalism allows to take into account the NP correlations in the marginalisation, leading to further reduction of the total uncertainty. An estimate of the expected constraints can be obtained by unfolding the Asimov dataset.

**Relation between \( A_C \) and \( \Delta |y| \) observables in FBU**

In the charge asymmetry measurement, the mean of the posterior for each bin of \( T \) corresponds to the central value in the corresponding bin of the unfolded \( \Delta |y| \) distribution. However, the quantity of interest is the charge asymmetry \( A_C \). Formally, the relation between \( A_C \) posterior and the \( T \) posterior is defined by:

\[ p(A_C|D) = \int dT \delta(A_C - A_C(T)) P(T|D). \quad (7.14) \]

where \( A_C(T) \), is the definition of charge asymmetry from Eq. 2.9, \( \delta \) denotes the Dirac \( \delta \)-distribution and \( P(T|D) \) is the \( N_T \)-dimensional posterior distribution of \( \Delta |y| \) estimated by the FBU method from data \( D \). In practice, the posterior defined in Eq. 7.14 is obtained by calculating the \( A_C \) value for every

\(^{(7)}\)The Asimov dataset is the total predicted distribution, i.e. the sum of predicted signal and background distributions of the observable of interest.
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Fig. 7.5: Example of a marginalised posterior distribution of a NP corresponding to JER uncertainty. The blue histograms shows the distribution of the samples from the FBU sampling. The Gaussian prior (red line) as well as Gaussian fit to the posterior (orange line) is shown, highlighting a small ($\approx 7\%$) constraint of the NP obtained in the inclusive Asimov $A_C$ unfolding.

sample from the $\mathcal{N}_t$-dimensional $\Delta |y|$ posterior distribution. The result of this per-sample calculation is a one-dimensional posterior distribution of $A_C$, where the mean and the variance of the distribution is interpreted as the central value and the uncertainty on $A_C$. This approach correctly accounts for correlations between the bins of the unfolded $\Delta |y|$ distribution in the uncertainty on $A_C$.

Combination of multiple regions in the unfolding

The likelihood formalism allows for a natural combination of multiple regions with different signal and background composition by taking a product of per-region likelihoods, with the exception of the nuisance parameter priors which are shared among the regions. Combining multiple regions allows to constrain certain systematic uncertainties in regions sensitive to the source of the uncertainty. It also is useful if regions differ in their sensitivity to the observable of interest, potentially reducing sources of dilution. Multiple regions may also enhance the information on the correlations of the systematic uncertainties, which in general impact multiple regions simultaneously. The marginalised likelihood with multiple channels is defined as:

$$
\mathcal{L}(\mathbf{D}_1 \ldots \mathbf{D}_\nu | \mathbf{S}_1(\mathbf{M}_1, \mathbf{T}), \ldots \mathbf{S}_\nu(\mathbf{M}_\nu, \mathbf{T}), \mathbf{B}_1 \ldots \mathbf{B}_\nu) = \int d\theta \prod_{i=1}^\nu \mathcal{L}(\mathbf{D}_i | \mathbf{S}_i(\mathbf{M}_i, \mathbf{T}, \theta), \mathbf{B}_i(\theta)) \, \pi(\theta).
$$

(7.15)

In the unfolding, a single true distribution $\mathbf{T}$ is unfolded, therefore for each region $i$, a separate response matrix $\mathbf{M}_i$ describes the migration and acceptance of events from the region into the common $\mathbf{T}$ distribution.

In this analysis, a combination of four regions is done, split in 1$b$-exclusive and 2$b$-inclusive $b$-jet multiplicity and in resolved and boosted topologies.
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**Sampling**

To obtain the marginalised posterior distribution of the true spectrum $T$, it is necessary to sample the $(N_t + N_{np})$-dimensional parameter space, where $N_{np}$ is the number of NPs, and for each point evaluate the $\mathcal{L}(D|T, M, B)\pi(T)$ term. This is effectively equivalent to performing a numerical integration of the likelihood over the NPs, and obtaining $N_t$ dimensional posterior distribution of $T$, which can subsequently be used to obtain the $A_C$ posterior. In order to sample this high-dimensional space efficiently, Markov Chain Monte Carlo (MCMC) techniques [216] are used. The FBU implementation used in this analysis is based on the PyMC3 [217] probabilistic programming library, and the MCMC sampling algorithm employed is the No-U-turn sampler (NUTS) [218], based on Hamiltonian Monte Carlo methods, which exploit gradient information in the sampling.

The NUTS sampler works in two stages. In the first stage, tuning sampling is performed, during which the parameter space is scanned to adapt the sampling step size, to estimate initial parameter values, and to estimate the covariance matrix of the parameters. The tuning steps are discarded afterwards. At the second stage, the sampler is set up with the previously determined parameters of the sampler to obtain samples used for posteriors. In this analysis, the NUTS sampler is used to sample four chains in parallel, which brings two major advantages. Firstly, this allows to leverage multi-core processors to parallelise and thus speed up the unfolding. Secondly, before the tuning, each of the chains is initialised with random independent parameter values, and after the full sampling the Gelman-Rubin test statistic [219] is calculated to check that good convergence across the chains is obtained, ensuring larger robustness of the sampling in contrast to using a single chain.

The number of tuning and sampling steps are free parameters, that need to be determined. Typically at least 500 tuning steps are needed, but the actual number depends on the problem being solved. The PyMC3 library provides robust diagnostics if the amount of tuning steps is insufficient. In this analysis, 2500 tuning steps per each chain were found to be more than sufficient. The number of sampling steps determines the accuracy of the posterior estimates. The nuisance parameters and the $\Delta |y|$ bin posterior means and $A_C$ posterior means were found to be stable at the order of 10000 sampling steps. In the analysis, 40000 steps are sampled in total (10000 per chain). A systematic uncertainty on the statistical precision due to finite number of sampling steps is assessed in Sec. 7.6.3, showing that the chosen number of tuning and sampling steps leads to negligible statistical fluctuations of the $A_C$ posterior mean.

7.5 Optimisation of binning

The choice of $\Delta |y|$ binning in this analysis can be divided into two steps. Firstly, for differential measurements of $A_C$, binning of the double-differential $X$ vs $\Delta |y|$ distribution must be chosen. This means appropriate choice of the binning for $m_t$ and $\beta_{zt}$ observables, here referred to as differential binning. The second step involves the choice of binning for the $\Delta |y|$ observable.

The choice of binning of the differential distributions is a compromise between fine binning and sufficient amount of statistics. Finer binning allows to probe the dependence of the $A_C$ in more detail, allowing for more precise comparisons with SM predictions and larger constraining power for BSM interpretations. In addition, both high-$m_t$ and high-$\beta_{zt}$ regions of phase space are interesting due to the enhancement of the charge-asymmetric $q\bar{q} \rightarrow t\bar{t}$ contribution. The following differential bins are
used:

- $m_{t\bar{t}}$ bins: $< 500$ GeV, [500, 750], [750, 1000], [1000, 1500] GeV, $> 1500$ GeV (in boosted regions, the $m_{t\bar{t}} < 500$ GeV bin is removed due to negligible acceptance given the selection criteria).

- $\beta_{z,t\bar{t}}$ bins: $[0, 0.3]$, $[0.3, 0.6]$, $[0.6, 0.8]$, $[0.8, 1]$.

The $\Delta |y|$ distribution requires at least two bins, $\Delta |y| < 0$ and $\Delta |y| > 0$ to calculate the $A_C$, however previous measurements [71] show that two bins are insufficient to accurately describe the migrations between true and detector-level distributions, leading to biased response of the unfolding. Therefore, four $\Delta |y|$ bins are used instead with bin edges $[-5.0, x, 0, x, 5.0]$, where $x$ denotes the inner bin edge, that must be chosen for each differential bin separately. The contribution of $t\bar{t}$ pairs produced at $|\Delta |y|| > 5.0$ is negligible.

The figure of merit in the choice of the $\Delta |y|$ binning is the linearity of the response of the unfolding. This is tested by injecting asymmetry into the SM $t\bar{t}$ MC prediction based on light axigluon\(^{(8)}\) BSM models generated using Protos generator. Both the true-level and detector-level signal $\Delta |y|$ distributions are reweighted event-by-event according to $\Delta |y|$ ratio of axigluon to SM prediction. In an ideal case, the $A_C$ unfolded from the Asimov dataset built using the reweighted detector level signal distribution should match the $A_C$ of the reweighted true signal distribution. Eight points with different choice of axigluon couplings are used for this test, varying in the asymmetry from approximately $\pm 1\%$ up to $\pm 5\%$. For each reweighting point, the unfolding test is repeated using 300 pseudo-experiments, where the axigluon-reweighted Asimov dataset prediction is smeared according to the expected uncertainty, assuming Poisson statistics\(^{(9)}\). The dependence of mean unfolded $A_C$ from the pseudo-experiments as a function of the true $A_C$ is fitted using linear function. For an unbiased response, we expect slope of the fit equal to one and offset equal to zero.

Due to the computational complexity of the pseudo-experiments, the binning optimisation is performed using stat-only unfolding\(^{(10)}\). Additionally, optimising the inner $\Delta |y|$ bin edge for multiple differential bins leads to a sizeable dimensionality of the optimisation problem. Due to this, a random scan of binning is performed initially, and final binning is obtained iteratively by tuning the bin edges to minimise the offset and obtain slope close to unity, until binning with linearity is found. While the procedure is to some extent arbitrary and not guaranteed to find the global best binning in terms of slope and offset, we assign in Sec. 7.6.3 an uncertainty due to the residual non-closure in linearity and demonstrate in Sec. 7.7 that this uncertainty is negligible. For the optimised $\Delta |y|$ binning, the linearity test is repeated with the inclusion of full set of systematic uncertainties as NPs in the unfolding. This is done to ensure that the injected asymmetry is not absorbed by pulls of nuisance parameters, thus deteriorating the linearity. The binning choice used for both inclusive and differential observables as well as the slope and offset values from the full-systematics linearity tests are shown in Table 7.3. In addition, the migration matrices for the chosen binning are shown in App. C.1.

\(^{(8)}\) The mass of the axigluons in this model are set to 250 GeV.

\(^{(9)}\) The expected uncertainty of an Asimov dataset for $i^{th}$ bin of the distribution is $\sqrt{\mu_i}$, where $\mu_i$ is the respective bin yield.

\(^{(10)}\) No systematic uncertainties are included as NPs in the unfolding.
Table 7.3: The $\Delta |y|$ binning for inclusive and differential $A_C$ unfolding. Both the slope and the offset from the linearity test are shown, along with their uncertainties from the fit.

| Differential bin | $\Delta |y|$ binning | Linearity |
|------------------|----------------------|-----------|
|                  |                      | slope     | offset    |
| Inclusive        | [-5, -0.5, 0, 0.5, 5] | 0.998 ± 0.001 | 0.0000 ± 0.0000 |
| $m_{t\bar{t}} < 500$ GeV | [-5, -0.4, 0, 0.4, 5] | 1.001 ± 0.003 | 0.0001 ± 0.0001 |
| $m_{t\bar{t}} \in [500, 750]$ GeV | [-5, -0.6, 0, 0.6, 5] | 0.986 ± 0.001 | 0.0001 ± 0.0000 |
| $m_{t\bar{t}} \in [750, 1000]$ GeV | [-5, -1.0, 0, 1.0, 5] | 0.997 ± 0.003 | 0.0002 ± 0.0001 |
| $m_{t\bar{t}} \in [1000, 1500]$ GeV | [-5, -0.9, 0, 0.9, 5] | 0.998 ± 0.004 | -0.0004 ± 0.0002 |
| $m_{t\bar{t}} > 1500$ GeV | [-5, -0.9, 0, 0.9, 5] | 1.027 ± 0.016 | -0.0009 ± 0.0005 |
| $\beta_{z,t\bar{t}} \in [0, 0.3]$ | [-5, -0.3, 0, 0.3, 5] | 1.015 ± 0.006 | -0.0001 ± 0.0001 |
| $\beta_{z,t\bar{t}} \in [0.3, 0.6]$ | [-5, -0.3, 0, 0.3, 5] | 1.007 ± 0.002 | 0.0002 ± 0.0001 |
| $\beta_{z,t\bar{t}} \in [0.6, 0.8]$ | [-5, -0.5, 0, 0.5, 5] | 1.012 ± 0.002 | -0.0005 ± 0.0001 |
| $\beta_{z,t\bar{t}} \in [0.8, 1.0]$ | [-5, -0.7, 0, 0.7, 5] | 0.995 ± 0.002 | 0.0007 ± 0.0001 |

7.6 Systematic uncertainties

A wide range of systematic uncertainties are considered in the measurement of the charge asymmetry and described in this section. Many of the uncertainties are similar in approach to those described in Sec. 6.4. However some differences are expected due to the expansion of this analysis to the full Run-II dataset usage and due to updated, more precise measurements of the various object-related properties, from which the systematic uncertainties arise. The relevant differences are highlighted in the respective uncertainty descriptions.

The individual systematic uncertainties are included as nuisance parameters in the unfolding, with a Gaussian prior, unless otherwise specified. A technical limitation of the FBU implementation used in this analysis is that it does not allow for treatment of asymmetrical uncertainties, therefore the individual up and down variations of uncertainties are symmetrised according to the following formula:

$$\sigma_{\text{symm}}(X) = \frac{1}{2} \left| \sigma_{\text{up}}(X) - \sigma_{\text{down}}(X) \right|,$$

(7.16)

where $\sigma_{\text{up}}(X)$ and $\sigma_{\text{down}}(X)$ are the up and down variations of a binned observable $X$ and $\sigma_{\text{symm}}(X)$ is the symmetrised variation. The individual two-sided variations are checked for strongly asymmetric behaviour, which would lead to a potentially significant underestimation in the symmetrised variation. Special cases of uncertainties, where asymmetric behaviour is expected, are treated individually, and explicitly mentioned. One-sided variations are symmetrised to create two-sided variations, where both up and down variation have the same magnitude as the original one-sided variation.

7.6.1 Experimental uncertainties

The pile-up, lepton, large-$R$ jet, $E_{T}^{\text{miss}}$ and flavour tagging uncertainties use the same methodology as those in Sec. 6.4.1, with dedicated validations performed for the different pile-up and other collision
conditions in 2017 and 2018 year of data-taking. Below we highlight the differences in the uncertainties, which mostly included updated small-$R$ jet JES and JER uncertainties, and reduction in the luminosity uncertainty.

**Small-$R$ jet uncertainties**

In this analysis, the JES uncertainty is propagated using a more detailed parametrisation using 29 NPs in total, which are decorrelated using eigenvector decomposition. The NPs comprise of multiple characteristic sources of uncertainties. Firstly, 16 NPs describe the uncertainties associated with the individual in-situ calibration methods described in Sec. 4.4.3. Five NPs are related to the uncertainties on the $\eta$ inter-calibration. Four NPs arise from the uncertainties on the correction of jet energy to pile-up effects. Additionally, in the calibration process, assumptions are made about the flavour composition of jets (fraction of quark- and gluon-induced jets), and an uncertainty on the composition is added, where by default it is assumed that 50% of jets are quark-initiated, with a 50% uncertainty on this fraction. Furthermore, the detector and reconstruction response differs for quark- and gluon-initiated jets due to difference in properties such as shower shape in the calorimeter system and the charge particle multiplicity in the jet. As such, one NP is added to characterise the uncertainty on the flavour dependence. Finally, a single NP is added to account for the uncertainty on the JES calibration due to punch-through\(^{(11)}\) and a single NP accounts for high-$p_T$ extrapolation of the JES calibration \([124]\).

The JER uncertainty is derived in dijet events in the same manner, as in Sec. 6.4.1, via techniques similar to those in \([181]\), but is propagated via a finer parametrisation using 8 decorrelated NPs in total.

**Luminosity uncertainty**

The luminosity for full Run-II dataset is determined with an uncertainty of 1.7% \([186]\), propagated to all MC simulated processes in the analysis.

### 7.6.2 Signal and background modelling uncertainties

**Signal modelling uncertainties**

The signal modelling uncertainties are estimated via comparisons of several different generator setups described in Sec. 7.1.1 designed to probe a particular aspect of the $t\bar{t}$ modelling. The uncertainty on the amount of ISR is estimated by comparing the nominal sample with two samples with alternative $\mu_R$, $\mu_F$ and $h_{\text{damp}}$ settings in the ME, as specified in 7.1.1, yielding a sample with enhanced and suppressed ISR. The FSR variations are obtained by varying the $\mu_R$ scale of the Var2c parameter of the A14 tune by a factor of 0.5 and 2.0 with respect to the nominal scale \([188]\). To judge, which of the up and down variations for both ISR and FSR has larger impact on the charge asymmetry, the unfolding is repeated using either of the variations, taking the one yielding a larger total uncertainty on the unfolded asymmetry.

The uncertainty on the modelling of PS and hadronisation is estimated by replacing the nominal Powheg+Pythia8 generator with Powheg+Herwig7. In a similar manner, the uncertainty

---

\(^{(11)}\)Punch-through denotes the phenomenon, when a jet passes through the whole calorimeter system without being fully absorbed.
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on the matching of PS and ME is estimated by comparing the nominal Powheg+Pythia8 with MadGraph5_aMC@NLO +Pythia8.

An uncertainty on the top-quark mass is considered by comparing the nominal sample prediction which uses $m_{\text{top}} = 172.5$ GeV, with predictions with a mass of 172 GeV\(^{(12)}\).

Finally, an uncertainty on the choice of PDF set in the signal sample is assessed using the PDF4LHC15 prescription [190] similarly as in Sec. 6.4.2. Each of the 30 variations is assigned to a separate NP in the unfolding.

Since the charge asymmetry is a ratio of production rates, signal normalisation variations do not impact the asymmetry nor its uncertainty. Due to this signal normalisation uncertainty and generally normalisation effects of any uncertainties which only impact the signal distribution have no effect on the asymmetry. Therefore, signal modelling uncertainties are normalised to nominal prediction, thus only impacting the shape of distributions. This is done also to avoid potential constraints of the corresponding NPs due to differences in the normalisation of the various generator predictions.

The high purity of the selection combined with small data statistical uncertainty with the full Run-II dataset and the large $t\bar{t}$ modelling uncertainties estimated from comparisons of two generator setups result in constraints of these uncertainties. In order to reduce potential over-constraints, all of the uncertainties with the exception of PDF variations are decorrelated between resolved and boosted regions, resulting in two NPs per uncertainty, each affecting either resolved or boosted regions independently. This approach reduces the constraints, in particular the transfer of constraint from one region into another, and is thus a more conservative approach. This avoids the questionable assumption that the modelling across both resolved and boosted kinematics is sufficiently accurate.

Normalisation uncertainties of MC-predicted processes

Each of the MC simulated backgrounds has an associated normalisation uncertainty, that is added as a nuisance parameter with a Gaussian prior truncated at a value of $-1/\sigma_b$, where $\sigma_b$ is the respective background normalisation uncertainty. For example, for a 50% uncertainty, the Gaussian prior is truncated at value $-2$. This is done to disallow negative background yields.

The individual background normalisation uncertainties are listed in Table 7.4. For $W$+jets background, a conservative 50% normalisation uncertainty is assigned and is decorrelated across $1b$-exclusive and $2b$-inclusive regions. This is done as a conservative approach to reduce the transfer of normalisation constraint from $1b$-exclusive into $2b$-inclusive region. The magnitude of the uncertainty is motivated by acceptance effect of $\mu_R$ and $\mu_F$ scale variations leading to 50% (30%) variations in $2b$-inclusive ($1b$-exclusive) regions. Finally, the smallest backgrounds in the analysis, comprising $Z$+jets, diboson, $t\bar{t}V$ and $t\bar{t}H$ production, are combined into a single background, with a conservative 50% normalisation uncertainty.

Modelling uncertainties of the $W$+jets background

The $W$+jets is one of the most-important backgrounds, and is charge asymmetric. In $1b$-exclusive region, is the dominant background contribution. Therefore, uncertainties on its modelling are considered, by considering several scale variations. The CKKW and QSF two-sided scale variations are defined in

\(^{(12)}\)Other alternative mass variations were not generated at the time of this analysis.
Table 7.4: The uncertainties on the normalisation of the individual MC-simulated backgrounds considered in the charge asymmetry measurement.

<table>
<thead>
<tr>
<th>Process</th>
<th>Normalisation uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-top</td>
<td>5.3</td>
</tr>
<tr>
<td>$W$+jets</td>
<td>50.0</td>
</tr>
<tr>
<td>$Z$+jets, diboson, $t\bar{t}V$, $t\bar{t}H$</td>
<td>50.0</td>
</tr>
</tbody>
</table>

the same manner as in Sec. 6.4.2, each of the scale variations added as a single NP. The $\mu_R$ and $\mu_F$ variations are also added as three NPs either shifting the $\mu_R$ scale, or the $\mu_F$ scale, or both $\mu_R$ and $\mu_F$ in a correlated manner. The magnitude of the scale variations are a factor of $\times 0.5$ (“up” variation) and $\times 2.0$ (“down” variation).

**Modelling uncertainties of the single-top-quark background**

The single-top background, in particular the $tW$ production, is the dominant background in the 2b-inclusive region. A number of uncertainties on the modelling are considered using comparisons of predictions between various generator setups, described in Sec. 7.1.2. The uncertainty prescriptions are the same as those for $t\bar{t}$ modelling uncertainties, with the exception of the top-quark mass uncertainty which is not considered for single-top-quark production. In addition, an additional uncertainty on the approach to removal of overlap between $t\bar{t}$ and $tW$ production amplitudes in the ME generation is considered. This uncertainty is estimated by comparing predictions between the diagram subtraction (DS) and diagram removal (DR) scheme, yielding a one-sided systematic variation.

**Uncertainties in the fake and non-prompt leptons estimate**

Two uncertainties are imposed on the data-driven estimate the fake and non-prompt leptons. Firstly, a conservative normalisation uncertainty of 50% is assigned to the estimate. Additionally, an alternative parametrisation to the default choice, described in Sec. 7.2 is used to obtain a systematically varied distribution of the background estimate. The alternative parametrisation uncertainty yield is normalised to the nominal parametrisation choice, making this variation shape-only. Additionally, the shape uncertainty as well as normalisation uncertainty are decorrelated across all four regions, resulting in four NPs for normalisation uncertainty and four NPs for shape uncertainty, respectively. This step is motivated by the fact that the underlying physics processes contributing to the background estimate are different in the individual regions.

**7.6.3 Other systematic uncertainties**

**Treatment of $t\bar{t}$ normalisation mismodelling in boosted region**

The top-quark $p_T$ mismodelling observed in $t\bar{t}$ MC simulation has a large impact in the boosted regions. In the resolved region, the predicted yields agree well with the data as shown in Table 7.1. However in the boosted region, the MC predicts approximately 20% more events than data. Even though the true-level signal distribution in the unfolding is allowed to float freely, the normalisation discrepancy
at detector-level cannot be compensated in both resolved and boosted regions simultaneously. This is because the combined resolved+boosted response matrix binds the migrations between the resolved and boosted regions and the acceptances according to the $t\bar{t}$ MC simulation. Consequently, it is expected that unfolding of data would lead to large pulls of NPs attempting to compensate the boosted regions’ normalisation discrepancy in data.

We introduce a single additional NP with a flat prior, that affects only the signal normalisation in boosted regions, expecting the pull of this NP to absorb the observed normalisation discrepancy. It is expected that this NP should be pulled to $\hat{\theta}_{\text{boosted norm.}} \approx -1$, leading a normalisation correction factor $k_{\text{boosted}} = 0.8$ in the unfolding of data. For the Asimov dataset unfolding the pull should be $\theta_{\text{boosted norm.}} = 0$, corresponding to $k_{\text{boosted}} = 1$. The Table 7.5 shows the observed values of $\hat{\theta}_{\text{boosted norm.}}$ and $k_{\text{boosted}}$, as obtained from the unfolding of both Asimov and data distribution, for $\Delta |y|$ as well as the double-differential $\Delta |y|$ vs $m_{t\bar{t}}$ and $\Delta |y|$ vs $\beta_{z,t\bar{t}}$ observables. The observed normalisation corrections are compatible with the expected values and also compatible between the individual unfolded measurements.

<table>
<thead>
<tr>
<th>Unfolding</th>
<th>Asimov</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\theta}_{\text{boosted norm.}}$</td>
<td>$k_{\text{boosted}}$</td>
</tr>
<tr>
<td>Inclusive $\Delta</td>
<td>y</td>
<td>$</td>
</tr>
<tr>
<td>$\Delta</td>
<td>y</td>
<td>$ vs $m_{t\bar{t}}$</td>
</tr>
<tr>
<td>$\Delta</td>
<td>y</td>
<td>$ vs $\beta_{z,t\bar{t}}$</td>
</tr>
</tbody>
</table>

**Uncertainty due to limited signal MC sample statistics**

Due to the limited number of generated events in the signal MC sample, the response matrix is estimated with a limited statistical precision. The resulting uncertainty is estimated by performing pseudo-experiments, where the bins of the response matrix are smeared and the Asimov dataset is unfolded by the smeared response matrix. The bins of the response matrix are smeared by a Gaussian with mean equal to the bin content and the standard deviation equal to the MC statistical uncertainty of the bin. A distribution of the unfolded $A_C$ of pseudo-experiments is obtained, where the standard deviation of this distribution is taken as the actual systematic uncertainty on $A_C$.

**Uncertainty due to unfolding non-closure**

The linearity tests in Sec. 7.5 show small deviations from an ideal slope of one and offset of zero. A bias uncertainty is defined in the following, which quantifies by how much does the true value of $A_C$ differ from the unfolded $A_C^{\text{meas.}}$ value, given the observed slope $a$ and offset $b$ in the linearity test:

$$\sigma_{\text{bias}}(A_C^{\text{meas.}}) = A_C^{\text{meas.}} \frac{A_C^{\text{meas.}} - b}{a}$$

(7.17)
Uncertainty due to limited number of sampling steps in FBU

Due to the random nature of the MCMC sampling employed in FBU, repeating the unfolding each time yields a slightly different result. To quantify, how much the results can vary due to the limited number of MCMC steps, the Asimov unfolding is repeated 500 times. A distribution of the unfolded $A_C$ values is obtained, where the standard deviation of this distribution expresses the uncertainty on the unfolded $A_C$ due to the limited number of sampling steps. In a similar manner, the distribution of the unfolded $A_C$ uncertainty from the 500 unfolding repetitions gives an estimate of the variance of the unfolding uncertainty. The results of this test are summarised in Table 7.6. In general, the variations in the unfolded $A_C$ central value reach up to order of 1%, with the lowest $\beta_{z,\bar{t}}$ bin showing a 15% variation. However the predicted asymmetry in this bin is very close to zero, therefore the relative variation is not a meaningful metric, and in contrast to the unfolded $A_C$ uncertainty in this bin, the variation is negligible. The test also shows that the MCMC fluctuations impact the unfolded uncertainty by less than 0.5% for any of the inclusive or differential $A_C$ measurements. The conclusion therefore is that the variations are negligible and the amount of MCMC steps used is sufficient. No uncertainty due to the variations is assigned to the final result.

Table 7.6: Stability test of the FBU with respect to the amount of sampling steps performed. The test is performed by 500 repetitions of the Asimov unfolding with all NPs. The unfolded $A_C$ columns show the mean value $\mu_{PE}$ and the standard deviation $\sigma_{PE}$ of the unfolded $A_C$ obtained from the ensemble, and the resulting relative standard deviation $\sigma_{PE}/\mu_{PE}$. In a similar manner, the unfolded $\sigma(A_C)$ columns show the mean value and the standard deviation of the unfolded $A_C$ uncertainty obtained from the ensemble. The rows show the individual inclusive and differential unfolded $A_C$ bin results.

<table>
<thead>
<tr>
<th>Inclusive</th>
<th>Unfolded $A_C$</th>
<th>Unfolded $\sigma(A_C)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu_{PE} \pm \sigma_{PE} \times 10^{-2}$</td>
<td>$\frac{\sigma_{PE}}{\mu_{PE}}$ [%]</td>
</tr>
<tr>
<td>$m_{t\bar{t}} &lt; 500$ GeV</td>
<td>0.290 ± 0.002</td>
<td>0.76</td>
</tr>
<tr>
<td>$m_{t\bar{t}} \in [500, 750]$ GeV</td>
<td>0.420 ± 0.001</td>
<td>0.28</td>
</tr>
<tr>
<td>$m_{t\bar{t}} \in [750, 1000]$ GeV</td>
<td>0.476 ± 0.003</td>
<td>0.69</td>
</tr>
<tr>
<td>$m_{t\bar{t}} \in [1000, 1500]$ GeV</td>
<td>0.639 ± 0.004</td>
<td>0.68</td>
</tr>
<tr>
<td>$m_{t\bar{t}} &gt; 1500$ GeV</td>
<td>1.143 ± 0.015</td>
<td>1.27</td>
</tr>
<tr>
<td>$\beta_{z,\bar{t}} \in [0.0, 0.3]$</td>
<td>0.020 ± 0.003</td>
<td>15.31</td>
</tr>
<tr>
<td>$\beta_{z,\bar{t}} \in [0.3, 0.6]$</td>
<td>0.153 ± 0.002</td>
<td>1.13</td>
</tr>
<tr>
<td>$\beta_{z,\bar{t}} \in [0.6, 0.8]$</td>
<td>0.224 ± 0.003</td>
<td>1.17</td>
</tr>
<tr>
<td>$\beta_{z,\bar{t}} \in [0.8, 1.0]$</td>
<td>0.902 ± 0.002</td>
<td>0.22</td>
</tr>
</tbody>
</table>

7.6.4 Bootstrapping of systematic uncertainties

Due to the limited amount of generated MC events, the systematic uncertainties are also impacted by statistical fluctuations. In this analysis the bootstrap method [220] is used for the $\Delta |y|$ distribution to correctly estimate the statistical uncertainty of a systematic variation, which in general is correlated with the nominal prediction. This method is based on generating multiple event replicas with weights
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generated from a Poisson distribution with $\mu = 1$. The random seed for the replicas is set for each event based on a unique event number to ensure correlated smearing of the nominal distribution and systematically-shifted distribution. For each bin of the distribution of interest, for each Poisson replica the difference between the smeared systematic shift and the smeared nominal value is taken, obtaining a distribution of systematic-shift replicas. The mean of this distribution is taken as the systematic uncertainty and the standard deviation as its statistical component. In total, 500 Poisson replicas are generated.

Additionally, statistically insignificant uncertainties are removed based on the significance\(^{(13)}\) of the mean systematic shift of a distribution using the following procedure:

- If the systematic shift in at least one of the bins is more than $2\sigma$ significant, the uncertainty is preserved.
- If none of the bins is more than $2\sigma$ significant, a check is performed, whether the normalisation shift of the systematic on the distribution is at least $2\sigma$ significant. If yes, the normalisation effect of the uncertainty is preserved, while the shape is removed.
- Finally, if the normalisation shift of the uncertainty is not more than $2\sigma$ significant either, the systematic variation is removed, i.e. is set to nominal distribution.

This procedure is applied independently on signal and individual background contributions, and independently for each region. Additionally, for differential $\Delta |y|$ vs $X$ observables, the procedure is applied independently for individual bins of $X$. For two-sided variations, the up and down variations are treated separately, and symmetrised afterwards.

In summary, the bootstrapping method helps to reduce statistical noise in the uncertainties, potentially reducing non-physical constraints of NPs, and removing insignificant sources of systematic uncertainties. Significance thresholds lower than $2\sigma$ were also tested with the bootstrap method, showing negligible variations in the total uncertainty, ensuring that the procedure is not too aggressive in terms of uncertainties removal.

Finally, the bootstrap method is not used for systematic uncertainties derived using weights, given that these variations are 100% correlated and typically have a small spread of weights with respect to nominal weight values. A single exception to this rule is the estimate of the uncertainty on the amount of FSR in $t\bar{t}$ and single-top-quark simulations, where a large spread of weights is observed. Therefore, the bootstrap method is used for this uncertainty. In general, it is observed that the FSR up variation which has $\mu R$ decreased by factor 0.5, leading to larger $\alpha_s$, yields much larger statistical uncertainties on the estimate. Therefore, the FSR down variation is used instead and symmetrised in the measurement.

7.6.5 Ranking of nuisance parameters in the FBU

Due to the nature of the profile-likelihood and Bayesian marginalisation methods, the impact of individual systematic uncertainties and the statistical uncertainty of the data are not evaluated individually. The following approach is used in this analysis to qualitatively estimate the relative importance of the individual uncertainties, referred to as ranking of systematic uncertainties. For each NP ranked, the corresponding systematic up or down shift is superimposed onto the Asimov

\(^{(13)}\)Here, the significance is equal to the ratio of $\mu/\sigma$, where $\mu$ is the mean value and $\sigma$ the standard deviation of the distribution of systematically-shifted Poisson replicas.
dataset prediction. This systematically-shifted distribution is then unfolded using model with all of the NPs with the exception of the ranked NP. The result is the unfolded $A_C$ corresponding to an up or down shift of the ranked NP, which is compared to Asimov unfolded $A_C$. This ranking is referred to as the pre-marginalisation ranking. In a similar manner, the post-marginalisation ranking is performed by considering constraints of the NPs. For each NP ranked, the up or down variation of a constrained systematic uncertainty is superimposed onto the Asimov dataset prediction and the rest of the procedure is identical to the pre-marginalisation ranking. The constrained variation is obtained by scaling the unconstrained original systematic uncertainty by the constraint factor $C$ obtained from Asimov unfolding, where $0 < C \leq 1$. The results of the systematic ranking are discussed in Sec. 7.7.1.

### 7.7 Results

#### 7.7.1 Impact of statistical and systematic uncertainties on the measurement

In this section the results of the $A_C$ measurement are presented. The unfolded $A_C$ values from data and their uncertainties are summarised in Table 7.7. Additionally, Table 7.8 shows an approximate decomposition of the total unfolded asymmetry into statistical and systematic component. With the full Run-II dataset, the $A_C$ measurement is reaching a point where systematic uncertainties start to dominate the measurement, in particular for the inclusive $A_C$ and differential $A_C$ vs $\beta_{z,t\bar{t}}$ measurements. The differential measurement of $A_C$ vs $m_{t\bar{t}}$ in particular for the two highest-$m_{t\bar{t}}$ differential bins is still statistically dominated.

Fig. 7.6 shows the ranking of top 20 largest systematic uncertainties in the inclusive $A_C$ measurement, using the approach described in Sec. 7.6.5. The ranking of systematic uncertainties for the differential $A_C$ measurements is included in App. C.2. The post-marginalisation correlation matrices of the NPs obtained from the unfolding of data are included in App. C.3.

The systematic uncertainties limiting the precision of the measurement mostly include the signal and background modelling uncertainties and some specific detector-related uncertainties. Among the most dominant systematic uncertainties are the $t\bar{t}$ modelling uncertainties, which were found to be limiting the previous ATLAS measurements as well [71,77]. In this measurement, their impact is reduced by including them in the Bayesian marginalisation, as the corresponding NPs are constrained and the total uncertainty can be reduced by accounting for the correlations of the NPs in the likelihood. The most important background modelling uncertainties include the $W$+jets background normalisation and scale variations, due to the fact that the $W$+jets production at the LHC is charge-asymmetric, and the uncertainty on the scheme of $t\bar{t}$ and $Wt$ overlap removal. Finally, some of the experimental uncertainties, particularly jet energy scale and $E_T^{miss}$ soft-term uncertainties account for differences in detector response of the respective object reconstruction, as a function of $|\eta|$. Because of its definition, $A_C$ is sensitive to differences in detector response for central and forward rapidity.
Table 7.7: Results of the inclusive and differential $A_C$ measurements in data. The central value with the marginalised stat.+syst. uncertainty is shown in the first two columns. The additional uncertainties included are the uncertainty due to limited number of MC events (MC stat. column) and uncertainty due to the unfolding bias. The total uncertainty is the sum-in-quadrature of the aforementioned uncertainties. The SM predictions are calculated at NNLO QCD + NLO EWK precision [221,222].

<table>
<thead>
<tr>
<th>Data 139 fb$^{-1}$</th>
<th>$A_C$</th>
<th>Marg.</th>
<th>MC stat.</th>
<th>Bias</th>
<th>Total unc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclusive</td>
<td>0.0060</td>
<td>0.0014</td>
<td>0.0005</td>
<td>0.0001</td>
<td>0.0015</td>
</tr>
<tr>
<td>$m_{t\bar{t}}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$&lt; 500$ GeV</td>
<td>0.0045</td>
<td>0.0044</td>
<td>0.0013</td>
<td>0.0001</td>
<td>0.0045</td>
</tr>
<tr>
<td>[500, 750] GeV</td>
<td>0.0051</td>
<td>0.0029</td>
<td>0.0009</td>
<td>$&lt;0.0001$</td>
<td>0.0031</td>
</tr>
<tr>
<td>[750, 1000] GeV</td>
<td>0.0100</td>
<td>0.0067</td>
<td>0.0021</td>
<td>0.0001</td>
<td>0.0070</td>
</tr>
<tr>
<td>[1000, 1500] GeV</td>
<td>0.0169</td>
<td>0.0077</td>
<td>0.0029</td>
<td>0.0004</td>
<td>0.0083</td>
</tr>
<tr>
<td>$&gt; 1500$ GeV</td>
<td>0.0121</td>
<td>0.0315</td>
<td>0.0092</td>
<td>0.0005</td>
<td>0.0329</td>
</tr>
</tbody>
</table>

Table 7.8: Estimate of the systematic component in the FBU marginalisation. The unfolding is performed without nuisance parameters (Stat. column) and with full nuisance parameter marginalisation (Stat.+Syst. column). The Syst. column is calculated as $(\sigma_{\text{tot.}}^2 - \sigma_{\text{stat.}}^2)^{1/2}$ and gives an approximate estimate of the relative impact of statistical and systematic uncertainties.

<table>
<thead>
<tr>
<th>$\beta_{z,t\bar{t}}$</th>
<th>$A_C$</th>
<th>Stat.</th>
<th>Syst.</th>
<th>Stat.+Syst.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclusive</td>
<td>0.0060</td>
<td>0.0011</td>
<td>0.0009</td>
<td>0.0014</td>
</tr>
<tr>
<td>$m_{t\bar{t}}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$&lt; 500$ GeV</td>
<td>0.0045</td>
<td>0.0028</td>
<td>0.0034</td>
<td>0.0044</td>
</tr>
<tr>
<td>[500, 750] GeV</td>
<td>0.0051</td>
<td>0.0020</td>
<td>0.0021</td>
<td>0.0029</td>
</tr>
<tr>
<td>[750, 1000] GeV</td>
<td>0.0100</td>
<td>0.0049</td>
<td>0.0046</td>
<td>0.0067</td>
</tr>
<tr>
<td>[1000, 1500] GeV</td>
<td>0.0169</td>
<td>0.0072</td>
<td>0.0027</td>
<td>0.0077</td>
</tr>
<tr>
<td>$&gt; 1500$ GeV</td>
<td>0.0121</td>
<td>0.0277</td>
<td>0.0150</td>
<td>0.0315</td>
</tr>
</tbody>
</table>

| $\beta_{z,t\bar{t}}$       |       |       |      |            |
| [0, 0.3]               | 0.0007 | 0.0040 | 0.0032 | 0.0051 |
| [0.3, 0.6]             | 0.0085 | 0.0031 | 0.0025 | 0.0040 |
| [0.6, 0.8]             | 0.014   | 0.0029 | 0.0033 | 0.0044 |
| [0.8, 1.0]             | 0.0100  | 0.0026 | 0.0042 | 0.0049 |
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Fig. 7.6: The ranking of top 20 systematic uncertainties and the pulls of the corresponding NPs in the inclusive $A_C$ measurement. The blue (red) colour shows the impact of up (down) variation of a NP on the $A_C$. The empty rectangles show the pre-marginalisation impact (un-constrained), while the filled rectangles show the post-marginalisation impact of NP (constrained). The ranking of NPs is ordered by the average of post-marginalisation up and down shift impact. The first row shows the statistical uncertainty on $A_C$.

7.7.2 Comparison of unfolded data with SM theory predictions

In Fig. 7.7, the unfolded posterior distribution is shown for the inclusive $A_C$ measurement. The posterior distributions of $A_C$ are found to be symmetric, having a Gaussian shape, suggesting that the mean and the standard deviations of the posterior are a good metric to evaluate the $A_C$ and it’s uncertainty. Fig. 7.8 and 7.9 show the comparison of the unfolded inclusive $A_C$ as well as differential $A_C$ as a function of $m_{t\bar{t}}$ and $\beta_{z,t\bar{t}}$, with the prediction from Powheg+Pythia8 nominal $t\bar{t}$ MC simulation as well as the NNLO QCD + NLO EWK theory prediction [221,222]. The unfolded results are found to be compatible with the MC prediction as well as the NNLO QCD + NLO EWK theory prediction. The additional corrections included in the theory prediction are found to enhance the asymmetry, in contrast to the nominal MC simulation with NLO QCD accuracy. The unfolded inclusive $A_C$ result is also the first evidence of a non-zero charge asymmetry at a $pp$ collider, with the observed significance of $4\sigma$. 
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Fig. 7.7: Posterior distribution of unfolded $A_C$ in data. The blue line shows the posterior histogram, where the orange solid line and dashed lines show the mean and the standard deviation (RMS) of the posterior. The left-most red dashed line shows the Powheg+Pythia8 prediction and the green band the NNLO QCD + NLO EWK theory prediction [221,222].

Fig. 7.8: Comparison of the unfolded $A_C$ in data with the Asimov prediction obtained from Powheg+Pythia8 simulation (dark red line) and with the NNLO QCD + NLO EWK prediction [221,222] (green band).

Fig. 7.9: Comparison of the unfolded $A_C$ in data with the Asimov prediction obtained from Powheg+Pythia8 simulation (dark red line) and with the NNLO QCD + NLO EWK prediction [221,222] (green band), as a function of $\beta_{z,t}$ (a) and $m_{t\bar{t}}$ (b).

7.7.3 EFT interpretation of the results

The measured inclusive $A_C$ and the $A_C$ as a function of $m_{t\bar{t}}$ are used for an EFT interpretation, similarly to the interpretation discussed in Sec. 2.7 and using the same parametrisation of the interpretation as for the 8 TeV LHC $A_C$ EFT interpretation in Ref. [86]. The 68% confidence-level bounds on the $C^-/\Lambda^2$ Wilson coefficient are shown in Fig. 7.10, for the inclusive $A_C$ measurement as well as individual $m_{t\bar{t}}$ bins. A comparison with the LHC 8 TeV [76] and Tevatron $A_{FB}$ combination [55] is made. The measurement presented here shows substantial improvements in the sensitivity to the respective EFT operator in contrast to previous measurements, benefiting from the much smaller statistical and systematic uncertainties, despite the larger gluon-fusion dilution of the asymmetry. The high-$m_{t\bar{t}}$ region of phase space is particularly sensitive to the $C^-$. The $A_C$ in the $m_{t\bar{t}} \in [1000, 1500]$ GeV bin
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shows the largest constraint on the $C^-$ coefficient, even larger than the much more precise inclusive $A_C$ measurement. This result is an interplay of two effects; on one hand, $t\bar{t}$ pairs produced with large $m_{t\bar{t}}$ are more abundantly produced via the $q\bar{q} \rightarrow t\bar{t}$ process, which is sensitive to $C^-$. On the other hand, the precision of the measurement decreases with high $m_{t\bar{t}}$. Further constraints of $C^-$ could be achieved by combining the results of the individual $m_{t\bar{t}}$ bins, as well as aiming to improve the precision of the measurement for high-$m_{t\bar{t}}$. The next chapter follows up on the second approach, by investigating a possibility to measure $A_C$ in boosted all-hadronic $t\bar{t}$ production as a function of $m_{t\bar{t}}$. To conclude, the obtained values of the $C^-$ Wilson coefficient are compatible with zero, showing no tension with the SM prediction.

Fig. 7.10: Bounds on the $C^-/\Lambda^2$ Wilson coefficient using 68% confidence level interval (blue lines), obtained from the Run-II ATLAS $A_C$ measurement [2]. An approximate estimate of high-order EFT contributions proportional to $\Lambda^{-4}$ is calculated according to Ref. [86] by considering $(C^-)^2$ coefficient with the square amplitude of the dimension-six four-fermion operator, obtaining an alternative bound shown by red lines. The constraints are calculated for the inclusive $A_C$ measurement as well as the individual $A_C$ vs $m_{t\bar{t}}$ bins. The previously obtained bounds from the LHC 8 TeV $A_C$ combination [76] as well as the Tevatron $A_{FB}$ combination [55] are shown at the bottom of the plot.
Prospect of charge asymmetry measurement in boosted all-hadronic $t\bar{t}$ events

The measurements of the $t\bar{t}$ charge asymmetry were traditionally performed in the single-lepton and the dilepton channel, since the final-state lepton charge can be used as the proxy for the charge of the reconstructed top quark. In this chapter, a possibility of a measurement of $A_C$ in the all-hadronic channel is investigated. There are two challenges related to this task. Firstly, it is necessary to reconstruct the $t\bar{t}$ system consisting of six jets, a combinatorially very difficult task. We narrow down the problem by focusing only on a boosted topology, where each of the top quarks is reconstructed as a single large-$R$ jet. This avoids the combinatorial complexity and allows to use boosted tagging techniques to suppress the dominant multijet background. The boosted all-hadronic channel is particularly suitable for probing high-$m_{t\bar{t}}$ region of phase space, where the charge-asymmetric $q\bar{q} \rightarrow t\bar{t}$ contribution is enhanced. This region of phase space is thus interesting for improving the constraints on the EFT operators sensitive to charge asymmetry.

The second, more important challenge is related to the absence of the lepton from top-quark decay, thus a different method of distinguishing top quark and top anti-quark is needed. Alternative methods of inferring charge of partons initiating jets were investigated in the past, based on calculating charge-sensitive observables using tracks matched to the jet. In this study, we attempt to employ NNs, making use of charge-sensitive observables of large-$R$ jets, to build a discriminant that is sensitive to the charge of the top quark producing the large-$R$ jet. The modelling of the NN discriminant is validated in boosted $t\bar{t}$ events in the single-lepton channel, benefiting from its high signal purity.

Finally, we perform Asimov unfolding of the differential $A_C$ vs $m_{t\bar{t}}$ measurement to obtain an preliminary estimate of the expected $A_C$ sensitivity. The analysis presented here does not include a complete selection optimisation, and thus the results should be understood as a proof-of-a-concept study of the possibility of this measurement.

The study is organised as follows. The description of the MC-based signal and background estimates is summarised in Sec. 8.1. All of the selection criteria for the NN studies in both MC simulations as well as the validation in data, and the selection criteria for the all-hadronic charge asymmetry sensitivity estimate, are described in Sec. 8.2. In Sec. 8.3, the development of the neural network top-quark charge discriminator is discussed, and in Sec. 8.4 the modelling of the NN is checked in data in $t\bar{t}$ events in the single-lepton channel. The $A_C$ estimate method in the all-hadronic channel is described in Sec. 8.5, with the results presented in Sec. 8.6.
8.1 Data and simulation samples

For the study of the NN modelling in data in the single-lepton channel and for the $t\bar{t}$ charge asymmetry study in the all-hadronic channel, the full ATLAS Run-II dataset with an integrated luminosity of $139\,fb^{-1}$ is used.

A number of processes modelled by MC simulations are considered for this analysis. In the all-hadronic channel, the background processes include non-all-hadronic $t\bar{t}$, single-top-quark and multijet production as well as small contribution from $t\bar{t}V$ and $t\bar{t}H$ processes. In this study, we consider only a subset of the background processes, neglecting the contributions from $t\bar{t}V$ and $t\bar{t}H$ processes. Based on previous studies [223], these backgrounds contributed by approximately 0.75%.

The non-all-hadronic $t\bar{t}$ background consists of events where one of the top quarks decays hadronically, and the other top quark decays semi-leptonically, into a $b$-quark, $\tau$ lepton and a $\tau$ neutrino. If the $\tau$ lepton decays hadronically then the large-$R$ jet can be top-tagged despite not originating from a hadronic top-quark decay.

For the study of the modelling of the NN classifier in the boosted $t\bar{t}$ single-lepton channel, the single top-quark and the $W$+jets backgrounds are considered. Since the study is performed in $2b$-inclusive muon channel, characteristic of its very high purity as shown in Table 7.2, the small backgrounds, which include fake/non-prompt leptons, $Z$+jets, diboson, $t\bar{t}V$ and $t\bar{t}H$ production, are omitted. Based on the yields in Table 7.2 it is estimated that approximately 2% of background contributions are neglected.

For all of the MC simulated processes considered, the same generator setups as those described in Sec. 7.1 are used. Finally, the multijet background in the all-hadronic channel is modelled using data-driven technique, described in Sec. 8.5.

8.2 Event selection and reconstruction

8.2.1 All-hadronic channel selection

The event selection for the charge asymmetry sensitivity in all-hadronic $t\bar{t}$ events is based on the boosted all-hadronic $t\bar{t}$ differential cross-section measurement [223]. The analysis selection consists of a common pre-selection and additional selection criteria based on top-tagging and $b$-tagging of the large-$R$ jets. The additional criteria are used to define the signal region as well as regions for data-driven multijet background estimation and validation.

Only events recorded under stable beam conditions in data and with all detector sub-systems operational are considered. A reconstructed primary vertex is necessary, and a single large-$R$ jet trigger must fire, where the imposed trigger $p_T$ threshold is slightly different for different years of data taking, as listed in Table 8.1. Additionally, the following event pre-selection criteria are imposed:

- Events are required to contain zero isolated electrons or muons with $p_T > 25$ GeV, with the lepton identification and isolation WPs similar to those in Sec. 6.3.
- Events must contain at least two large-$R$ jets with $p_T > 350$ GeV and $|\eta| < 2.0$. Additionally, the highest-$p_T$ large-$R$ jet is required to have $p_T > 500$ GeV, to ensure the triggers are fully-efficient.
- The mass of each of the two leading-$p_T$ large-$R$ jets must satisfy $|m_{jet} - m_{top}| < 50$ GeV, where $m_{top} = 172.5$ GeV is the top-quark mass.
The yields for observed data and predicted MC-simulated contributions after the pre-selection and in the signal region are summarised in Table 8.2.

Table 8.1: The single large-\(R\) jet trigger used in the analysis for the individual periods of data-taking.

<table>
<thead>
<tr>
<th>Period of data-taking</th>
<th>Trigger jet (p_T) threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td>320 GeV</td>
</tr>
<tr>
<td>2016</td>
<td>360 GeV</td>
</tr>
<tr>
<td>2017+2018</td>
<td>460 GeV</td>
</tr>
</tbody>
</table>

Table 8.2: Event yields in the boosted all-hadronic channel for the pre-selection and the signal region. The statistical uncertainties on the predicted yields corresponding to \(L = 139 \text{ fb}^{-1}\) are shown\(^{(1)}\).

<table>
<thead>
<tr>
<th>Process</th>
<th>Yield</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-selection</td>
<td>Signal region</td>
</tr>
<tr>
<td>(t\bar{t}) (all-hadronic)</td>
<td>56780 ± 40</td>
<td>13465 ± 24</td>
</tr>
<tr>
<td>(t\bar{t}) (non-all-hadronic)</td>
<td>10190 ± 50</td>
<td>683 ± 14</td>
</tr>
<tr>
<td>Single-top</td>
<td>1653 ± 15</td>
<td>99 ± 4</td>
</tr>
<tr>
<td>Multijet</td>
<td>-</td>
<td>2912 ± 41</td>
</tr>
<tr>
<td>Total</td>
<td>-</td>
<td>17159 ± 49</td>
</tr>
<tr>
<td>Data</td>
<td>2231100</td>
<td>14010</td>
</tr>
</tbody>
</table>

Following the pre-selection, 16 regions are defined based on whether the leading and/or sub-leading large-\(R\) jet passes one or both of the top-tagging and \(b\)-tagging criteria. The choice of top-tagging and \(b\)-tagging algorithms are the main differences in selection compared to the all-hadronic \(t\bar{t}\) differential cross-section measurement as well the charge asymmetry measurement in the single-lepton channel, as outlined in the next paragraphs.

The large-\(R\) jet is top-tagged if it passes \(p_T\)-dependent selection on the discriminant of a DNN top-tagger using high-level substructure observables, introduced in Ch. 5. The WP of this DNN top-tagger has been re-optimised to use a less modelling-dependent signal definition. The large-\(R\) jet is labelled as signal, if it passes the inclusive definition from Sec. 5.2 and additionally the mass of a matched particle-level jet is greater than 140 GeV and a \(B\)-hadron is ghost-matched\(^{(2)}\) with the particle-level jet. The WP for the DNN top-tagger is designed to give constant-in-\(p_T\) 80\% signal efficiency with respect to the aforementioned definition.

The \(b\)-tagging of a large-\(R\) jet is based on \(b\)-tagging of track jets as described in Sec. 4.4.5. If a \(b\)-tagged track jet is ghost-matched with the large-\(R\) jet\(^{(3)}\), the large-\(R\) jet is considered as \(b\)-tagged. In

\(^{(1)}\)The MC samples were generated with much more events than the number of events in data. In particular, the all-hadronic \(t\bar{t}\) sample was generated with approximately 30-times more events.

\(^{(2)}\)Ghost matching between a track/particle and a jet is performed by repeating the jet clustering algorithm on the constituents of the jet and the track/particle which is added as another constituent with infinitesimal momentum (to not change the jet definition). If the track/particle is clustered into the jet in the re-clustering, it is considered matched. This approach performs better for close-by jets where irregularities in the jet shape are expected.\[224\]

\(^{(3)}\)The tracks of the track jets are ghost-matched with the untrimmed large-\(R\) jet. After trimming, the track jets matched to the \(k_T\) sub-jets passing the trimming criteria are considered matched to the trimmed large-\(R\) jet\[225\].
the signal region, both of the two highest-\(p_T\) large-\(R\) jets are required to be top-tagged and \(b\)-tagged. The additional regions with relaxed \(b\)-tagging and/or top-tagging selection are used for the data-driven multijet background estimate.

### 8.2.2 Selection for top-quark charge neural network training

The NN is trained using a slightly more inclusive sample of simulated all-hadronic \(t\bar{t}\) events in contrast to the all-hadronic channel pre-selection in Sec. 8.2.1, specifically:

- Only events where the \(t\bar{t}\) is produced via gluon fusion are considered. This removes the charge-asymmetric contribution of \(q\bar{q} \rightarrow t\bar{t}\) events, to ensure the NN does not bias the \(A_C\) estimate.
- Events are required to contain zero isolated electrons or muons with \(p_T > 25\text{ GeV}\), with the lepton identification and isolation WPs same as in Sec. 6.3.
- At least two large-\(R\) jets with \(p_T > 300\text{ GeV}\) and \(|\eta| < 2.0\) are required.
- The large-\(R\) jets must contain a ghost-matched \(b\)-tagged track jet.
- The hadronically-decaying top quark and top anti-quark particles at parton level are matched to large-\(R\) jets. A large-\(R\) jet is considered originating from top (anti-)quark if the distance from jet axis to the parton is \(\Delta R < 0.75\). In case of multiple jet matches, the jet with the smallest \(\Delta R\) is considered.
- Only the large-\(R\) jets matched to top (anti-)quark are used for the training.

Approximately 5.6 million \(t\bar{t}\) events pass this selection, yielding approximately twice as many large-\(R\) jets matched to a top quark or top anti-quark\(^\text{(4)}\).

### 8.2.3 Selection for neural network modelling validation in data

The modelling of the NN input variables and discriminant is studied in boosted \(t\bar{t}\) events with single isolated lepton in final state. The same requirements on beam conditions, detector status, primary vertex and trigger requirements are imposed as in Sec. 7.3. However, only the muon channel is considered in this analysis, therefore only the single-muon triggers listed in Table 6.2 are considered, out of which at least one must fire. The additional selection criteria are similar to those employed in Ch. 6 and 7 for boosted topology:

- At least one medium muon with \(p_T > 28\text{ GeV}\), passing the fixed-cut isolation selection is required. Events containing additional electrons or muons with \(p_T > 25\text{ GeV}\) are rejected.
- The event is required to satisfy \(E_T^{\text{miss}} + M_W^W > 60\text{ GeV}\).
- At least one small-\(R\) calorimeter jet with \(p_T > 25\text{ GeV}\) and \(|\eta| < 2.5\) is required, and must be close to the lepton; \(\Delta R(jet, \ell) < 1.5\).
- At least one large-\(R\) jet with \(p_T > 350\text{ GeV}\) and \(|\eta| < 2.0\) is required. Additionally, at least one of the large-\(R\) jets satisfying these conditions must pass the following isolation criteria:

\(^\text{(4)}\)It is possible that events with only one of the top quarks matched to a large-\(R\) jet pass the selection. Nevertheless, the fraction of top-quark jets in the sample is 0.01\% higher than top-anti-quark jets, thus both classes of jets are represented in a balanced manner.
The distance between the large-$R$ jet and the small-$R$ jet close to the lepton is required to be $ΔR(\text{small-$R$ jet, large-$R$ jet}) > 1.5$.

The transverse plane opening angle between the large-$R$ jet and the isolated lepton must satisfy $Δφ(\text{large-$R$ jet, } ℓ) > 2.3$.

- At least one of the large-$R$ jets passing the isolation criteria must be top-tagged using the inclusive 80% WP DNN top-tagger and the mass of the large-$R$ jet must satisfy $|m_{\text{jet}} - m_{\text{top}}| < 50$ GeV. In addition, a $b$-tagged $R = 0.2$ track-jet must be ghost-matched to the large-$R$ jet. The highest-$p_T$ large-$R$ jet passing these selection criteria is considered the hadronic top-quark candidate.

- Finally, the events must contain at least two $b$-tagged track jets, including the $b$-tagged track jet matched to the large-$R$ jet top-quark candidate.

The selected events are divided into two regions, based on the sign of the electric charge of the single muon in event. The regions are used to study the modelling of the NN input variables and discriminant separately for jets initiated by top quarks and top anti-quarks, respectively. The event yields for the individual signal and background predictions and the observed data are shown in Table. 8.3.

Finally, for certain observables, such as the $m_{t\bar{t}}$, full kinematic reconstruction of the $t\bar{t}$ system is required. In such a case, the hadronically-decaying top-quark four-vector is assumed to be the four vector of the large-$R$ jet candidate. The leptonic top-quark four vector is reconstructed from the isolated lepton, close-by small-$R$ jet and the neutrino, determined using the same approach as in Sec. 7.3.

Table 8.3: The event yields in the single-lepton boosted $t\bar{t}$ channel, split into two regions based the sign of the electric charge of the (anti-)muon in the event. The statistical uncertainties on the predicted yields are shown.

<table>
<thead>
<tr>
<th>Process</th>
<th>Region</th>
<th>2$b$-incl. $μ^-$</th>
<th>2$b$-incl. $μ^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$</td>
<td></td>
<td>14380 ± 40</td>
<td>14390 ± 40</td>
</tr>
<tr>
<td>Single top</td>
<td></td>
<td>380 ± 10</td>
<td>423 ± 11</td>
</tr>
<tr>
<td>$W$ + jets</td>
<td></td>
<td>182 ± 5</td>
<td>279 ± 5</td>
</tr>
<tr>
<td>Total pred.</td>
<td></td>
<td>14950 ± 50</td>
<td>15090 ± 50</td>
</tr>
<tr>
<td>Data</td>
<td></td>
<td>12560</td>
<td>13140</td>
</tr>
</tbody>
</table>

8.3 Top-quark charge discrimination using neural networks

8.3.1 Previously designed jet charge observables

Several measurements in the past have used observables based on weighted average of charge of tracks matched to a jet, to infer the charge of the parton initiating the jet. The measurement of top-quark charge at the CDF experiment [65] used the following observable to calculate the charge of a $b$-tagged jet:

$$Q_{\text{jet}} = \frac{\sum_i q_i (\vec{p}_i \cdot \vec{p}_{\text{jet}})^k}{\sum_i (\vec{p}_i \cdot \vec{p}_{\text{jet}})^k},$$

(8.1)
where $q_i$ is the charge of the individual tracks, $\vec{p}_i$ their momentum vector, and $\vec{p}_{\text{jet}}$ is the momentum vector of the jet. The $\kappa$ exponent in the numerator is a free parameter. The sums in numerator and denominator run overall tracks matched to the jet. The observable in Eq. 8.1 was also used in the measurement of the $b\bar{b}$ forward-backward asymmetry at the CDF experiment [64], as well as the measurement of the top-quark charge at the ATLAS experiment [226]. The observable was used to distinguish the $b$-jet from $\bar{b}$-jet, where a jet with negative $Q_{\text{jet}}$ was assigned to originate from $b$ quark, and a jet with positive $Q_{\text{jet}}$ was assigned to originate from $\bar{b}$ quark. The $\kappa$ parameter was chosen to be 0.5, optimised to maximise the separation power of $Q_{\text{jet}}$. In general $\kappa > 0$ values are used, because such values guarantee the infra-red safety of the definition [227].

A slightly different definition of the jet charge was used for measuring the charge of quark and gluon jets at the ATLAS experiment [227]:

$$Q_{\text{jet}} = \frac{1}{p_{T,\text{jet}}^\kappa} \sum_i q_i \left( p_{T,i} \right)^\kappa,$$

(8.2)

which weights the charge of individual tracks $q_i$ by their transverse momentum $p_{T,i}$ instead of projection of momentum into jet axis. The charge is normalised by $(p_{T,\text{jet}})^\kappa$, where $p_{T,\text{jet}}$ is the transverse momentum of the jet.

An extension of the jet charge approach has been investigated within a study in Ref. [228] based on ATLAS $\sqrt{s} = 13$ TeV MC simulations, by exploiting additional information contained within the $B$-hadron decays in the $b$-jet combined into a NN classifier, referred to as jet vertex charge (JVC). This algorithm uses tracks ghost-matched to a small-$R$ calorimeter jet to define a set of high-level observables used in the NN. In addition to the charge of all tracks matched to a $b$-tagged jet, a charge of tracks originating from displaced secondary and tertiary vertices reconstructed by JetFitter algorithm introduced in Sec. 4.4.5 is calculated. A slightly modified version of the charge definition in Eq. 8.2 is used in this approach:

$$Q_{\text{jet}} = \frac{\sum_i q_i \left( p_{T,i} \right)^\kappa}{\sum_i \left( p_{T,i} \right)^\kappa},$$

(8.3)

where the normalisation is provided by the sum of track $(p_{T,i})^\kappa$ instead. This definition is used for both the charge of all the tracks associated with the $b$-jet and for calculating charge of the tracks matched to the displaced vertices. Additionally, the charge of a soft-muon from semi-leptonic decay of the $B$-hadron within the $b$-jet is used. Multiple NN classifiers are trained, with different sets of inputs variables, since not all of them are always defined. For example, only approximately 11% of $b$-jets contain a soft muon, therefore a standalone NN is trained using events which contain soft muon.

### 8.3.2 Observables used in the neural network

The previously mentioned measurements of top-quark charge relied on using the $b$-jet charge as the proxy. Nevertheless, the hadronically-decaying $W$ boson also carries extra charge information and its charge of $\pm 1$ is three times larger in magnitude than that of the $b$ quark. Previous measurements have not exploited this option, presumably because the correct matching of light-quark jets to the corresponding hadronically-decaying $W$-boson is challenging. However, for boosted top-quark decays, the decay...
products are highly-collimated and can be clustered within a single large-$R$ jet. The identification of tracks from individual quarks contained within the large-$R$ jet is attempted using anti-$k_t$ track jets with $R = 0.2$, ghost-matched with the large-$R$ jet. Since top quark has three decay products, in an ideal case, it is expected that there should be three track jets within the large-$R$ jet, one of which is $b$-tagged. Therefore the charges of the leading-$p_T$ $b$-tagged track jet and two leading-$p_T$ non-$b$-tagged track jets are considered as inputs for the NN.

The choice of using three track jets, out of which one is $b$-tagged, is motivated by Fig. 8.1, showing the true origin of the track jets based on the matching with partonic decay products of the top (anti-)quark. The $b$-tagged track jet in approximately 90% of the cases originates from a $b$-quark, and most of the background jets are mistagged charm jets. The two highest-$p_T$ non-$b$-tagged track jets are most frequently matched to non-$b$-quarks from the top (anti-)quark decay, with the sub-leading non-$b$-jet not being matched to any of the decay products in approximately 22%. Including more track jets as inputs is discouraged based on Fig. 8.1d, which shows that in more than 60% of cases, the 3\textsuperscript{rd}-leading-$p_T$ non-$b$-tagged track jet is not matched to any of the decay products of a top (anti-)quark.

The JVC discriminant shows that exploiting information from displaced vertices of a $B$-hadron decay can provide additional discrimination power. The charges of secondary and tertiary vertices reconstructed by JetFitter for $b$-tagged track jets and relevant auxiliary variables are thus also considered for inclusion as NN inputs. The charge of the vertices reconstructed by the SV inclusive vertex-finding

---

**Fig. 8.1:** The classification of the origin of $b$-tagged track jet (a), the leading (b), $2\textsuperscript{nd}$-leading (c) and $3\textsuperscript{rd}$-leading (d) non-$b$-tagged track jet matched to a candidate large-$R$ jet. The classification is based on matching a decay product from hadronically decaying top (anti-)quark with the track jet based on $\Delta R(\text{parton, track jet}) < 0.2$. The middle column in the plots, labelled as "?", marks track jets which were not matched to any of the decay products.

The JVC discriminant shows that exploiting information from displaced vertices of a $B$-hadron decay can provide additional discrimination power. The charges of secondary and tertiary vertices reconstructed by JetFitter for $b$-tagged track jets and relevant auxiliary variables are thus also considered for inclusion as NN inputs. The charge of the vertices reconstructed by the SV inclusive vertex-finding
algorithm described in Sec. 4.4.5 is also considered. The aim is to examine whether there is additional information not extracted by JetFitter observables, that can be exploited for further discrimination of the charge of the $B$-hadrons initiating the $b$-tagged track-jets contained within the large-$R$ jet candidates. The JVC discriminant itself is not used as an input for the NN, primarily because it was optimised on an inclusive sample of $t\bar{t}$ events. Such a sample typically does not contain sufficient amount of generated events for outlier regions of phase space, such as the high-$p_T$ region examined in the all-hadronic channel. It is argued here, that adding some of the input observables directly into the NN trained in this study is more preferable, than nesting the JVC NN output as an input into another NN.

Table 8.4: List of observables of the track-jets matched to a large-$R$ jet, which are considered as the NN input observables.

<table>
<thead>
<tr>
<th>Variable(s)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q^b$</td>
<td>Charge of the $b$-tagged track jet</td>
</tr>
<tr>
<td>$p_T^b$</td>
<td>$p_T$ of the $b$-tagged track jet</td>
</tr>
<tr>
<td>$N_{trk}^b$</td>
<td>Track multiplicity of the $b$-tagged track jet</td>
</tr>
<tr>
<td>$Q^{SV}$</td>
<td>Charge of the SV vertex of the $b$-tagged track jet</td>
</tr>
<tr>
<td>$N_{trk}^{SV}$</td>
<td>Track multiplicity of the SV vertex</td>
</tr>
<tr>
<td>$L_{3D}^{SV}$</td>
<td>Distance of the SV vertex from primary vertex</td>
</tr>
<tr>
<td>$\Delta L_{3D}^{SV}$</td>
<td>Uncertainty on the distance</td>
</tr>
<tr>
<td>$Q^{JFS}$</td>
<td>Charge of the JetFitter secondary vertex</td>
</tr>
<tr>
<td>$N_{trk}^{JFS}$</td>
<td>Track multiplicity of the JetFitter secondary vertex</td>
</tr>
<tr>
<td>$L_{3D}^{JFS}$</td>
<td>Distance of the JetFitter secondary vertex from primary vertex</td>
</tr>
<tr>
<td>$\Delta L_{3D}^{JFS}$</td>
<td>Uncertainty on the distance</td>
</tr>
<tr>
<td>$Q^{JFT}$</td>
<td>Charge of the JetFitter tertiary vertex</td>
</tr>
<tr>
<td>$N_{trk}^{JFT}$</td>
<td>Track multiplicity of the JetFitter tertiary vertex</td>
</tr>
<tr>
<td>$L_{3D}^{JFT}$</td>
<td>Distance of the JetFitter tertiary vertex from primary vertex</td>
</tr>
<tr>
<td>$\Delta L_{3D}^{JFT}$</td>
<td>Uncertainty on the distance</td>
</tr>
<tr>
<td>$Q^1, Q^2$</td>
<td>Charge of the leading and sub-leading non-$b$-tagged track jet</td>
</tr>
<tr>
<td>$p_T^1, p_T^2$</td>
<td>$p_T$ of the leading and sub-leading non-$b$-tagged track jet</td>
</tr>
<tr>
<td>$N_{trk}^1, N_{trk}^2$</td>
<td>Track multiplicity of the leading and sub-leading non-$b$-tagged track jet</td>
</tr>
<tr>
<td>$d^1, d^2$</td>
<td>Whether the large-$R$ jet has at least one non-$b$-tagged track jet</td>
</tr>
<tr>
<td>$d^{FS}$</td>
<td>Whether the JetFitter secondary vertex is reconstructed</td>
</tr>
<tr>
<td>$d^{JFT}$</td>
<td>Whether JetFitter tertiary vertex is reconstructed</td>
</tr>
<tr>
<td>$d^{SV}$</td>
<td>Whether SV vertex is reconstructed</td>
</tr>
</tbody>
</table>

The full list of observables investigated for the NN is listed in Table 8.4. Since not all of the observables are always defined, the binary-decision variables $d^1, d^2, d^{FS}, d^{JFT}$ and $d^{SV}$ are added, which have a value of zero if the respective object is undefined, or one, if it is defined. The fraction
of large-\( R \) jets in the sample, where the variables are defined, is listed in Table 8.5. For undefined objects, the respective variables such as \( p_T \), track multiplicity or vertex position are set to zero. The corresponding charges are also set to zero, thus giving no discrimination for the class of the considered large-\( R \) jet. This is an alternative, simplified approach, where it is possible to train a single NN with inputs that are not always defined, in contrast to the approach employed for the JVC, where for each combination of defined variables, a separate NN was trained.

For the charge observables, the method of how the charges of the tracks should be weighted, and the value of \( \kappa \) must be chosen. The definitions of jet charge which are considered, are defined in Eq. 8.1 and 8.3. The figure of merit in the optimisation is the separation power of the charge variables. The \( \kappa \) value is optimised separately for the individual charge observables. It is found that the two charge definitions give very similar separation for equal \( \kappa \) values, yielding no preference of one over the other. As such, the definition in Eq. 8.3 is chosen. The optimised values of \( \kappa \) from a scan in the range of \( \kappa = 0.1 \) up to 1.0 are shown in Table 8.6. In all cases a maximum in the scanned interval was found, corresponding to separation power quoted in the table. For illustration, the \( Q^b \) and \( Q^1 \) jet charge variables using the respective optimised \( \kappa \) values are shown in Fig. 8.2. All of the distributions of the NN input variables are shown in App. D.1.

Table 8.5: Fraction of large-\( R \) jets for which respective features are defined, denoted by the binary-decision variables listed in the table.

<table>
<thead>
<tr>
<th>Feature</th>
<th>( d^1 )</th>
<th>( d^2 )</th>
<th>( d^{JFS} )</th>
<th>( d^{JFT} )</th>
<th>( d^{SV} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>[%] of cases defined</td>
<td>95</td>
<td>59</td>
<td>95</td>
<td>54</td>
<td>95</td>
</tr>
</tbody>
</table>

Except for the charge observables in Table 8.6, the other variables are auxiliary in the sense that they do not have discrimination power itself, but may provide additional information to the NN through correlations. Of particular interest are observables which have different correlations for each of the two classes of large-\( R \) jets, because such observables bring additional discrimination power that the NN can exploit. The correlations and anti-correlations of track multiplicities with charge are an example of this property, as shown in Fig. 8.4 and 8.5, motivating why the track multiplicity variables are included.


8.3. Top-quark charge discrimination using neural networks

Table 8.6: Optimised values of $\kappa$ parameter for the charge definition of the individual charge observables. The separation power $S$ for the optimal value of $\kappa$ is also shown, based on the definition in Sec. 7.3.1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>$Q^b$</th>
<th>$Q^1$</th>
<th>$Q^2$</th>
<th>$Q^{SV}$</th>
<th>$Q^{JFS}$</th>
<th>$Q^{JFT}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa$</td>
<td>0.6</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$S$ [%]</td>
<td>8.8</td>
<td>15.2</td>
<td>9.2</td>
<td>9.6</td>
<td>5.1</td>
<td>1.4</td>
</tr>
</tbody>
</table>

as the NN inputs. The distances of vertices from primary vertex and corresponding fitted distance errors are tested as NN input observables since they could be expected to provide some metric of the quality of the reconstructed vertex. Similarly the $p_T$ of the individual jets are tested as NN inputs under the assumption that the kinematic information may be relevant since the tracking performance is expected to deteriorate with high $p_T$. Whether these assumptions transfer into a better discrimination of the trained NN is not clear, therefore a test needs to be designed to assess the gain of inclusion of these observables in the NN. The approach used in this study is to train multiple NN setups with different choices of input observables, and compare the performance of these networks. First, the NN architecture and training is discussed in the following section, and subsequently the NN setups are compared in Sec. 8.3.4.

8.3.3 Neural network architecture and training

The task of top-quark charge discrimination falls within the domain of a classification problem, where the goal is to design a function $f(x, w)$, which maps the input observables $x$ into a single discriminant, optimising the free parameters $w$ to achieve the best possible separation between the two classes of large-$R$ jets, where one class of jets is initiated by a top-quark and the other class of jets is initiated by top anti-quark. The optimisation is performed using a training set of large-$R$ jets, for which the true origin is known, and the parameters are optimised based on a loss function [152] which evaluates how well the function separates the two classes. This type of optimisation is usually referred to as supervised learning [152]. The type of loss function used here is described further in this section.

Neural networks are one particular example of a representation of a basis of functions which can be used to construct arbitrary function for classification. The name of this ML technique draws inspirations from how the neuron cells inside a brain function. Individual neurons are interconnected, where the neuron connections (synapses) store a piece of information, impacting how the network of neurons responds to different signals. An illustration of a fully-connected feed-forward NN is shown in Fig. 8.3, the architecture used in this study. A general linear combination of the $N$ inputs $x$ is fed as input to each of the $M$ hidden-layer neurons, each having an activation function $\phi(\theta)$, returning value $a_j$. While $N$ is given by the number of input variables, $M$ is a free parameter. The linear combination of $x$ is given by the weights $w_{ij}$ and biases $b_j$ where $i = 1..N, j = 1..M$. Various different activation functions exist, some of which are discussed in this section, but they all have in common that they are non-linear. Finally, a linear combination given by weights $w_j$ and bias $b$, of the outputs $a_j$ of the $M$ hidden-layer activation functions is fed to the single output neuron with its own activation function $\phi'(\theta)$. The network architecture is called fully-connected since each output of each neuron from previous layer in general enters as input of each neuron in the next layer. The architecture of the NN is called feed-forward, when the information in the NN is propagated only forwards, with
no back-propagation into previous layers. The NN architecture can have many hidden layers, where
the outputs of each layer are fed as a linear combination given by weights and biases into activation
functions of the neurons of the next layer.

$$\phi_j \equiv \phi(\sum_{i=1}^{N} w_{ij} x_i + b_j) \quad f = \phi'\left(\sum_{j=1}^{M} w'_j \phi_j + b\right)$$

![Diagram of NN with a single hidden layer](image)

**Fig. 8.3:** Illustration of NN with a single hidden layer [229].

Given a fixed NN architecture, the task is to find optimal values of its weights and biases. This is
performed by minimising the loss function using the jets from the training set. The loss function used
in this study is the *binary cross-entropy* [230], defined as follows:

$$L(w) = \sum_{i} \left[ f_{\text{true}}^{i} \log(f(x^i, w)) + (1 - f_{\text{true}}^{i}) \log(1 - f(x^i, w)) \right]. \quad (8.4)$$

The sum in the loss function runs over all large-$R$ jets in the set, where both classes of jets are
represented equally in the set in this study. The $f_{\text{true}}^{i}$ denotes the true class of the large-$R$ jet, denoted
as zero for jet originating from top anti-quark and unity for jet from top quark. The $f(x^i, w)$ is the NN
output value from interval $(0, 1)$ for the inputs $x^i$ of the $i$th jet. The weights and biases of the NN are
further jointly referred to as weights, and are symbolically labelled as $w$ in the equation. The binary
cross-entropy is based on the Bernoulli distribution that quantifies what is the probability of observing
a jet of class $f_{\text{true}}^{i}$, given the observed features $x^i$ and the separation function $f(x, w)$. For a set of
training jets, the corresponding likelihood employing the Bernoulli distribution is:

$$L(w) = \prod_{i=1}^{j} P(f_{\text{true}}^{i}, x^i) = \prod_{i=1}^{j} f(x^i, w)^{f_{\text{true}}^{i}} \left[1 - f(x^i, w)\right]^{(1-f_{\text{true}}^{i})}. \quad (8.5)$$

The binary cross-entropy in Eq. 8.4 is thus the log-likelihood of Eq. 8.5.

The minimisation of the loss function is a challenging problem, due to the fact that the weights are
highly correlated and the function in general has many local minima. Typically, methods based on
stochastic gradient descent are used. For a gradient descent, the weights are initially selected randomly
and the value of the loss function is calculated using the initial weights and the values of $x^i$ of the
jets from the training set. After that, the gradient of the loss function is calculated, and the weights are shifted by \( w \rightarrow w + \eta \nabla w \), where \( \eta \) is the learning rate, a free parameter impacting the size of the gradient step in the minimisation. It can be shown that the gradient of the loss function is obtained via derivative chain-rule, which effectively results in a back-propagation procedure, where first the change in the weights of the output neuron is calculated and subsequently this change is propagated backwards into the neurons of the previous layer [152]. The procedure is recursively repeated through all the layers until all weights are updated. The stochastic nature of the gradient descent is achieved by randomly selecting a small subset of the training set used for gradient calculation, referred to as a batch. The aim of this approach is two-fold, the randomness of the batch reduces the likelihood of the gradient descent getting stuck in a local minimum, and it also results in a faster gradient update calculation, given that the gradient is calculated for a small sub-set of jets from the training-set. A single period in the training, i.e. when all of the training jets are looped over in the batches, is referred to as an epoch. The NN training typically involves many epochs, and the necessary amount of epochs for convergence is a problem-dependent task.

In this study, the minimisation of the loss function is performed using the ADAptive Moments (ADAM) minimising algorithm [231], which is based on the stochastic gradient descent, but also takes into account the size of the update of weights from previous iteration in the current update of weights. This further improves the speed of convergence and robustness against falling into a local minimum [231,232]. The code for the NN training uses a combination of the Keras [233] and Tensorflow [234] Python-based libraries.

In the following, we summarise all of the free parameters related to the NN architecture and the training, which require a-priori choice as they are not determined in the training of the NN. They are commonly referred to as hyper-parameters.

**The choice of learning rate and batch size.** The choice of learning rate impacts the size of the steps of the stochastic gradient descent. Too small values increase the training time. Large values may lead to oscillations around a local minimum or divergences. The size of the batch affects the stochastic nature of the gradient descent, impacting the representativeness of the batches in contrast to the full training set, as well as the convergence of the minimisation. The choice of the batch size is in general problem-dependent.

**The number of hidden layers and the number of neurons in each hidden layer.** In particular, NNs with more hidden layers may learn more features at different levels of abstraction. The success in generalisation however strongly depends on the other aspects such as what features are provided as inputs, what is the NN architecture, and the size and representativeness of the training set.

**The activation function used for the neurons.** Activation functions define the behaviour of response of the neurons to the input. The following activation functions are investigated for the NN architecture, the sigmoid, hyperbolic tangent (tanh), rectified linear unit (ReLU) and the exponential linear unit (ELU) [152]. The sigmoid function is defined as:

\[
\phi(\theta) = \frac{1}{1 + e^{-\theta}}.
\]  

The sigmoid function has some nice properties, such as having a smooth derivative and being bounded to \((0, 1)\) interval, therefore large values due to outlier values are not encountered. On the other hand, it suffers from vanishing gradients for \( \theta \) far from zero. The computational complexity of calculation
of the function combined with the vanishing gradient problem lead to slower convergence and thus longer training times compared to alternatives. Sigmoid, however, is a popular choice for the activation function of the output node of a binary-classification NNs [152], hence it is used for this purpose in this study as well. The tanh function is basically a scaled sigmoid, with the difference of a steeper gradient and the output range of (-1, 1):

$$\tanh(\theta) = 2\phi_{\text{sig}}(2\theta) - 1,$$  \hspace{1cm} (8.7)

where $\phi_{\text{sig}}$ is the sigmoid function from Eq. 8.6. The ReLU function is defined as:

$$\phi(\theta) = \max(0, \theta).$$  \hspace{1cm} (8.8)

The advantage of ReLU is its computational simplicity compared to sigmoid and tanh and no vanishing gradient problem. On the other hand, it is potentially susceptible to undesirably large activation, because the function is unbounded for $\theta > 0$. The zero gradient for negative $\theta$ also potentially poses a problem in the optimisation, since no update of weight can happen, however the occurrence of this situation is mitigated by the stochastic nature of the training in batches. Finally, the ELU function is defined as:

$$\phi(\theta) = \begin{cases} e^{\theta} - 1 & \text{if } \theta \leq 0 \\ \theta & \text{if } \theta > 0 \end{cases}.$$  \hspace{1cm} (8.9)

Unlike ReLU, ELU is differentiable for all values of $\theta$ including zero, and has non-zero (though vanishing) gradient for negative values. While not as computationally efficient as ReLU, ELU has been found to converge faster and provide better NN classification performance than ReLU for various architectures including the feed-forward networks [235] employed in this study.

**The regularisation choice and strength.** During the training, it is important to ensure the NN is not overtrained, meaning that it does not fit statistical noise in the training set. One of the symptoms of NN overtraining is that the trained NN will have large values of weights due to fitting statistical fluctuations in the training set. Therefore, the use of regularisation is investigated, by adding a penalty into the loss function. The L1 and L2 regularisations are investigated, which are defined as:

$$R_{L1}(w) = \sum_{i=1}^{n} |w_i|, \quad R_{L2}(w) = \sum_{i=1}^{n} w_i^2,$$  \hspace{1cm} (8.10)

where $w$ is the vector of all the weights and biases of all neurons in the network, and $n$ is the size of the $w$ vector. The loss function is modified as follows:

$$L(w) = L_0(w) + \lambda R(w),$$  \hspace{1cm} (8.11)

where the $L_0(w)$ is the loss function without regularisation defined in Eq. 8.4, $R(w)$ is the introduced regularisation and the free parameter $\lambda > 0$ is the regularisation strength.

The NN is trained using jets from the signal all-hadronic $t\bar{t}$ sample, which pass the selection criteria in Sec. 8.2.2. During the training, the value of the loss function after each epoch is calculated on an independent set of jets, referred to as the validation set. This is done to check for overtraining,
manifesting itself by a decrease in the value of the training loss \(^{(6)}\) accompanied by increasing validation loss \(^{(7)}\), hinting that the NN is fitting statistical noise in the training set, not present in the validation set. Additionally, after the training, the NN classifier and the ROC curve are compared to another independent set of jets, referred to as the testing set. Therefore, the initial sample of jets needs to be split into three parts. However, the jets from the same simulation are also used for the all-hadronic charge asymmetry analysis. It is in general discouraged to use the same jets for both training and evaluation of the NN, therefore a different strategy is required.

A so-called *cross-training* approach is used in this study, where two independent NNs with the same architecture are trained on two independent sets of jets. In the subsequent analysis employing the NNs, it is ensured that the NN trained on one set of jets is not evaluated on the same set of events. The initial sample of jets is split into two equal-size samples by using a unique per-event number, where one sample contains odd-number events, and the other event-number events. After that, each of the two samples is further randomly split into two equal-size sub-samples. The four sets are then used as training, testing and validation sets for training of the two networks \(\text{NN}_1\) and \(\text{NN}_2\), according to an assignment scheme described in Table 8.7. Both of the networks are trained using the same hyper-parameter values. Each of the networks is trained on 5.6 million jets. The testing and validation set each have additional 2.8 million jets.

Table 8.7: Split of jets into the four samples labelled as \(\mathcal{T}_1\), \(\mathcal{T}_2\), \(\mathcal{V}_1\) and \(\mathcal{V}_2\). The samples \(\mathcal{T}_1\) and \(\mathcal{V}_1\) are used as the training set of \(\text{NN}_2\), while \(\mathcal{T}_2\) and \(\mathcal{V}_2\) are used as the testing and validation set of \(\text{NN}_2\), respectively. Analogously, \(\text{NN}_1\) is trained on \(\mathcal{V}_2\) and \(\mathcal{T}_2\) and tested on \(\mathcal{T}_1\), while \(\mathcal{V}_1\) is used as the validation set. Each of the four samples contains 2.8 million jets.

<table>
<thead>
<tr>
<th>Event-number split</th>
<th>odd number</th>
<th>even number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random split</td>
<td>(\mathcal{T}_1)</td>
<td>(\mathcal{T}_2)</td>
</tr>
<tr>
<td></td>
<td>(\mathcal{V}_1)</td>
<td>(\mathcal{V}_2)</td>
</tr>
</tbody>
</table>

Before the training, an input variable pre-processing step is executed, where each variable is shifted by an offset and scaled by a scale, such that the observables have zero mean and a standard deviation of unity. The scale and offset are thus the original distributions’ mean and standard deviation. This procedure limits the range of all of the input observables into approximately the same range, thus preventing variables with large value range from dominating the NN weights. For activation functions with vanishing gradient problem, such variables may even prevent the training from converging.

The training is performed with a maximum number of 200 epochs. However, the plateau of the achievable training loss may be reached much sooner, after which there is no point in continuing the training, as this can potentially lead to overtraining. The validation set can be used to gauge whether the training has reached a saturation point, where the validation loss no longer decreases. Therefore, the training is stopped early, if the validation loss does not improve during 10 training epochs, by at least a value of 0.001. The number of epochs and the minimum improvement required were adjusted based on the observed training and validation loss evolution for NNs trained using a set of randomly

\(^{(6)}\) It is common to refer to the value of a loss function simply as *loss*. The value of the loss function averaged over all batches within an epoch is referred to as the training loss.

\(^{(7)}\) The validation loss is the value of the loss function for the entire validation set.
picked hyper-parameter configurations.

A hyper-parameter grid search is performed, where NNs are trained with different values of parameters as listed in Table 8.8 to decide their optimal values. For each trained NN, the initial performance assessment is made using the testing-set accuracy, which is defined as:

$$A = \frac{1}{N_{\text{jets}}} \sum_{i} \delta \left( f_{\text{true}}^i - f(x^i) \right),$$

(8.12)

$$\delta \left( f_{\text{true}}^i - f(x^i) \right) = \begin{cases} 1 & \text{if } (f_{\text{true}}^i = 1 \land f(x^i) > 0.5) \lor (f_{\text{true}}^i = 0 \land f(x^i) < 0.5) \\ 0 & \text{if } (f_{\text{true}}^i = 1 \land f(x^i) < 0.5) \lor (f_{\text{true}}^i = 0 \land f(x^i) > 0.5) \end{cases}.$$  

(8.13)

The accuracy is thus a mean rate of successfully classifying jets, where the binary classification of a jet is based on whether its score is greater or smaller than 0.5. This metric is a reasonable choice if both classes of jets are equally represented, which is the case for the \(t\bar{t}\) events used. Hyper-parameters resulting in higher NN accuracy are preferred, however it is also required that the NN does not exhibit signs of overtraining.

Table 8.8: Summary of the hyper-parameters and the architecture setup in the NN grid search.

<table>
<thead>
<tr>
<th>Hyper-parameter</th>
<th>Scanned values of the parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimiser</td>
<td>Adam</td>
</tr>
<tr>
<td>Number of hidden layers</td>
<td>1 – 5</td>
</tr>
<tr>
<td>Number of neurons per hidden layer</td>
<td>5 – 30</td>
</tr>
<tr>
<td>Hidden layer activation function</td>
<td>ReLU, ELU, tanh</td>
</tr>
<tr>
<td>Output layer activation function</td>
<td>sigmoid</td>
</tr>
<tr>
<td>Learning rate</td>
<td>(10^{-5}, 5 \times 10^{-5}, 10^{-4})</td>
</tr>
<tr>
<td>Batch size</td>
<td>100, 200, 300, 400, 500</td>
</tr>
<tr>
<td>L1 regularisation strength</td>
<td>(10^{-6}, 5 \times 10^{-6}, 10^{-5}, 5 \times 10^{-5}, 10^{-4})</td>
</tr>
<tr>
<td>L2 regularisation strength</td>
<td>(10^{-6}, 5 \times 10^{-6}, 10^{-5}, 5 \times 10^{-5}, 10^{-4})</td>
</tr>
</tbody>
</table>

### 8.3.4 Choice of input variables

The NNs are trained for five different sets of input variables, and their accuracy is compared in Table 8.9. This approach is a compromise between the number of different combinations of input variables and the amount of time it takes to train the NNs. In general, different sets of input variables require full repetition of the hyper-parameter search. The five groups differ in the choice of whether SV and/or JetFitter vertex charge and corresponding \(N_{\text{trk}}\) variables are added, whether the \(p_T\) of individual track jets are added, and whether the corresponding vertex \(L_{3D}, \Delta L_{3D}\) are added.

The motivations for the structure of the variable groups stems from the input variable linear correlations, shown in Fig. 8.4 and 8.5. These show that the charges of jets and vertices are correlated with track multiplicities, and as expected, the correlations are opposite for jets from top quark and top anti-quark, making these variables useful for additional discrimination. The track-jet transverse momenta and the distances of the vertices from primary vertex show some degree of correlations between each other and the track multiplicities, but no or negligible correlations with the relevant charge observables. This prompts the test of adding and removing these variables from the NNs.
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Finally, while $Q^{SV}$ shows relatively strong separation according to Table 8.6, it is approximately 50\% correlated with the $Q^b$, potentially reducing the additional information this variable brings. The $Q^{JFS}$ and $Q^{JFT}$ are found to be less correlated with $Q^b$. Therefore, setups where either SV or JetFitter or both vertex-related variables are removed from the NN are also tested.

Table 8.9: Trained NN setups with various combinations of inputs variables. The variable group 1 includes the track-jet charges, track multiplicities and the binary-decision variables for the non-$b$-tagged track jets. The rest of the groups add track-jet $p_T$, JetFitter vertex variables, SV vertex variables, and the corresponding vertices’ fitted distance from primary vertex and the distance error, respectively. For every NN setup, the best accuracy achieved is quoted. The “◦” symbol marks a group of variables included in a given setup. The chosen setup is highlighted in bold.

<table>
<thead>
<tr>
<th>Group of variables</th>
<th>NN inputs setup</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $Q^b$, $Q^1$, $Q^2$, $N^{b}<em>{trk}$, $N^1</em>{trk}$, $N^2_{trk}$, $d^1$, $d^2$</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>2 $p_T^b$, $p_T^1$, $p_T^2$</td>
<td>○ ○ ○ ○</td>
</tr>
<tr>
<td>3 $Q^{JFS}$, $Q^{JFT}$, $N^{JFS}<em>{trk}$, $N^{JFT}</em>{trk}$, $d^{JFS}$, $d^{JFT}$</td>
<td>○ ○ ○</td>
</tr>
<tr>
<td>4 $Q^{SV}$, $N^{SV}_{trk}$, $d^{SV}$</td>
<td>○ ○ ○</td>
</tr>
<tr>
<td>5 Corresponding vertex $L_{3D}$, $\Delta L_{3D}$</td>
<td>○ ○ ○</td>
</tr>
<tr>
<td>Total number of input variables</td>
<td>8 16 21 17 26</td>
</tr>
<tr>
<td>Accuracy</td>
<td>71.3 71.8 72.4 <strong>72.9</strong> 73.0</td>
</tr>
</tbody>
</table>

8.3.5 Optimised NN architecture and comparisons with alternative approaches

The setup labelled as number 4 in Table 8.9 is used for further studies and the charge asymmetry sensitivity estimate, as it reaches almost the same accuracy as the setup including all observables, but using a much smaller set of input variables (17 vs 26). The optimised values of hyper-parameters of the trained NN are listed in Table 8.10. The comparison of the NN discriminant for the training and testing set is shown in Fig. 8.6 and the evolution of the training loss and validation loss for both cross-trained NNs in Fig. 8.8. The validation loss is found to be systematically smaller than that of the training loss, which is not unexpected. Firstly, the training loss is evaluated continuously after each batch within an epoch, and the average training loss is quoted, whereas the validation loss is calculated only after the full epoch. The training loss average thus includes higher loss values from early batches in the epoch, increasing the value of the loss average. Additionally, the regularisation term is only added to the training loss function and not the validation loss, further increasing the training loss in contrast to validation loss. Nevertheless, a cross-check was performed by randomly swapping the four samples in Table 8.7 and repeating the NN training. The same trend in training and validation loss was reproduced, ruling out the issue of jets with outlier properties not being evenly represented in all four samples. In Fig. 8.7, the ROC curves for each of the cross-trained NNs are shown, showing very similar training set and testing set accuracy. An approximately 0.1\% accuracy difference is observed between the two cross-trained NNs. This is attributed to slightly different convergence of the NN.
Fig. 8.4: Linear correlations for the NN input variables and the discriminant for top-quark jets, expressed in %.

Fig. 8.5: Linear correlations for the NN input variables and the discriminant for top-anti-quark jets, expressed in %.
training and validation loss due to the early stopping, and not due to overtraining, since both training and validation loss in Fig. 8.8b show similar trend.

Table 8.10: The chosen hyper-parameters and the architecture of the optimised NN.

<table>
<thead>
<tr>
<th>Hyper-parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimiser</td>
<td>Adam</td>
</tr>
<tr>
<td>Number of hidden layers</td>
<td>2</td>
</tr>
<tr>
<td>Number of neurons in the hidden layers</td>
<td>15, 10</td>
</tr>
<tr>
<td>Hidden layer activation function</td>
<td>ELU</td>
</tr>
<tr>
<td>Output layer activation function</td>
<td>sigmoid</td>
</tr>
<tr>
<td>Learning rate</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>Batch size</td>
<td>100</td>
</tr>
<tr>
<td>L2 regularisation strength</td>
<td>$5 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

Fig. 8.6: The comparison of the NN discriminant for the training and testing set, for the two cross-training configurations in (a) and (b) respectively, as defined in Table 8.7.

Fig. 8.7: The comparison of ROC curves for the training and testing set, for the two cross-training configurations in (a) and (b) respectively.
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In the all-hadronic charge-asymmetry measurement, the NN is applied to the two candidate large-$R$ jets passing the signal region criteria defined in Sec. 8.2.1. The two jets are denoted as $J_1$ and $J_2$, with their NN input values $x_{J_1}$ and $x_{J_2}$, respectively. They are identified as the top-quark jet $J_t$ and top anti-quark jet $J_{\bar{t}}$ by comparing the NN scores $f(x_{J_1})$ and $f(x_{J_2})$:

$$f(x_{J_1}) > f(x_{J_2}) \Rightarrow J_t \equiv J_1, \quad J_{\bar{t}} \equiv J_2,$$

$$f(x_{J_1}) < f(x_{J_2}) \Rightarrow J_t \equiv J_2, \quad J_{\bar{t}} \equiv J_1,$$  \hspace{1cm} (8.14)

where the cross-training NN setup is employed as discussed in Sec. 8.3.3. The main source of dilution in the all-hadronic channel $A_C$ measurement is expected to be the mis-identification of the jets in Eq. 8.14, resulting in wrong determination of the sign of $\Delta |y| = |y_t| - |y_{\bar{t}}|$, where $|y_t|$ is the absolute rapidity of $J_t$ and $|y_{\bar{t}}|$ is the absolute rapidity of $J_{\bar{t}}$. Therefore, the figure of merit when comparing the NN with alternative approaches, is the $\Delta |y|$ sign assignment purity, labelled as $P_{\Delta |y|}$. It is defined as the fraction of events where the sign of reconstructed $\Delta |y|$ matches the sign of $\Delta |y|^{\text{parton}} = |y_t^{\text{parton}}| - |y_{\bar{t}}^{\text{parton}}|$, calculated from the true absolute rapidities of the top-quark and top anti-quark at parton level, and is evaluated in the signal region using $t\bar{t}$ MC simulated events.

For the comparison with alternative approaches, the $P_{\Delta |y|}$ is also calculated using only the $b$-tagged track jets matched to the large-$R$ jets, either by using the inclusive jet charge $Q^b$, or by using the aforementioned JVC discriminant. In these approaches, the charge classification of the candidate large-$R$ jets is performed based on the assumption that the top-quark jet should contain a $b$-jet with smaller value of $Q^b$ or JVC than the $b$-jet matched to top-anti-quark jet. Finally, the $P_{\Delta |y|}$ is also calculated for the charge asymmetry measurement in the single-lepton channel, where the charge assignment is performed based on the single isolated lepton in final state.

Since the all-hadronic channel targets a specific kinematic region, the $P_{\Delta |y|}$ comparisons are performed in the two highest-$m_{t\bar{t}}^{\text{parton}}$ bins corresponding to the single-lepton channel $A_C$ measurement in Ch. 7, where the $m_{t\bar{t}}^{\text{parton}}$ is calculated from the parton-level top quark and anti-quark four-vectors. The true $m_{t\bar{t}}$ definition is used instead of reconstructed $m_{t\bar{t}}$ in order to remove the differences in $t\bar{t}$ system reconstruction between all-hadronic and single-lepton channel in the comparison. The $P_{\Delta |y|}$ results are summarised in Table 8.11.
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Table 8.11: Comparison of the $\Delta |y|$ charge assignment purity $P_{\Delta |y|}$ in the all-hadronic channel obtained using the NN and by using $b$-tagged track-jet charge only, and in the single-lepton channel, in bins of parton-level $m_{t\bar{t}}$.

| Channel, method                        | $P_{\Delta |y|}$ [%] vs $m_{t\bar{t}}$ [GeV] |
|----------------------------------------|---------------------------------------------|
|                                        | [1000, 1500]                  | > 1500                   |
| All-hadronic, NN discriminant          | 82.3                          | 82.3                     |
| All-hadronic, $b$-jet charge           | 65.9                          | 64.8                     |
| All-hadronic, JVC discriminant         | 67.2                          | 66.7                     |
| Single-lepton combined (resolved+boosted) | 91.4                          | 90.2                     |
| Single-lepton resolved                 | 90.5                          | 85.6                     |
| Single-lepton boosted                  | 92.6                          | 93.0                     |

The $P_{\Delta |y|}$ comparisons show that the NN approach adopted here significantly outperforms the approach of using just the $b$-tagged jet charge, as was traditionally done in resolved $t\bar{t}$ topologies. It is difficult to draw conclusions from the comparison with the observed JVC performance, since it is unclear whether the JVC discriminant can be used as-is for the kinematic regime examined in this study, due to the reasons outlined in Sec. 8.3.2 on the representativeness of the training set used for the JVC training. The $P_{\Delta |y|}$ purity in the single-lepton channel is still higher, than in the all-hadronic channel. This is not unexpected, since the charge of the isolated lepton is a very good proxy to the charge of the corresponding top quark, and so the dilution of $\Delta |y|$ sign is driven primarily by mis-reconstruction of object kinematics, such as incorrect neutrino longitudinal component determination, or incorrect jet-to-parton assignment. The boosted single-lepton topology shows the highest $P_{\Delta |y|}$, since the reconstruction of a hadronically-decaying top-quark as a single large-$R$ jet is more robust with respect to $P_{\Delta |y|}$ than the jet-to-parton assignment in resolved topology.

8.4 Validation of the neural network in data

In order to use the NN in any measurement relying on MC simulations, it is necessary to compare the modelling of the input observables and the NN discriminant in MC simulation and in data, and assess potential related systematic uncertainties. The all-hadronic channel is dominated by two processes, the MC simulated $t\bar{t}$ signal and the data-driven multijet background. Thus, the modelling study should be performed in a sample of boosted hadronically-decaying $t\bar{t}$ events in data. The boosted all-hadronic channel suffers from a substantial multijet background contribution of the order of 20% of total prediction and thus is not a very clean channel for this purpose. Instead, a tag-and-probe approach in the boosted $t\bar{t}$ production in the single-lepton channel is used, specifically, the muon 2$b$-inclusive channel defined by selection criteria in Sec. 8.2.3. The selection yields a very pure sample of $t\bar{t}$ events, as shown in Table 8.3, where the hadronically-decaying top quark is reconstructed as a large-$R$ jet, and is used as the probe for the modelling study. Further split of the muon 2$b$-inclusive channel into $\mu^+$ and $\mu^-$ channels based on the muon charge is done, in order to examine the modelling of the relevant observables separately for top-quark jets and top-anti-quark jets.
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8.4.1 Systematic uncertainties

The systematic uncertainties evaluated in this study are very similar to the experimental and modelling uncertainties outlined in Sec. 7.6.1 and 7.6.2. Below, we highlight the differences, otherwise it is assumed that the same prescriptions of the corresponding uncertainties are considered. The differences in treatment arise primarily from newer calibrations with improved uncertainties or newer ATLAS recommendations on treatment of MC modelling uncertainties at the time of this analysis.

Experimental uncertainties

The same experimental uncertainties as in Sec. 7.6.1 are evaluated in this analysis, with the exception of updated large-$R$ jet uncertainties.

The large-$R$ jet calibration is improved by including the in-situ calibration [129] using similar methodology as for the small-$R$ jets. In total, 24 NPs related to JES are propagated in the analysis, and a single NP for the uncertainty on JER. The uncertainties on the large-$R$ jet JMS and JMR are the same as those outlined in Sec. 7.6.1. No calibration and related uncertainties on the large-$R$ jet DNN top-tagger were available at the time of this analysis. Based on the previous studies presented in Ch. 6 and specifically Fig. 6.6, it is expected that the uncertainties on the top-quark tagging signal efficiency will mostly impact the total $t\bar{t}$ yield in this study, and will have negligible shape effects on the top-quark charge NN inputs and the NN discriminant. Given the small background contribution, uncertainties on the top-quark tagging background rejection can be neglected.

Signal modelling uncertainties

The $t\bar{t}$ modelling uncertainties considered in this analysis are slightly updated with respect to Sec. 7.6.2, namely the uncertainty on the initial-state radiation and the matching of ME to PS. The initial-state radiation uncertainty is decomposed into three NPs. The first two NPs correspond to factor 0.5 and factor 2.0 variations of the $\mu_R$ scale and the $\mu_F$ scale in the ME, respectively. The third NP corresponds to equally-sized variations of $\mu_R$ scale of the Var3c parameter of the A14 tune [188] in the parton shower. Finally, the uncertainty on the matching of ME to PS is estimated by varying the nominal value of $h_{\text{damp}} = 1.5 \ m_{\text{top}}$ to a value of $h_{\text{damp}} = 3 \ m_{\text{top}}$. The PS and hadronisation uncertainty, the FSR uncertainty, and the PDF uncertainties are the same as in Sec. 7.6.2.

Given the small contribution of the backgrounds in the $2b$-inclusive muon channel, background modelling uncertainties are neglected.

8.4.2 Control distributions of the NN inputs and discriminant

In Fig. 8.9–8.14, the comparisons of data and predictions are shown for the NN input variables and the NN discriminant of the probed isolated $b$-tagged and top-tagged large-$R$ jet, referred to as the hadronic top-quark large-$R$ jet candidate. Due to the previously-discussed top-quark $p_T$ mismodelling, the $t\bar{t}$ contribution in all of the figures is scaled by a factor of 0.85 to normalise the prediction to data, in order to highlight shape differences between data and the prediction. The track-jet charge and the large-$R$ jet NN discriminant plots are shown separately depending on the sign of the isolated muon electric charge, which determines whether the selected large-$R$ jet probes a hadronically-decaying top quark or top anti-quark. The inclusive NN discriminant distribution of $t\bar{t}$ in Fig. 8.13 shows a decomposition of the
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$t \bar{t}$ sample into categories based on whether the large-$R$ jet is matched to a top quark, top anti-quark, or no match is successful. The expectation is that in the $\mu^-$ ($\mu^+$) channel, the selected large-$R$ jet should contain the decay products of a hadronically-decaying top quark (top anti-quark). The contribution of events where the matching fails is approximately 3%, and the contribution of events where opposite matching is found in contrast to the expectation is less than 0.02%. Therefore, the charge of the isolated muon is a good quantity for the selection of a pure sample of large-$R$ jets initiated by the corresponding top (anti-)quark.

In general, the agreement between the data and the prediction for some of the charge observables and the NN discriminants shows slight tension with respect to the systematic uncertainties. Most of the systematic uncertainties are correlated across the bins of distributions, introducing a normalisation effect, that does not cover the slopes in the data-to-prediction ratios. The shape of the uncertainty bands observed is dominated by the uncertainty on the $t \bar{t}$ modelling of PS and hadronisation. The tension in the data-to-prediction agreement is particularly evident for the charge observables calculated from all tracks of the track jets, as shown in Fig. 8.9 and 8.10. The MC-predicted charges of the JetFitter and the SV vertices are found to agree well with data, as shown for example in Fig. 8.11, with the rest of the observables shown in App. D.2. Similarly, the MC simulations predict smaller track-jet track multiplicities than data, whereas the track multiplicity for vertices is found to be modelled significantly better, as shown for example in Fig. 8.12. The jet charge observables in MC appear to be slightly more offset from zero than in data, and this offset results in a slightly higher separation power of these variables in MC simulation compared to data. The same trend is observed for the NN discriminant in Fig. 8.13 and 8.14.

Fig. 8.9: Comparison of data and prediction for the charge of the $b$-tagged track jet $Q^b$, in the $\mu^-$ region (a) and $\mu^+$ region (b). The dark green band shows the statistical uncertainty of the total prediction, and the light green band shows the total prediction statistical and systematic uncertainty summed in quadrature. The error bars on black points show the statistical uncertainty of data. The $t \bar{t}$ prediction is scaled to normalise the total prediction yield to data. The bin yields are divided by the bin width.
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Fig. 8.10: Comparison of data and prediction for the charge of the leading-$p_T$ non-$b$-tagged track jet $Q_1$, in the $\mu^-$ region (a) and $\mu^+$ region (b). The plot style follows the convention of Fig. 8.9. The bin yields are divided by the bin width.

Fig. 8.11: Comparison of data and prediction for the charge of the SV vertex of the $b$-tagged track jet $Q_{SV}$, in the $\mu^-$ region (a) and $\mu^+$ region (b). The plot style follows the convention of Fig. 8.9. The bin yields are divided by the bin width.

Fig. 8.12: Comparison of data and prediction for the rate of the $b$-tagged track jet containing a SV vertex $Q_{SV}$ (a) and the SV vertex track multiplicity $N_{SV_{trk}}$ (b). The plot style follows the convention of Fig. 8.9. The bin yields in (a) are divided by the bin width.
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Fig. 8.13: Comparison of data and prediction for the NN discriminant of the hadronic top-quark large-\(R\) jet candidate, in the \(\mu^-\) region (a) and \(\mu^+\) region (b). The \(tt\) contribution is split according to the true charge of the top quark matched to the large-\(R\) jet, into \(t\), \(\bar{t}\) and other (failed matching) category. The plot style follows the convention of Fig. 8.9.

Fig. 8.14: Comparison of data and prediction for the NN discriminant of the hadronic top-quark large-\(R\) jet candidate, in the \(\mu^-\) region (left) and \(\mu^+\) region (right), for two intervals of \(m_{\ell\ell}\) (top/bottom). The plot style follows the convention of Fig. 8.9.
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8.4.3 Uncertainty due to the NN mismodelling

Based on the NN discriminant data-to-prediction comparisons, the paramount question of interest is, how does the mismodelling impact the $\Delta|y|$ observable to be used for the $A_C$ measurement in the all-hadronic channel. The sign of the $\Delta|y|$ observable depends on the comparison of the NN discriminant values of the two large-$R$ jet candidates, as shown in Eq. 8.14. The observations of the mismodelling suggest that the rate of correctly assigned $\Delta|y|$ sign is potentially lower in data than in $t\bar{t}$ MC simulation. The uncertainty on the modelling of $t\bar{t}$ PS and hadronisation in this study is also propagated in the all-hadronic $A_C$ estimate, thus partial coverage of the shape effects is expected from this uncertainty.

An additional systematic uncertainty due to the NN discriminant mismodelling is estimated in the single-lepton channel by reweighting of the $t\bar{t}$ distribution of the NN discriminant in Fig. 8.13 to match data, separately for top-quark jets and for top-anti-quark jets. In the $\mu^-$ ($\mu^+$) channel, the non-$t\bar{t}$ background as well as the $t\bar{t}$ contribution of large-$R$ jet candidates not matched or incorrectly matched\(^{(8)}\) are subtracted from data. The $t\bar{t}$ contribution is normalised to the background-subtracted data, same as in the data-to-prediction comparison figures. Subsequently, the ratio of distribution of the NN discriminant for large-$R$ jets matched to top (anti-)quark in $t\bar{t}$ to the background-subtracted distribution is obtained in $\mu^-$ ($\mu^+$) regions. The ratios in the respective regions are fitted with a linear function. Each of the fit functions corresponds to one of the two classes of large-$R$ jets. The fit is shown in Fig. 8.15. It is found that the high $\chi^2$ per degrees of freedom for the $\mu^-$ region fit is caused by the last outlier bin in the ratio. Removing the bin from the fit reduces the $\chi^2$/NDF to 19.3/22, yielding a slope of $-0.28 \pm 0.05$ and offset of $1.19 \pm 0.03$. For the uncertainty estimate, the fit to full distribution is taken, based on the fact that the obtained slope is larger, thus leading to a more conservative uncertainty.

Finally, the two obtained linear functions for top-quark jets and top-anti-quark jets, respectively, are used to perform event-by-event reweighting in the all-hadronic channel. The event weight is a product of two weights corresponding to the two candidate large-$R$ jets, where each weight is calculated\(^{(8)}\) Cases when a top-quark is matched to the large-$R$ jet candidate in the $\mu^+$ channel, or the top anti-quark is matched to the large-$R$ jet candidate in the $\mu^-$ channel, are considered as incorrect matches.
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Based on the value of the NN discriminant, using the fit function corresponding to the top (anti-)quark matched to the large-$R$ jet candidate. For large-$R$ jet candidates failing truth matching, no weight is applied. The described reweighting is used to derive a systematically-shifted $\Delta |y|$ distribution and calculate the resulting systematic uncertainty on $A_C$ in the all-hadronic channel in Sec. 8.6. The effect of the systematic variation on the NN discriminant is illustrated in Fig. 8.16.
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Fig. 8.16: Impact of the NN reweighting uncertainty on the NN discriminant in the single-lepton channel $t\bar{t}$ MC prediction, for candidate large-$R$ jets matched to top quark in $\mu^-$ region (a) and top anti-quark in $\mu^+$ region (b).

8.5 Expected sensitivity of the all-hadronic $t\bar{t}$ charge asymmetry

In this section, we obtain an approximate estimate of sensitivity of the boosted all-hadronic channel to the $A_C$. Due to the kinematic selection in this analysis, the $A_C$ sensitivity is estimated and compared with the single-lepton channel for $m_{t\bar{t}} \in [1000, 1500] \text{ GeV}$ and $m_{t\bar{t}} > 1500 \text{ GeV}$ bins only. All of the signal and background predictions are obtained from MC simulations with the exception of the multijet background, which is estimated using a data-driven ABCD method similar to the method in Ref. [223], described in Sec. 8.5.1.

The $A_C$ vs $m_{t\bar{t}}$ estimate is obtained by unfolding the Asimov dataset, using the FBU method previously described in Sec. 7.4. An optimisation of the $\Delta |y|$ binning is performed in Sec. 8.5.3. In Sec. 8.5.4, the systematic uncertainties impacting the $A_C$ estimate are discussed. Finally, in Sec. 8.6, the results of the $A_C$ vs $m_{t\bar{t}}$ sensitivity estimate are presented.

8.5.1 Multijet background estimate

The motivation for using a data-driven technique for the multijet background estimate is that this background is notoriously difficult to model accurately by MC simulations, and also expensive in terms of the time required to simulate sufficient amount of events due to the very high background rejection imposed by the top-quark tagging and $b$-tagging selection criteria.

The ABCD method is based on factorising the event selection into regions typically based on two-dimensional selection and extrapolating from a background enriched region into signal region, hence the origin of the name ABCD, where the letters denote the individual regions. Let us assume
for simplicity a four-region scenario, defined by two different selections on variable $X$ and variable $Y$ respectively. Let us denote that region $D$ is the signal region where high signal purity is achieved by cuts on $X$ and $Y$. Control regions $C$ and $B$ are defined by imposing a looser cut on one of the variables, and region $A$ by imposing a looser cut on both of the variables. If the variables $X$ and $Y$ are uncorrelated, the shape of observable $X$ is independent of selection on observable $Y$ and vice-versa. It follows that the signal region $D$ yield can be scaled using yields in the control region $A$ and regions $B$ and $C$ via relation:

$$ D = \frac{B \cdot C}{A}. \quad (8.15) $$

In practice, contamination by other backgrounds and signal is expected in the regions $A$, $B$ and $C$, therefore these are subtracted, typically using MC based estimates. The ABCD approach can be extended to binned distributions, where Eq. 8.15 is used in each bin of the distribution of interest. The assumption that the variables $X$ and $Y$ are uncorrelated are often difficult to satisfy, finding uncorrelated observables is not guaranteed, and therefore corrections to account for the correlations may be necessary.

The ABCD multijet estimate in this analysis uses 16 regions in total, defined by leading and sub-leading large-$R$ jet top-quark tagging and $b$-tagging selection (tagged/un-tagged), as defined in Sec. 8.2. The region definitions are illustrated in Table 8.12, along with the expected signal contamination. The control region $A$ is defined by having neither the leading nor the sub-leading large-$R$ jet top- or $b$-tagged, and contains only 0.1% of signal events. In all of the regions, the signal and non-multijet background contributions are subtracted from data. The extrapolation to signal region $S$ is performed using regions $O$ and $J$ via $O \cdot J / A$. As discussed in [223], the rate of top-tagging and $b$-tagging for the leading large-$R$ jet is not uncorrelated to the sub-leading large-$R$ jet tag rates. The correlation corrections are extracted from ratios of additional regions, for example ratio $(F/E)$ gives the leading jet top-quark tag rate when the sub-leading jet is also top-tagged, and ratio $(C/A)$ gives the leading jet top-tag rate when the sub-leading jet is not top-tagged. If the ratio of these two rates is different from unity, this indicates that the rates are correlated. Four correction factors are derived to account for these correlations:

- The dependence of the leading jet top-tag rate on the sub-leading jet top-tag rate:

$$ \frac{F}{E} = \frac{F \cdot A}{E \cdot C}. \quad (8.16) $$

- the dependence of the leading jet top-tag rate on the sub-leading jet $b$-tag rate

$$ \frac{D}{B} = \frac{D \cdot A}{B \cdot C}. \quad (8.17) $$

- the dependence of the leading jet $b$-tag rate on sub-leading jet $b$-tag rate

$$ \frac{H}{B} = \frac{H \cdot A}{B \cdot C}. \quad (8.18) $$

- the dependence of the leading jet $b$-tag rate on sub-leading jet top-tag rate

$$ \frac{H}{I} = \frac{H \cdot A}{B \cdot I}. \quad (8.19) $$
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Combining the bin yields of an observable from regions $A$, $J$ and $O$ and the correction factors in Eq. 8.16-8.19, the multijet distribution of the observable in signal region $S$ are obtained from bin yields of other regions as:

$$S = \frac{J \cdot O}{A} \cdot \frac{D \cdot A}{B \cdot C} \cdot \frac{G \cdot A}{E \cdot C} \cdot \frac{F \cdot A}{E \cdot I} \cdot \frac{H \cdot A}{B \cdot I}.$$  

(8.20)

Table 8.12: Definition of the regions used for data-driven ABCD multijet estimate, along with the expected signal contribution, defined as the ratio of the all-hadronic $t\bar{t}$ yield and the data yield. The regions are parametrised in terms of top-tagging and $b$-tagging decisions of leading and sub-leading large-$R$ jet in $p_T$. The notation 0t0b denotes whether the respective jet is top-tagged and/or $b$-tagged, where 0 means un-tagged and 1 means tagged.

<table>
<thead>
<tr>
<th>Leading large-$R$ jet</th>
<th>Sub-leading large-$R$ jet</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0t0b</td>
</tr>
<tr>
<td>1t1b</td>
<td>J (6.4%)</td>
</tr>
<tr>
<td>0t1b</td>
<td>B (0.9%)</td>
</tr>
<tr>
<td>1t0b</td>
<td>E (0.6%)</td>
</tr>
<tr>
<td>0t0b</td>
<td>A (0.1%)</td>
</tr>
</tbody>
</table>

Regions K, L, M, N all contain various mixtures of signal and background composition, and hence can be used as validation regions. The region K and N are used for a data-to-prediction comparisons with a very different mixture of signal and background contributions to validate the multijet background estimate. The multijet contribution in these regions is estimated using the following set of regions:

$$K = \frac{D \cdot F}{C}, \quad N = \frac{H \cdot D}{B}.$$  

(8.21)

8.5.2 Data-to-prediction comparisons in the validation and signal regions

The data-to-prediction comparisons for the validation regions K and N and the signal region, for the observables related to the two leading large-$R$ jets, the charge NN discriminant and the $\Delta |y| vs m_{t\bar{t}}$ double-differential distribution are shown in Fig. 8.18–8.21. Further signal and validation region plots are shown in App. D.3. The systematic uncertainties included in the distributions are described in Sec. 8.5.4.

In general, the agreement between the distribution shape of the data and the prediction is reasonable for most of the observables, mostly within the statistical and systematic uncertainties, with small tension in shape of the validation-region $\Delta |y| vs m_{t\bar{t}}$ observable and the NN discriminants. Some tension is observed in the modelling of the large-$R$ jet $p_T$, both in signal and validation regions, showing a slope at the low $p_T$ region. In general the predicted contribution of $t\bar{t}$ is over-estimated as observed in the other data-to-prediction comparisons in the measurements presented in this thesis. It is also observed, that the signal normalisation factor differs slightly between the individual regions. One of the possible contributions to these differences could be the missing top-quark tagging calibration, in particular for the differences between the region K and N yields, since these regions differ in the multiplicity of the top-tagged large-$R$ jets. Nevertheless, this phenomenon is still under investigation. In the unfolding,
the signal normalisation is a free parameter not impacting the $A_C$ value, since $A_C$ is insensitive to the signal normalisation by definition. However the normalisation of the multijet background does impact the $A_C$ result. Further studies of the multijet background are indeed necessary for a full measurement. In the unfolding, uncertainties on both the shape and the normalisation of the multijet background are added, as discussed in Sec. 8.5.4.

![Graphs showing data and prediction comparisons](image)

Fig. 8.17: The comparison of data to prediction of the distribution of top-quark candidate (top row) and top-anti-quark (bottom row) large-$R$ jet NN discriminant, in the validation regions K (left) and N (right). In the figures, the all-hadronic $t\bar{t}$ contribution is scaled to match the prediction yield to data. The dark-green band in the ratio plot shows the statistical uncertainty on the prediction, while the light-green band shows the statistical and systematic uncertainty on the prediction, summed in quadrature. The error bars on the black points show the statistical uncertainty of data. Additionally, the all-hadronic $t\bar{t}$ contribution is split according to the true charge of top quark matched to the large-$R$ jet, into $t$, $\bar{t}$ and other (failed matching) category.
8.5. Expected sensitivity of the all-hadronic $t\bar{t}$ charge asymmetry

Fig. 8.18: The comparison of data to prediction of the leading large-$R$ jet $p_T$ in the validation region N (a) and in the signal region (b). The uncertainties and the signal normalisation follows the same convention as Fig. 8.17. The bin yields are divided by the bin width.

Fig. 8.19: The comparison of data to prediction of the $\Delta |y|$ vs $m_{t\bar{t}}$ distribution, in the validation regions K (a) and N (b). The uncertainties and the signal normalisation follows the same convention as Fig. 8.17.

Fig. 8.20: The comparison of data to prediction of the distribution of top-quark candidate large-$R$ jet NN discriminant, in the validation regions K (a) and N (b). The uncertainties and the signal normalisation follows the same convention as Fig. 8.17.
8.5.3 Binning optimisation and unfolding

The unfolding of $A_C$ vs $m_{t\bar{t}}$ requires optimisation of the $\Delta |y|$ binning, which is performed in a similar manner as the optimisation described in Sec. 7.5, using linearity test with injected asymmetry predicted by light-mass axigluon models. Four $\Delta |y|$ bins are used in a similar manner as in the single-lepton channel, to map the migrations in a sufficiently-accurate manner, and the same $m_{t\bar{t}}$ bins are used as the two highest-$m_{t\bar{t}}$ bins used in the single-lepton channel. The $\Delta |y|$ binning is obtained by performing the linearity test for various values of the inner $\Delta |y|$ bin edge, $x$, in the $[-5, -x, 0, x, 5]$ binning. The $\Delta |y|$ inner bin edge is scanned in steps of 0.1 for both $m_{t\bar{t}}$ bins independently, performing a two-dimensional scan. The figure of merit for the choice of $\Delta |y|$ binning is the $R$-factor:

$$ R = \sum_{i}^{m_{t\bar{t}} \text{bins}} \frac{1 - s_i}{o_i^2}, \quad (8.22) $$

where $s_i$ and $o_i$ are the slope and offset from the linearity tests, for the $i^{th}$ unfolded $m_{t\bar{t}}$ bin. The metric is designed to penalise binning choices that yield non-unity slopes and non-zero offsets.

It is observed, that no choice of binning can achieve a slope compatible with one. The problem arises from the extrapolation to full phase space in $\Delta |y|$ at parton level. The event selection criteria limit the large-$R$ jets to satisfy $|\eta| < 2.0$. This effectively means, that approximately beyond $|\Delta |y|| > 2.0$, no events are reconstructed. When injecting axigluon-induced BSM asymmetries, the charge asymmetry contribution is more enhanced in the tails of the $\Delta |y|$ distribution, reaching beyond the detector acceptance. At detector level, the enhancement of asymmetry is therefore smaller than at parton level due to the insensitivity to $|\Delta |y|| > 2.0$, resulting in an underestimation of the magnitude of the unfolded asymmetry.

A possible solution to the linearity non-closure is to impose fiducial cuts at the parton level on $\Delta |y|$ observable. The linearity test is repeated with $|\Delta |y|| < 2.0$ fiducial cut, yielding linearity with slope compatible with one. The best-linearity binning for fiducial and for full-phase-space unfolding is shown in Table 8.13. Restricting the parton-level $\Delta |y|$ using fiducial cuts yields an out-of-fiducial $t\bar{t}$ background, constituted by signal events which do not pass parton-level fiducial cuts, but migrate...
into the signal region at detector level. It is found however, that the contribution of this background is
approximately 0.03 % and is therefore neglected.

The disadvantage of the fiducial unfolding is that it introduces differences in the $\Delta |y|$ definition
with respect to the single-lepton channel $A_C$ measurement, complicating a potential combination. If a
combination of multiple channels directly at the level of unfolding is desired, similarly to how resolved
and boosted regions are combined in the single-lepton channel $A_C$ measurement, it is necessary to
ensure that the parton-level $\Delta |y|$ binning is the same. Both full phase space and fiducial unfolding
is studied further in this analysis to assess the impact of the extrapolation to full phase space on the
uncertainty of the unfolded $A_C$ and also on the magnitude of the extracted asymmetry.

In Fig. 8.22, the migration matrix for the $\Delta |y|$ vs $m_{t\bar{t}}$ double-differential distribution is shown. In
general, the migrations between the differential bins reach up to 15 % in the highest-$m_{t\bar{t}}$ bin. This is a
significantly lower value than in case of the single-lepton channel, where the migrations between the
two highest-$m_{t\bar{t}}$ bins reach up to 25 % in resolved and 30 % in boosted regions, as can be seen in $m_{t\bar{t}}$
vs $\Delta |y|$ migration matrices in App. C.1. The migrations between inner and outer $\Delta |y|$ bin for the same
$\Delta |y|$ sign are also smaller in the all-hadronic channel than in the single-lepton channel. The resolved
single-lepton channels suffer from migrations due to mis-measurement of neutrino momentum and
wrong jet-to-parton assignment. In boosted single-lepton channel the latter challenge is circumvented
by reconstructing the hadronic top quark as a single large-$R$ jet, but the neutrino reconstruction remains
an under-constrained problem.

Finally, the implicit $m_{t\bar{t}} > 1000$ GeV restriction in the parton-level binning in the all-hadronic
channel leads to a non-fiducial contribution of events below this $m_{t\bar{t}}$ threshold, which are reconstructed
with $m_{t\bar{t}} > 1000$ GeV, passing the signal region selection. The contribution of this background is
6.5 % in the $m_{t\bar{t}} \in [1000, 1500]$ GeV bin, and is negligible in the $m_{t\bar{t}} > 1500$ GeV bin.

Table 8.13: The $\Delta |y|$ binning for inclusive and differential $A_C$ unfolding. Both the slope and the offset
from the linearity test are shown, along with their uncertainties from the fit.

| Differential bin | $\Delta |y|$ binning | Linearity |
|------------------|---------------------|-----------|
|                  |                     | slope     | offset           |
| Full phase space unfolding |                     |           |                   |
| $m_{t\bar{t}} \in [1000, 1500]$ GeV | $[-5, \textbf{0.9}, 0, \textbf{0.9}, 5]$ | 0.880 ± 0.010 | -0.0000 ± 0.0003 |
| $m_{t\bar{t}} > 1500$ GeV | $[-5, \textbf{1.1}, 0, \textbf{1.1}, 5]$ | 0.914 ± 0.014 | -0.0007 ± 0.0005 |
| Fiducial unfolding ($|\Delta |y|| < 2.0$) |                     |           |                   |
| $m_{t\bar{t}} \in [1000, 1500]$ GeV | $[-5, \textbf{0.9}, 0, \textbf{0.9}, 5]$ | 0.993 ± 0.011 | -0.0006 ± 0.0003 |
| $m_{t\bar{t}} > 1500$ GeV | $[-5, \textbf{1.2}, 0, \textbf{1.2}, 5]$ | 0.982 ± 0.015 | -0.0004 ± 0.0005 |
Fig. 8.22: Migration matrix of the $\Delta |y|$ vs $m_{t\bar{t}}$ double-differential distribution in the boosted all-hadronic channel, using the binning for full-phase-space unfolding. The groups of four bins correspond to the four $\Delta |y|$ bins for a given $m_{t\bar{t}}$ bin specified by the axis labels. The precise $\Delta |y|$ binning is listed in Table 8.13.

8.5.4 Systematic uncertainties

The systematic uncertainties evaluated for the $A_C$ Asimov estimate are the same as those in Sec. 8.4.1, with an addition of uncertainties on the multijet background estimate, the uncertainty on the NN discriminant modelling described in Sec. 8.4.3, and the uncertainties related to unfolding.

The uncertainty on the NN discriminant, derived in Sec. 8.4.3, is propagated to the all-hadronic $t\bar{t}$ events, by applying weights to the two hadronic top-quark large-$R$ jet candidates, where depending on whether the jet is matched to a parton-level top quark or top anti-quark, the weight is calculated from the corresponding fitted dependence of the weight on NN discriminant previously shown in Fig. 8.15.

The systematic uncertainties on the MC modelling of the non-all-hadronic $t\bar{t}$ and single top-quark backgrounds are neglected. The normalisation uncertainties previously quoted in Table 6.5 are considered.

A number of assumptions are made in the multijet background estimate. The regions used for the estimate, including the regions used to correct for correlations between large-$R$ jet top-quark tagging and $b$-tagging, include a small contamination by non-multijet processes. No systematic uncertainties are propagated on this contamination except for the statistical uncertainties of both data and the contributions of the non-multijet processes. Strictly speaking, the systematic uncertainties on the non-multijet MC-simulated contributions in the individual regions should be propagated. For this preliminary estimate, omitting this systematic uncertainties propagation is motivated by the fact that the non-multijet contamination in the individual regions is below 10%. Because of the different shape of the multijet background $\Delta |y|$ distribution compared to the signal $\Delta |y|$ distribution, both normalisation and shape effects in the modelling of the multijet background can alter the unfolded $A_C$. As such, a 50% normalisation uncertainty on the multijet background is added in the unfolding but not included...
in the data-to-prediction comparison plots. The choice of the value is admittedly ad-hoc, its purpose is mainly to check in the ranking of the systematic uncertainties, whether this uncertainty yields an important effect on $A_C$.

Finally, to induce shape uncertainties on the total background for the $\Delta|y|$ distribution, an approach inspired by the $y$ NPs defined in Sec. 7.4.2 is used. In this approach, the individual bins of the total backgrounds are allowed to fluctuate independently based on the per-bin statistical uncertainty of the background prediction. In other words, for each bin of the total background $\Delta|y|$ distribution, a separate systematic uncertainty is added. The magnitude of this uncertainty for each bin is given by a sum-in-quadrature of the MC statistical uncertainty of the single top-quark and non-all-hadronic $t\bar{t}$ contributions and the statistical uncertainty of the multijet background in the given bin. The multijet background statistical uncertainty is obtained by propagating the statistical uncertainties of data and the subtracted non-multijet contributions in the individual ABCD regions in the Eq. 8.20. The per-bin yield variations range from 2% to 6%.

The following uncertainties on the unfolding are considered, previously described in Sec. 7.6.3. The uncertainty due to the limited signal MC sample is propagated via PEs by smearing the response matrix. The linearity non-closure in the binning optimisation is propagated into a bias uncertainty according to Eq. 7.17.

In contrast to the single-lepton channel $A_C$ measurement, the bootstrapping of systematics is omitted in this estimate. The justification for omitting this procedure is that the statistical uncertainties on the MC predictions in the all-hadronic channel are much smaller than those in the single-lepton channel due to the larger number of generated MC events relative to the total predicted yield. Specifically, the signal $t\bar{t}$ sample as well as the alternative samples for modelling uncertainties are generated with approximately 30-times more events than the expected number of signal events in the data. This is an order of magnitude more than the number of generated events in the $t\bar{t}$ sample in the single-lepton channel, where bootstrapping was applied. The single top-quark and the non-all-hadronic $t\bar{t}$ backgrounds have seven- and four-times more generated events compared to expected yield in data, respectively, and only constitute approximately 4.5% of the total expected yield.

Finally, the systematic uncertainties in this estimate are not marginalised within FBU, but instead their impact is obtained by performing a statistical-only unfolding of the Asimov dataset shifted by the corresponding systematic uncertainty. The total uncertainty is the sum-in-quadrature of the individual systematic uncertainties and the statistical uncertainty of the unfolding of Asimov dataset. Marginalisation of systematic uncertainties is left for further studies, as to first order it is not expected that significant gains will be achieved, since the Asimov estimate is dominated by statistical uncertainty, as presented in the next section.

**8.6 Results and discussion of further possible improvements**

In Table 8.14, the unfolded Asimov dataset $A_C$ vs $m_{t\bar{t}}$ in the all-hadronic channel is shown, for both the fiducial and the full-phase-space unfolding, along with a decomposition of the total uncertainty into statistical uncertainty and groups of systematic uncertainties. The $A_C$ estimate is found to be statistically limited. The largest systematic uncertainties include $t\bar{t}$ modelling, followed by background modelling and the statistical uncertainty on the response matrix MC estimate due to limited number of
generated signal MC events. The background modelling uncertainty is dominated by uncertainty on the multijet normalisation and the per-bin statistical uncertainty of the total background contribution. The impact of top 20 systematic uncertainties is shown in Fig. 8.23 for the fiducial unfolding and in Fig. 8.24 for the full-phase-space unfolding. Among the dominant $t\bar{t}$ modelling uncertainties are the uncertainty on the FSR modelling and the PS + hadronisation modelling, similarly to the dominant systematic uncertainties in the single-lepton. The multijet normalisation and shape uncertainties (labelled as “Bckg. MC stat. bin”) are among the highest-ranking systematic uncertainties, suggesting that further studies of this background are necessary for a proper measurement on data.

Table 8.14: Impact of statistical and systematic uncertainties on the Asimov dataset unfolding of $A_C$ vs $m_{t\bar{t}}$. Both fiducial and full-phase-space unfolding in $\Delta |y|$ is shown. The total uncertainty is the sum-in-quadrature of statistical uncertainty and the systematic uncertainties. For the unfolding to full phase space, the unfolding bias is evaluated using the NNLO QCD + NLO EWK SM prediction [221,222] and added to the total uncertainty instead of the Asimov-calculated bias.

<table>
<thead>
<tr>
<th>Bin ($m_{t\bar{t}}$ [GeV])</th>
<th>Fiducial</th>
<th>Full phase space</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[1000, 1500]</td>
<td>&gt; 1500</td>
</tr>
<tr>
<td>$A_C$ value</td>
<td>0.0039</td>
<td>0.0039</td>
</tr>
<tr>
<td>Statistical uncertainty</td>
<td>0.0231</td>
<td>0.0351</td>
</tr>
<tr>
<td>$t\bar{t}$ modelling</td>
<td>0.0107</td>
<td>0.0063</td>
</tr>
<tr>
<td>Background modelling</td>
<td>0.0052</td>
<td>0.0097</td>
</tr>
<tr>
<td>Response matrix stat.</td>
<td>0.0043</td>
<td>0.0040</td>
</tr>
<tr>
<td>Large-$R$ jet JES/JER, $E_T^{miss}$</td>
<td>0.0033</td>
<td>0.0026</td>
</tr>
<tr>
<td>$b$-tagging</td>
<td>0.0014</td>
<td>0.0016</td>
</tr>
<tr>
<td>$t\bar{t}$ PDF</td>
<td>0.0011</td>
<td>0.0020</td>
</tr>
<tr>
<td>Unfolding bias (Asimov)</td>
<td>0.0005</td>
<td>0.0005</td>
</tr>
<tr>
<td>Unfolding bias (SM)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>0.0266</td>
<td>0.0374</td>
</tr>
</tbody>
</table>

Table 8.15: The comparison of the unfolded full-phase-space and true (parton-level) $A_C$ and its uncertainty for the Asimov dataset, between the all-hadronic and the single-lepton channel. The parton-level true $A_C$ uncertainty is statistical-only. The unfolded $A_C$ uncertainty is the total statistical and systematic uncertainty. Additionally, the NNLO QCD + NLO EWK SM theory prediction [221,222] is shown for reference of a higher-order prediction.

<table>
<thead>
<tr>
<th>$A_C$ vs $m_{t\bar{t}}$ [GeV]</th>
<th>[1000, 1500]</th>
<th>&gt; 1500 GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>All-hadronic unfolded</td>
<td>0.0047 $\pm$ 0.0302</td>
<td>0.0045 $\pm$ 0.0393</td>
</tr>
<tr>
<td>All-hadronic true</td>
<td>0.0047 $\pm$ 0.0008</td>
<td>0.0047 $\pm$ 0.0014</td>
</tr>
<tr>
<td>Single-lepton unfolded</td>
<td>0.0063 $\pm$ 0.0084</td>
<td>0.0114 $\pm$ 0.0297</td>
</tr>
<tr>
<td>Single-lepton true</td>
<td>0.0061 $\pm$ 0.0006</td>
<td>0.0100 $\pm$ 0.0013</td>
</tr>
<tr>
<td>NNLO QCD + NLO EWK SM</td>
<td>0.0096 $^{+0.0009}_{-0.0009}$</td>
<td>0.0094 $^{+0.0015}_{-0.0011}$</td>
</tr>
</tbody>
</table>
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Fig. 8.23: Ranking of top 20 systematic uncertainties and the total (first row) and the statistical (second row) uncertainty of the $A_C$ vs $m_t t$ unfolding to fiducial phase space in $\Delta |y|$, for $m_t t \in [1000, 1500]$ GeV (a) and $m_t t > 1500$ GeV (b). The blue (red) bars show the impact of up-variation (down-variation) of a systematic uncertainty on the $A_C$. 
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Fig. 8.24: Ranking of top 20 systematic uncertainties and the total (first row) and the statistical (second row) uncertainty of the $A_C$ vs $m_{t\bar{t}}$ unfolding to full phase space in $\Delta |y|$, for $m_{t\bar{t}} \in [1000, 1500]$ GeV (a) and $m_{t\bar{t}} > 1500$ GeV (b).
The uncertainty on the NN modelling is among the top 20 ranking uncertainties, however its contribution is small compared to other $t\bar{t}$ and multijet background uncertainties. The NN reweighting uncertainty should be interpreted as a test rather than a proper uncertainty derivation, but the result at least suggests, that the impact of the NN discriminant reweighting on the $\Delta |y|$ sign assignment is not limiting the measurement. Further refinement of the reweighting into a proper correction with associated uncertainties is possible. A full treatment would require deriving the correction, in a form of a fit or per-bin SFs based on the data-to-prediction disagreement, applying the correction, and additionally to propagate the uncertainties on the correction factors, e.g. all of the detector-related uncertainties and $t\bar{t}$ and background modelling uncertainties. Nevertheless, this results suggests that the machine-learning approach to top-quark charge identification is feasible for the measurement.

Finally, a comparison of the unfolded Asimov dataset $A_C$ between the all-hadronic and the single-lepton channel is shown in Table 8.15, where both of the results are unfolded to full phase space. The Asimov $A_C$ values differ between the single-lepton and all-hadronic channel, due to the differences in the parton-level $A_C$ value in the non-all-hadronic and all-hadronic $t\bar{t}$ MC samples. At the parton-level, the $A_C$ does not depend on the decay channel, and thus the differences in the values are of statistical nature. Regardless of the value of the Asimov parton-level $A_C$, the linear response of the unfolding to injected asymmetries is more important to ensure that different $A_C$ values in data can be unfolded without significant bias. The total uncertainty includes the bias uncertainty. Since according to Eq. 7.17 its magnitude depends on the unfolded $A_C$ value, the bias uncertainty is evaluated for the Asimov unfolded value as well as the SM NNLO QCD + NLO EWK prediction [221,222]. The higher-order prediction yields larger bias uncertainty due to higher $A_C$ value compared to the Asimov result, thus leading to a more conservative bias uncertainty. In both cases the bias is a sub-dominant systematic uncertainty.

Not surprisingly, the single-lepton channel achieves higher precision, since it has more statistics in both of the $m_{t\bar{t}}$ bins and its uncertainty is also largely statistically dominated in this kinematic region. The lower statistics in the all-hadronic channel are given by the necessity to employ stricter selection in the all-hadronic signal region to suppress the multijet background. As mentioned in Sec. 8.2.1, the selection in this estimate has not undergone a rigorous optimisation, and thus there is potential for improvement. The kinematic regime is primarily determined by the leading large-$R$ jet minimum $p_T$ due to the ATLAS jet trigger throughput limits. In this estimate, single-jet triggers have been used, however for 2017-2018 period of data-taking, ATLAS has also employed single-jet and di-jet triggers which include a selection on the minimum jet mass, resulting in $p_T$ thresholds as low as 330 GeV, in contrast to the 460 GeV of the highest-threshold single jet trigger employed in this study. Using these triggers, it may be possible to lower the leading large-$R$ jet $p_T$ cut, increasing the statistics particularly in the $m_{t\bar{t}} \in [1000, 1500]$ GeV bin, and possibly extending the measurement to even lower $m_{t\bar{t}}$.

The second, easier-to-achieve step, is the incorporation of improved $b$-tagging algorithms. In this study, the anti-$k_t$ $R = 0.2$ track jets and the MV2c10 $b$-tagging algorithm were employed. ATLAS has since examined more advanced machine-learning techniques, namely a deep neural network tagger [236] which uses a recurrent neural network impact-parameter tagger [237] for identification of displaced vertices from $B$-hadrons, leading up to a factor of two improvement in background rejection [238] for the same signal efficiency. The improved $b$-tagging background rejection could

---

(9) The $t\bar{t}$ MC simulation in the single-lepton channel includes single-lepton as well as dilepton events, since dilepton events can pass the single-lepton selection.
give additional room for achieving higher selection efficiency to reduce the statistical uncertainty, while keeping sufficiently low multijet background rates. Similarly, the optimisation of the choice of the top-quark tagging efficiency WP and the choice of inclusive or contained definition is subject to further optimisation studies.

Given the presented results and the further room for improvement available, the results show promise that an application of machine learning to precision measurements for top-quark charge determination is possible, and there is a reasonable prospect for a combination of the single-lepton and all-hadronic channel, that would improve the $A_C$ measurement precision in the region of high $m_{t\bar{t}}$ for further enhanced sensitivity to EFT operators in this kinematic regime.
Conclusions

The Run-II of LHC operation was characteristic of not only the unprecedented amount of collected data at the highest achieved $pp$ collision energy of 13 TeV at an accelerator, but also marked many interesting milestones in terms of development of new techniques to push the reach of BSM physics searches as well as precision of measurements. This thesis focused on an intersection of the field of top-quark physics precision measurements, advanced object identification techniques for boosted hadronic decays of massive particles, and applications of machine learning.

During the ATLAS Run-II period, the machine learning techniques were applied in the field of identification of boosted hadronically-decaying top quarks and $W$ bosons, showing substantial improvements in the multijet background suppression, especially for top-quark tagging, where the rich decay structure provides many features exploitable in a multivariate technique. It has been demonstrated in this thesis, that the ATLAS MC simulation is capable of modelling these complex machine learning discriminants in agreement with the data within the systematic uncertainties. The signal efficiency measurement is a proof-of-concept of a possibility to perform calibrations of these techniques with estimates of uncertainties, allowing for their application in BSM searches and measurements on the collected data. All of these studies were published in the paper in Ref. [1].

The benefits of the large Run-II dataset have greatly helped push the precision top-quark physics frontier for rare phenomena, such as the charge asymmetry. Despite the large gluon fusion dilution at $\sqrt{s} = 13$ TeV, for the first time at a hadron collider, an evidence of non-zero $A_C$ in $t\bar{t}$ production was observed in the inclusive measurement with a significance of 4 $\sigma$, as published in an ATLAS conference note in Ref. [2], where previous measurements were compatible with zero asymmetry as well as the SM prediction. In contrast to the separate resolved and boosted topology Run-I $A_C$ measurements, the Run-II measurement was designed from the beginning with a consideration of the combination of these two topologies. Both the inclusive and differential $A_C$ measurements, show good agreement with the SM prediction, at a precision that is factor 3 to 8 times improved compared to previous Run-I measurements. The improvements in the precision translate also into the sensitivity to BSM physics. An EFT interpretation of the inclusive $A_C$ and differential $A_C$ vs $m_{t\bar{t}}$ measurements was done, improving the constraints on the $C^{-}\text{Wilson coefficient}$ by almost a factor of two.

Finally, a study of the possibility of $A_C$ measurement in the boosted all-hadronic channel has been performed. This study was motivated by the fact that the boosted all-hadronic channel would potentially contribute in the region of $m_{t\bar{t}} > 1$ TeV, where the $A_C$ sensitivity to EFT is higher due to the smaller gluon-fusion dilution. In this channel, the full $t\bar{t}$ system is reconstructed, with no ambiguities due to presence of no neutrinos in the final state. The signal-to-noise ratio in this channel can be improved compared to different past measurements in this $t\bar{t}$ topology by using the previously examined neural network boosted top-quark tagging techniques. The main challenge of this measurement is the
necessity to distinguish reconstructed top quark from top anti-quark using other means than the clean signature of a final state prompt lepton in the single-lepton channel. In this thesis, it is demonstrated, that using neural networks and tracking information from the inner detector, it is possible to perform this charge identification with a precision much higher than previously applied approaches for top-quark charge measurement not relying on semi-leptonic quark decays. It is also demonstrated, that while some tension in the modelling is observed, it is plausible that accounting for the uncertainties on the observed mis-modelling of the NN discriminant would not limit the $A_C$ measurement in the all-hadronic channel. The first estimate of $A_C$ in this channel is presented, and is found to be statistically limited. However, the selection efficiency can be further improved without compromising on the necessary tight background rejection. The estimation of the multijet background uncertainties requires further studies, since these uncertainties were found to be among the largest systematic uncertainties. Given the presented results, a combination with the single-lepton channel would most benefit the $m_{t\bar{t}} > 1.5$ TeV region. However, with the further studies and selection efficiency optimisations, it may be possible to attempt to combine the channels with a non-negligible improvement for $m_{t\bar{t}}$ as low as 1 TeV.
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Additional control distributions in the boosted tagging signal efficiency measurement

Here we present additional comparisons between data and the prediction for the signal efficiency measurement of the boosted top-quark and $W$-boson taggers, shown in Fig. A.1– A.6.

Fig. A.1: The comparison of data and prediction for the multiplicity of small-$R$ jets in event, for electron channel (left) and muon channel (right). The MC-simulated predictions are normalised to data. The Data/Pred. ratio shows the statistical uncertainty of the prediction (filled dark green band), the total uncertainty (filled light green band) combining statistical and systematic uncertainties in quadrature, and the impact of the $t\bar{t}$ modelling systematic uncertainties (empty red band). The error bars on data points (black) show the statistical uncertainty of data.
Fig. A.2: The comparison of data and prediction for the $p_T$ (top) and $\eta$ (bottom) of the isolated lepton, for electron channel (left) and muon channel (right). The plot style follows the convention from Fig. A.1.

Fig. A.3: The comparison of data and prediction for the multiplicity of $b$-tagged track jets in event, for electron channel (left) and muon channel (right). The plot style follows the convention from Fig. A.1.
A. Additional control distributions in the boosted tagging signal efficiency measurement

The plots show the comparison of data and prediction for the missing transverse energy $E_{T}^{\text{miss}}$ in the event, for electron channel (left) and muon channel (right). The plot style follows the convention from Fig. A.1.

**Fig. A.4:** The comparison of data and prediction for the $p_{T}$ (top) and $\eta$ (bottom) of the selected small-$R$ jet close to the isolated lepton, for electron channel (left) and muon channel (right). The plot style follows the convention from Fig. A.1.

**Fig. A.5:** The comparison of data and prediction for the missing transverse energy $E_{T}^{\text{miss}}$ in the event, for electron channel (left) and muon channel (right). The plot style follows the convention from Fig. A.1.
Fig. A.6: The comparison of data and prediction for the $p_T$ (top) and $\eta$ (bottom) of the selected large-$R$ jet isolated from the lepton and the jet close to lepton, for electron channel (left) and muon channel (right). The plot style follows the convention from Fig. A.1.
Impact of large-\(R\) jet \(p_T\) mismodelling on substructure observables

A normalisation discrepancy between prediction and data in \(t\bar{t}\)-enriched topologies is expected due to \(t\bar{t}\) process mismodelling discussed in Sec. 6.3. In Fig. B.1a the comparison of data and prediction for the selected large-\(R\) jet \(p_T\) is shown. A significant slope in the ratio plot is observed. A reweighting procedure is performed to check the impact of the large-\(R\) jet \(p_T\) mismodelling on the shape of jet substructure observables. For each event a correction factor is assigned based on the ratio of \((\text{data} - \text{background}) / (t\bar{t})\) in the corresponding bin of large-\(R\) jet \(p_T\) distribution. In Fig. B.1b the comparison of data and prediction for the selected large-\(R\) jet \(p_T\) after applying the reweighting is shown. Fig. B.2b- B.3b show the original comparison of data and prediction for a number of jet substructure observables, as well as comparisons of prediction before and after applying the reweighting. The data to prediction comparisons include the same normalisation convention and uncertainties as in App. A. In the comparisons of reweighted with non-reweighted predictions, both distributions are normalised to unity.

Variables such as the jet mass (Fig. B.2a, B.2b) and the \(\sqrt{d_{23}}\) splitting scale (Fig. B.3a) are found to be sensitive to the reweighting. Particularly large impact is observed in the case of the \(W\)-boson mass, where the largest effect is observed at high-mass tail. However, this effect is well outside of the region of the \(W\)-boson mass peak, where cuts would typically be imposed by \(W\)-boson taggers, reducing the impact of this mismodelling on tagging efficiency. The \(\sqrt{d_{23}}\) is another example of a strongly momentum-dependent observable, and is an input variable of the DNN top-quark tagger, however the actual DNN classifier (Fig. B.3b) is found to be quite insensitive to the reweighting. Finally, observables such as \(\tau_{32}\) (Fig. B.4a) and \(D_2\) (Fig. B.4b) are largely scale-independent by construction and are found to be insensitive to the reweighting.
Fig. B.1: Comparison of data and prediction for the distribution of the selected large-$R$ jet $p_T$ before (a) and after (b) applying the data-driven reweighting.

Fig. B.2: Comparison of the predicted distribution before and after applying the data-driven reweighting, of the selected large-$R$ jet mass in the top-quark enriched sub-sample (a) and the $W$-boson enriched sub-sample (b).
B. Impact of large-\(R\) jet \(p_T\) mismodelling on substructure observables

Fig. B.3: Comparison of the predicted distribution before and after applying the data-driven reweighting, of the selected large-\(R\) jet \(\sqrt[d_{23}]{d} \) (a) and DNN classifier (b) in the top-quark enriched sub-sample.

Fig. B.4: Comparison of the predicted distribution before and after applying the data-driven reweighting, of the selected large-\(R\) jet \(\tau_{32}\) in the top-quark enriched sub-sample (a) and the selected large-\(R\) jet \(D_2\) in the \(W\)-boson enriched sub-sample (b).
Additional plots for charge asymmetry measurement in single-lepton channel

C.1 Migration matrices used in the unfolding

In Fig. C.1–C.5, the migration matrices for the inclusive $A_C$ as well as differential $A_C$ vs $m_{tt}$ and $\beta_{z,tt}$ measurements are shown. All of the migration rates are expressed in %, using the $\Delta |y|$ bin edges specified in Table 7.3.

Fig. C.1: Migration matrices of the $\Delta |y|$ distribution for the resolved $1b$-exclusive (a), $2b$-inclusive (b) and boosted $1b$-exclusive (c) and $2b$-inclusive (d) regions.
Fig. C.2: Migration matrices of the $\Delta |y|$ vs $m_{t\bar{t}}$ distribution for the resolved 1$b$-exclusive (a), 2$b$-inclusive (b).
C. Additional plots for charge asymmetry measurement in single-lepton channel

Fig. C.3: Migration matrices of the $\Delta |y|$ vs $m_{t\bar{t}}$ distribution for the boosted $1b$-exclusive (a), $2b$-inclusive (b).
C.1. Migration matrices used in the unfolding

Fig. C.4: Migration matrices of the $\Delta|y|$ vs $\beta_{z,tt}$ distribution for the resolved 1$b$-exclusive (a), 2$b$-inclusive (b) regions.
Fig. C.5: Migration matrices of the $\Delta |y|$ vs $\beta_{zt}$ distribution for the boosted $1b$-exclusive (a) and $2b$-inclusive (b) regions.
C.2 Ranking of top systematic uncertainties

In Fig. C.6- C.9 the ranking of impact of systematic uncertainties on $A_C$ for the individual differential bins is shown, along with the pull of the corresponding NP obtained in the unfolding of data distributions.

Fig. C.6: The ranking of top 20 systematic uncertainties and the pulls of the corresponding NPs in the differential $A_C$ vs $m_{t\bar{t}}$ measurement. The blue (red) colours shows the impact of up (down) variation of a NP on the $A_C$. The empty rectangles show the pre-marginalisation impact (un-constrained), while the filled rectangles show the post-marginalisation impact of NP (constrained). The ranking of NPs is ordered by the average of post-marginalisation up and down shift impact. The first row shows the statistical uncertainty on $A_C$. 

(a) $m_{t\bar{t}} < 500$ GeV  
(b) $m_{t\bar{t}} \in [500, 750]$ GeV
Fig. C.7: The ranking of top 20 systematic uncertainties and the pulls of the corresponding NPs in the differential $A_C$ vs $m_{tt}$ measurement. The plot content follows the same convention as Fig. C.6.
C.2. Ranking of top systematic uncertainties

Fig. C.8: The ranking of top 20 systematic uncertainties and the pulls of the corresponding NPs in the differential $A_C$ vs $\beta_{z,t\bar{t}}$ measurement. The plot content follows the same convention as Fig. C.6.

(a) $\beta_{z,t\bar{t}} \in [0.0, 0.3]$  
(b) $\beta_{z,t\bar{t}} \in [0.3, 0.6]$

Fig. C.9: The ranking of top 20 systematic uncertainties and the pulls of the corresponding NPs in the differential $A_C$ vs $\beta_{z,t\bar{t}}$ measurement. The plot content follows the same convention as Fig. C.6.

(a) $\beta_{z,t\bar{t}} \in [0.6, 0.8]$  
(b) $\beta_{z,t\bar{t}} \in [0.8, 1.0]$
C.3 Post-marginalisation correlation matrices of nuisance parameters

In Fig. C.10–C.12, the post-marginalisation linear correlation matrices are shown, which are obtained from the unfolding of data, for both inclusive and differential $A_C$ measurements. The correlations are calculated from the ensemble of samples, obtained in the MCMC sampling in the unfolding.

![Correlation Matrix](image)

Fig. C.10: The post-marginalisation correlation matrix for NPs, obtained from the unfolding of data in the inclusive $A_C$ measurement. Only correlations greater than 30% are shown. Additionally, the correlations between $A_C$ and the NPs are also shown.
Fig. C.11: The post-marginalisation correlation matrix for NPs, obtained from the unfolding of data in the differential $A_C$ vs $m_{t\bar{t}}$ measurement. Only correlations greater than 30% are shown. Additionally, the correlations between $A_C$ and the NPs are also shown.
C. Additional plots for charge asymmetry measurement in single-lepton channel

### Fig. C.12: The post-marginalisation correlation matrix for NPs, obtained from the unfolding of data in the differential $A_C$ vs $\beta_{zT}$ measurement. Only correlations greater than 30% are shown. Additionally, the correlations between $A_C$ and the NPs are also shown.
Additional plots for the charge asymmetry in $t\bar{t}$ all-hadronic channel

D.1 Neural network input variables

In this section, the distributions of the variables used as inputs for the NN are compared for both large-$R$ jets originating from top quarks (red line in figures) and top-anti-quarks (blue line in figures) in Fig. D.1–D.7.

Fig. D.1: The distribution of the leading (a) and the sub-leading (b) non-$b$-tagged track-jet charge, $Q^1$ and $Q^2$, respectively.

Fig. D.2: The distribution of the leading (a) and the sub-leading (b) non-$b$-tagged track-jet track multiplicity, $N_{1\text{trk}}$ and $N_{2\text{trk}}$, respectively.
D.1. Neural network input variables

Fig. D.3: The distribution of the $b$-tagged track jet charge, $Q^b$ (a) and the $b$-tagged track jet SV vertex charge, $Q^{SV}$ (b).

Fig. D.4: The distribution of the $b$-tagged track jet track multiplicity, $N_{trk}^{b}$ (a) and the $b$-tagged track jet SV vertex track multiplicity, $N_{trk}^{SV}$ (b).

Fig. D.5: The distribution of the $b$-tagged track jet JetFitter secondary (a) and tertiary (b) vertex charge, $Q^{FS}$ and $Q^{FT}$, respectively.
D. Additional plots for the charge asymmetry in $t\bar{t}$ all-hadronic channel

Fig. D.6: The distribution of the $b$-tagged track jet JetFitter secondary (a) and tertiary (b) vertex track multiplicity, $N_{\text{trk}}^{\text{FS}}$ and $N_{\text{trk}}^{\text{FT}}$, respectively.

Fig. D.7: The distribution of the transverse momentum of the $b$-tagged track jet (a), and the leading (b) and sub-leading (c) non-$b$-tagged track jet, $p_1^b$, $p_1^1$ and $p_1^2$, respectively.
D.2 Comparisons of data and prediction for the neural network in the boosted $t\bar{t}$ single-lepton channel

In Fig. D.8–D.15, the data-to-prediction comparisons are shown for track-jet observables related to the top-quark charge NN. All of the track jets are matched to the hadronic top-quark large-$R$ jet candidate. Charge observables are shown separately for $\mu^+$ and $\mu^-$ regions, while auxiliary observables such as $p_T$, $N_{\text{trk}}$, and the probability rates of input variables being defined are shown inclusively.

**Fig. D.8:** Comparison of data and prediction for the charge of the sub-leading-$p_T$ non-$b$-tagged track jet, $Q^2$, in the $\mu^-$ region (a) and $\mu^+$ region (b). The dark green band shows the statistical uncertainty of the total prediction, and the light green band shows the total prediction statistical and systematic uncertainty summed in quadrature. The $t\bar{t}$ prediction is scaled to normalise the total prediction yield to data. The bin yields are divided by the bin width.

**Fig. D.9:** Comparison of data and prediction for the rate of the hadronic top quark large-$R$ jet candidates containing at least one associated non-$b$-tagged track jet (a) and at least two associated non-$b$-tagged track jets (b), $d_1$ and $d_2$, respectively. The plot style follows the convention of Fig. D.8.
D. Additional plots for the charge asymmetry in $t\bar{t}$ all-hadronic channel

Fig. D.10: Comparison of data and prediction for the track multiplicity of the sub-leading track jet, $N_{1\text{trk}}$ (a) and the rate of the $b$-tagged track jet containing a SV vertex, $d^{SV}$ (b). The plot style follows the convention of Fig. D.8. The bin yields in (a) are divided by the bin width.

Fig. D.11: Comparison of data and prediction for the charge of the JF secondary vertex of the $b$-tagged track jet, $Q_{JFS}$, in the $\mu^{-}$ region (a) and $\mu^{+}$ region (b). The plot style follows the convention of Fig. D.8. The bin yields are divided by the bin width.

Fig. D.12: Comparison of data and prediction for the charge of the JF tertiary vertex of the $b$-tagged track jet, $Q_{JFT}$, in the $\mu^{-}$ region (a) and $\mu^{+}$ region (b). The plot style follows the convention of Fig. D.8.
D.2. Comparisons of data and prediction for the neural network in the boosted $t\bar{t}$ single-lepton channel

Fig. D.13: Comparison of data and prediction for the rate of the $b$-tagged track jet containing a JetFitter secondary vertex (a) and JetFitter tertiary vertex (b), $d^{JFS}$ and $d^{JFT}$, respectively. The plot style follows the convention of Fig. D.8.

Fig. D.14: Comparison of data and prediction for the $b$-tagged track jet JetFitter secondary (c) and tertiary (d) vertex track multiplicities, $N_{JFS}^{trk}$ and $N_{JFT}^{trk}$, respectively. The plot style follows the convention of Fig. D.8.
D. Additional plots for the charge asymmetry in $t\bar{t}$ all-hadronic channel

Fig. D.15: Comparison of data and prediction for the $p_T$ of the $b$-tagged track jet (a), the leading non-$b$-tagged track jet (b) and the sub-leading non-$b$-tagged track jet (c), $p_T^b$, $p_T^1$ and $p_T^2$, respectively. The plot style follows the convention of Fig. D.8. The bin yields are divided by the bin width.
D.3 Comparisons of data and prediction in the all-hadronic channel

In Fig. D.16–D.19, additional comparisons of data and prediction are shown for the leading and sub-leading large-$R$ jet $p_T$ and $\eta$ distributions in the validation regions. In Fig. D.20 and D.21, the leading and sub-leading large-$R$ jet $p_T$ and $\eta$ comparisons of data to prediction are shown in the signal region. In all of the figures, both statistical and systematic uncertainties described in Sec. 8.5.4 are included in the ratio plots. In all of the figures, the signal contribution is scaled to match the prediction yield with data.

Fig. D.16: The comparison of data to prediction of the leading large-$R$ jet $p_T$ distribution, in the validation regions K (a) and N (b). The all-hadronic $t\bar{t}$ contribution is scaled to match the prediction to data. The bin yields are divided by the bin width.

Fig. D.17: The comparison of data to prediction of the sub-leading large-$R$ jet $p_T$ distribution, in the validation regions K (a) and N (b). The plot follows the convention of Fig. D.16. The bin yields are divided by the bin width.
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Fig. D.18: The comparison of data to prediction of the leading large-$R$ jet $\eta$ distribution, in the validation regions K (a) and N (b). The plot follows the convention of Fig. D.16.

Fig. D.19: The comparison of data to prediction of the sub-leading large-$R$ jet $\eta$ distribution, in the validation regions K (a) and N (b). The plot follows the convention of Fig. D.16.

Fig. D.20: The comparison of data to prediction of the leading (a) and sub-leading (b) large-$R$ jet $p_T$ distribution, in the signal region. The plot follows the convention of Fig. D.16. The bin yields are divided by the bin width.
D.3. Comparisons of data and prediction in the all-hadronic channel

Fig. D.21: The comparison of data to prediction of the leading (a) and sub-leading (b) large-$R$ jet $\eta$ distribution, in the signal region. The plot follows the convention of Fig. D.16.