Measurement of distributions sensitive to the underlying event in inclusive Z boson production in pp collisions at $\sqrt{s} = 13$ TeV with the ATLAS detector

ATLAS Collaboration

ADORNI BRACCESI CHIASSI, Sofia (Collab.), et al.

Abstract

This paper presents measurements of charged-particle distributions sensitive to the properties of the underlying event in events containing a Z boson decaying into a muon pair. The data were obtained using the ATLAS detector at the LHC in proton–proton collisions at a centre-of-mass energy of 13 TeV. Distributions of the charged-particle multiplicity and of the charged-particle transverse momentum are measured in regions of the azimuth defined relative to the Z boson direction. The measured distributions are compared with the predictions of various Monte Carlo generators which implement different underlying event models. The Monte Carlo model predictions qualitatively describe the data well, but with some significant discrepancies.

Reference


DOI : 10.1140/epjc/s10052-019-7162-0
arxiv : 1905.09752
Measurement of distributions sensitive to the underlying event in inclusive Z boson production in pp collisions at \( \sqrt{s} = 13 \) TeV with the ATLAS detector

ATLAS Collaboration*

CERN, 1211 Geneva 23, Switzerland

Received: 24 May 2019 / Accepted: 19 July 2019 / Published online: 8 August 2019
© CERN for the benefit of the ATLAS collaboration 2019

Abstract: This paper presents measurements of charged-particle distributions sensitive to the properties of the underlying event in events containing a Z boson decaying into a muon pair. The data were obtained using the ATLAS detector at the LHC in proton–proton collisions at a centre-of-mass energy of 13 TeV with an integrated luminosity of 3.2 fb\(^{-1}\). Distributions of the charged-particle multiplicity and of the charged-particle transverse momentum are measured in regions of the azimuth defined relative to the Z boson direction. The measured distributions are compared with the predictions of various Monte Carlo generators which implement different underlying event models. The Monte Carlo model predictions qualitatively describe the data well, but with some significant discrepancies.

1 Introduction

A typical proton–proton (pp) collision studied at the LHC consists of a short-distance hard-scattering process and accompanying activity collectively termed the underlying event (UE). The hard-scattering processes have a momentum transfer sufficiently large that the strong coupling constant is small and the cross-section may be calculated perturbatively in quantum chromodynamics (QCD). The driving mechanisms for the production of the UE are at a much lower momentum scale. These mechanisms include partons not participating in the hard-scattering process (beam remnants), radiation processes and additional hard and semi-hard scatters in the same pp collision, termed multiple parton interactions (MPI). Phenomenological models are required to describe these processes using several free parameters determined from experiment. In addition to furthering the understanding of the proton’s internal structure and the related soft-QCD processes, accurate modelling of the UE is crucial for many data analyses at a hadron collider, either to precisely determine Standard Model quantities or to search for new particles and interactions.

The UE is not distinguishable from the hard scatter on an event-by-event basis. However, there are observables which are sensitive to the UE properties, as first introduced by the CDF Collaboration in proton–antiproton (p \( \bar{p} \)) collisions at a centre-of-mass energy of 1.8 TeV [1]. An example of such an observable can be defined by topological considerations, based on the activity measurement in the direction transverse to a reference object.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upwards. Cylindrical coordinates \((r, \phi)\) are used in the transverse plane, \(\phi\) being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar angle \(\theta\) as \(\eta = -\ln \tan(\theta/2)\). Angular distance is measured in units of \(\Delta R \equiv \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}\).
The object in the event with the leading transverse momentum relates the UE activity to the scale of the momentum transfer in the hard interaction. In general, processes with leptonic final states like Drell–Yan events are experimentally clean and theoretically well understood, allowing reliable identification of the particles from the UE. The absence of QCD final-state radiation (FSR) permits a study of different kinematic regions with varying transverse momenta of the $Z$ boson due to harder or softer initial-state radiation (ISR).

Previous measurements of distributions sensitive to the properties of the UE in Drell–Yan events were performed in $pp$ collisions at a centre-of-mass energy of 7 TeV by the ATLAS [2] and CMS [3] Collaborations and at a centre-of-mass energy of 13 TeV by the CMS Collaboration [4]. Both measurements at $\sqrt{s} = 7$ TeV verified that the dependence of the UE activity on the dimuon invariant mass is qualitatively well described by the POWHEG+PYTHIA8 and Herwig++ sets of tuned parameters but with some significant discrepancies. Reference [2] provides distributions which are sensitive to the choice of parameters used in the various UE models.

This paper presents distributions of four observables sensitive to the UE in events containing a $Z$ boson produced in $pp$ collisions at a centre-of-mass energy of 13 TeV in the ATLAS detector at the LHC, where the singly produced $Z$ boson decays into $\mu^+\mu^-$. Observables measured as a function of the transverse momentum of the $Z$ boson, $p_T^Z$, in various regions of phase space are compared with predictions from several Monte Carlo (MC) event generators.

2 Underlying event observables and measurement strategy

Events containing two muons originating from the decay of a singly produced $Z$ boson form a particularly interesting sample for studying the UE. The final-state $Z$ boson is well-identified and colour neutral, so that interaction between the final-state leading particle and the UE is minimal. Gluon radiation from the quarks or gluons initiating the hard scatter are, however, an important consideration as these give the remainder of the event a non-zero transverse momentum and change the kinematics of the final-state. Observables are therefore measured in different regions of the transverse plane, which are defined relative to the direction of the $Z$ boson as illustrated in Fig. 1.

A charged particle lies in the away region if its azimuthal angle relative to the $Z$ boson direction $|\Delta \phi|$ is greater than 120°. This region is heavily dominated by the hadronic recoil against the $Z$ boson from initial state quark/gluon radiation and is therefore not particularly sensitive to the UE. The toward ($|\Delta \phi| \leq 60^\circ$) and transverse ($60^\circ < |\Delta \phi| \leq 120^\circ$) regions contain less contamination from the hard process after subtraction of the two muons from the $Z$ boson. The transverse region is sensitive to the UE because, by construction, it is perpendicular to the direction of the $Z$ boson and hence is expected to have a lower level of activity from the hard-scattering process than the away region. The two transverse regions are differentiated on an event-by-event basis by their scalar sum of charged-particle $p_T$. The one with the larger sum is labelled trans-max and the other trans-min [5,6]. The trans-min region is highly sensitive to the UE activity because it is less likely that activity from recoiling jets leaks into this region.
Four distributions are studied to understand the UE activity. The first is the charged-particle transverse momentum \( dN_{\text{ch}}/d\rho_T^0 \) distribution inclusive over all selected particles. The final spectrum for this variable is accumulated over all events and then normalized. The next three are evaluated on an event-by-event basis: the charged-particle multiplicity \( dN_{\text{ev}}/d(N_{\text{ch}}/\delta\eta\delta\phi) \), the scalar sum of the transverse momentum of those particles \( dN_{\text{ev}}/d(\Sigma p_T/\delta\eta\delta\phi) \), and the mean transverse momentum \( dN_{\text{ev}}/(\text{mean } p_T) \), where mean \( p_T \) is the quotient of \( \Sigma p_T \) and \( N_{\text{ch}} \) (provided \( N_{\text{ch}} > 0 \) in the corresponding region). The distributions of these variables are produced separately for charged particles lying in each of the regions described above. The charged-particle multiplicity and the scalar sum of transverse momenta are normalized relative to the area of the corresponding region in the \( \eta-\phi \) space. This simplifies the comparison of the activity in different regions. The distributions are distinguished in different ranges of the Z boson transverse momentum \( p_T^Z \) and for two regions of transverse thrust \( T_\perp \) [7]. Transverse thrust characterizes the topology of the tracks in the event and is

\[
T_\perp = \frac{\sum_i |p_T^{i, \perp} \cdot \hat{n}|}{\sum_i |p_T^{i, \perp}|} .
\]

The thrust axis \( \hat{n} \) is the unit vector which maximizes \( T_\perp \). Here the summation is done on an event-by-event basis over the transverse momenta \( p_T \) of all charged particles except the two muons. Transverse thrust has a maximum value of 1 for a pencil-like dijet topology and a minimum value of \( 2/\pi \) for a circularly symmetric distribution of particles in the transverse plane, as illustrated in Fig. 1. As proposed in Ref. [8], events with lower values of \( T_\perp \) are more sensitive to the MPI component of the UE. The two regions of thrust examined in this paper are \( T_\perp < 0.75 \) and \( T_\perp > 0.75 \), which are optimized to distinguish extra jet activity from the actual UE activity. A measurement of transverse thrust in combination with the UE activity was done at \( \sqrt{s} = 7 \text{ TeV} \) [9], but it did not distinguish the transverse regions.

In this paper, all measurements are also performed inclusively in \( T_\perp \). In total, the spectra of the four observables are measured in 96 regions of phase space, i.e. in eight bins of \( p_T^Z \); in the away, toward, trans-max, and trans-min regions; and for low, high, and inclusive \( T_\perp \). The bin boundaries in \( p_T^Z \) are (0, 10, 20, 40, 60, 80, 120, 200, 500) GeV. In addition to distributions of the four observables, the arithmetic means \( \langle N_{\text{ch}} \rangle \), \( \langle \Sigma p_T \rangle \), and \( \langle \text{mean } p_T \rangle \) are evaluated as functions of \( p_T^Z \) in each of the various regions of phase space.

3 The ATLAS detector

The ATLAS detector [10–12] at the LHC covers nearly the entire solid angle around the collision point. It consists of an inner tracking detector (ID) surrounded by a thin superconducting solenoid, electromagnetic and hadronic calorimeters, and a muon spectrometer (MS) incorporating three large superconducting toroid magnets.

The ID is immersed in a 2 T axial magnetic field and provides charged-particle tracking in the range \( |\eta| < 2.5 \). A high-granularity silicon pixel detector typically provides four measurements per track and is surrounded by a silicon microstrip tracker (SCT), which usually provides four three-dimensional measurement points per track. These silicon detectors are complemented by a transition radiation tracker, which enables radially extended track reconstruction up to \( |\eta| = 2.0 \).

The MS comprises separate trigger and precision tracking chambers which measure the deflection of muons in a magnetic field generated by superconducting air-core toroids. The precision chamber system covers the region \( |\eta| < 2.7 \) with three layers of monitored drift tubes, complemented by cathode-strip chambers in the forward region, where the background is highest. The muon trigger system covers the range \( |\eta| < 2.4 \) with resistive-plate chambers in the barrel and thin-gap chambers in the endcap regions.

A two-level trigger system is used to select interesting events [13]. The level-1 trigger is implemented in hardware and uses a subset of the muon spectrometer and calorimeter information to reduce the event rate to around 100 kHz. This is followed by a software-based trigger which runs offline reconstruction algorithms and reduces the event rate to approximately 1 kHz.

4 Data and simulated event samples

Data recorded in 2015 with the ATLAS detector at the LHC in proton–proton collisions at a centre-of-mass energy of 13 TeV are used in this analysis. The data set corresponds to an integrated luminosity of 3.2 fb\(^{-1}\). Only events recorded when the detector was fully operational are considered.

Simulated MC events are used both to estimate the contamination from background processes in data and to correct the measured data for detector inefficiency and resolution effects (Sect. 6.1).

The \( Z \rightarrow \mu\mu \) signal process was simulated using the next-to-leading-order POWHEG [14,15] event generator with the CT10 set of parton distribution functions (PDFs) [16] and interfaced to the PYTHIA 8.170 event generator [17,18] to simulate the parton shower, hadronization and UE with the CTEQ6L1 PDF set and the AZNLO set of tuned parameters [19]. The latter option tunes the event generator to the \( p_T^Z \) measurement at \( \sqrt{s} = 7 \text{ TeV} \) [19]. Hence, it tunes the overall UE activity by adjusting the PYTHIA MPI cut-off parameter to the UE activity of the previous measurement [2] in the lowest \( p_T^Z \) bin (0 to 5 GeV). PHOTOS [20] was used to simulate
final-state electromagnetic radiation. The PYTHIA generator uses $p_T$-ordered parton showers and a hadronization model based on the fragmentation of colour strings. Its MPI model interleaves the ISR and FSR emissions with MPI scatters.

An alternative signal sample used for cross-checks and systematic uncertainty evaluations was simulated using SHERPA 2.2.0 [21], which has an independent implementation of the parton shower, hadronization, UE and FSR. The SHERPA samples utilize the NNPDF30NNLO PDF set [22] and were generated with the nominal tune set of version 2.2.0. The SHERPA generator uses leading-order matrix elements with a model for MPI similar to that of PYTHIA 8 but without interleaving the FSR. It implements a cluster hadronization model similar to that of Herwig++. SHERPA and PYTHIA impose the infrared cut-off for MPI as a smooth function. In contrast, Herwig++ implements it as a step function. A signal sample produced with the MC generator Herwig++ [23] using the UE- EE- 5 tune [24] provided by the generator’s authors and the corresponding CTEQ6L1 PDF set is compared with unfolded data in Sect. 7. This tuning uses energy extrapolation and was developed to describe the UE and double parton interaction effective cross-section. Herwig++ uses, similarly to PYTHIA, a leading-logarithm parton shower model matched to leading-order matrix element calculations, but it implements a cluster hadronization scheme with parton showering ordered by emission angle.

Three sources of background are estimated using MC samples: $Z \rightarrow \tau \tau$, $WW \rightarrow \mu\nu\mu\nu$, and the $t\bar{t}$ process, each of which was simulated using POWHEG [25,26] interfaced to PYTHIA8 or PYTHIA6 for $t\bar{t}$. The PYTHIA tune set for $Z \rightarrow \tau \tau$ and $WW \rightarrow \mu\nu\mu\nu$ is the same as was used for the signal process (AZNLO). The Perugia 2012 [27] tune set was used for simulation of the $t\bar{t}$ process.

Overlaid MC-generated minimum-bias events [28] simulate the effect of multiple interactions in the same bunch crossing (pile-up). These samples were produced with PYTHIA 8 using the A2 tune set [29] in combination with the MSTW2008LO PDF set. The A2 tune set was matched to the ATLAS minimum-bias measurement at $\sqrt{s} = 7$ TeV [30]. The mean number of interactions per bunch crossing $\langle \mu \rangle$ during the 2015 data-taking with 25 ns bunch spacing was 13.5. The simulated samples are reweighted to reproduce the distribution of the number of interactions per bunch crossing observed in the data.

The GEANT4 [31] program simulated the passage of particles through the ATLAS detector. Differences in muon reconstruction, trigger, and isolation efficiencies between MC simulation and data are evaluated using a tag-and-probe method [32], and the simulation is corrected accordingly. Additional factors applied to the MC events correct for the description of the muon energy and momentum scales and resolution, which are determined from fits to the observed $Z$ boson line shapes in data and MC simulations [32]. Finally, correction factors adjust the distribution of the longitudinal position of the primary $pp$ collision vertex [33] to the one observed in the data.

### 5 Event and track selection

Candidate $Z \rightarrow \mu\mu$ events are selected by requiring that at least one out of two single-muon triggers be satisfied. A high-threshold trigger requires a muon to have $p_T > 40$ GeV, whilst a low-threshold trigger requires $p_T > 20$ GeV and the muon to be isolated from additional nearby tracks. All events are required to have a primary vertex (PV). The PV is defined as the reconstructed vertex in the event with the highest $\sum p_T$ of the associated tracks, consistent with the beam-spot position (spatial region inside the detector where collisions take place) and with at least two associated tracks with $p_T > 400$ MeV.

The main selections to define the regions of phase space are summarized in Table 1. The reconstruction procedure for muon candidates combines tracks reconstructed in the inner detector with tracks reconstructed in the MS [32]. The reconstructed muons are required to have $p_T > 25$ GeV and $|\eta| < 2.4$. Track quality requirements are imposed to suppress backgrounds, and the muon candidate is required to be isolated using a $p_T$- and $\eta$-dependent ‘gradient’ isolation criterion [32] based on track and calorimeter information. Muon candidates consistent with having originated from the decay of a heavy quark are rejected by requiring the significance of the transverse impact parameter $(|d_0|/\sigma(d_0))$, with $d_0$ representing the transverse impact parameter and $\sigma(d_0)$ the related uncertainty to be below 3. Furthermore, the muon candidates must be associated to the PV, i.e. the longitudi-
Fig. 2 Breakdown of systematic uncertainties in the $p_T$ spectrum (upper left), the charged-particle multiplicity ($N_{ch}$, upper right), the scalar sum of the transverse momenta ($\Sigma p_T$, lower left) and the mean transverse momentum (mean $p_T$, lower right) for events with $10 < p_T < 20$ GeV in the trans-min region inclusively in $T_\perp$. Here ‘Prior’ combines the two approaches to estimate the unfolding-related uncertainties. ‘Detector’ includes the modelling of the detector and the pile-up conditions.

The kinematics of the $Z$ boson and of the charged particles in the event define the phase space of the fiducial region (particle level). This closely reflects the selection made on measured detector quantities outlined before. Simulated events are required to have two prompt muons that satisfy $p_T > 25$ GeV and $|\eta| < 2.4$ with each muon defined at the ‘bare’ level (after final-state QED radiation). The measurements are all reported in bins of $p_T^Z$, the results presented in this paper are not sensitive to the predicted shape of the $p_T^Z$ spectrum, even though they are sensitive to jet activity in

The variables $d_0$ and $z_0$ are measured relative to the PV.

Events are required to have exactly two opposite-charged muons satisfying the selection criteria above. The invariant mass of the dimuon system must be between 66 GeV and 116 GeV.

Tracks reconstructed in the ID from the passage of charged particles are used to form the UE observables. Each reconstructed track is required to have $p_T > 0.5$ GeV, $|\eta| < 2.5$, one hit in the innermost layer is required (if expected) and in total at least one hit in the pixel detector and at least six hits in the SCT. The tracks must have been assigned to the PV, i.e. the transverse and longitudinal impact parameters of the tracks relative to the PV must be smaller than 2 mm and 1.5 mm respectively. An additional requirement on the quality of the fit of the track to the hits in the detector applies to tracks with $p_T > 10$ GeV in order to suppress mismeasured tracks at high $p_T$. This criterion affects mainly the tracks associated with the muon candidates and has little impact on the predominantly low-$p_T$ tracks of the UE activity.

The kinematics of the $Z$ boson and of the charged particles in the event define the phase space of the fiducial region (particle level). This closely reflects the selection made on measured detector quantities outlined before. Simulated events are required to have two prompt muons that satisfy $p_T > 25$ GeV and $|\eta| < 2.4$ with each muon defined at the ‘bare’ level (after final-state QED radiation). The measurements are all reported in bins of $p_T^Z$, the results presented in this paper are not sensitive to the predicted shape of the $p_T^Z$ spectrum, even though they are sensitive to jet activity in
the event. As a cross-check the observables are constructed as defined before but the muons are unfolded to the ‘dressed’ level (i.e. collinear QED FSR is added to the ‘bare’ level muons) similar to the previous UE measurement in \(Z\) events [2]. The difference between the results after unfolding to different generator levels is below the percent level and is less than the uncertainty related to the unfolding procedure. Charged particles must be stable, i.e. have a proper lifetime with \(c\tau > 10\) mm, with \(p_T > 0.5\) GeV and \(|\eta| < 2.5\).

The statistical uncertainties of the data and the MC simulations are propagated using the bootstrap method [34]. While the statistical error of the data is the limiting factor for all distributions at high \(p_Z^T\), it does not limit the measurements in phase-space regions of lower \(p_Z^T\), which are particularly important for tuning MC simulations.

### 6 Corrections and systematic uncertainties

#### 6.1 Unfolding

An iterative Bayesian unfolding technique is used to correct the data for detector inefficiencies and resolution [35–37]. Response matrices connect each observable at the detector and particle levels; these are constructed using the POWHEG+PYTHIA8 signal MC sample which is overlayed with pile-up events at detector level. Each response matrix corresponds to a bin of \(p_T^Z\) or thrust, with the migration of events between \(p_T^Z\) or thrust bins corrected using a per-bin purity correction factor. In the context of MC simulations, the purity of one bin is defined as the fraction of events that are reconstructed in the same bin as the original particle level quantity. The bin intervals in \(p_T^Z\) and thrust are chosen to yield high purities (> 0.9 for the bins in \(p_T^Z\) and > 0.85 for the two bins in \(T_\perp\)) enabling the per-bin corrections. For the observable \(dN_{\text{ch}}/dp_T^\text{ch}\), two unfolding iterations are sufficient for convergence of the unfolding results, while for all other observables eight iterations are performed. The evaluation of the mean value of each observable in a bin of \(p_T^Z\) and thrust occurs after unfolding. The bin boundaries are the same at both the detector and particle levels.

#### 6.2 Background subtraction

The background contributions to the selected data from the \(Z \rightarrow \tau\tau, t\bar{t}\), and \(WW \rightarrow \mu\nu\mu\nu\) processes are estimated using MC simulations. In total, these are about 0.7% of selected data events. This fraction varies from 0.9% for the lowest bin in \(p_T^Z\) to the per mille level for the highest \(p_T^Z\) bin. The background contribution from multijet processes is estimated using a data-driven technique based on the isolation and charge of the two reconstructed muons, similar to previous analyses [2]. The size of the multijet contribution in the data is less than 0.1%. The unfolding of the data is done after the subtraction of all MC and data-driven background estimates.

#### 6.3 Systematic uncertainties

Systematic uncertainties can arise due to possible mismeasuring of the muon momentum scale or resolution, as well as the reconstruction, identification, and isolation efficiencies. Furthermore, limited knowledge of the ID material distribution [38] dominates the uncertainties in the track reconstruction efficiencies. Also the effect of falsely reconstructed tracks (when there is no corresponding charged particle) contributes to all observables.
Fig. 4 Measured spectra of $p_T$ (upper left), the charged-particle multiplicity, $N_{ch}$ (upper right), the scalar sum of the transverse momentum of those particles, $\Sigma p_T$, (lower left) and the mean transverse momentum, mean $p_T$ (lower right) in the trans-min region inclusively in $T_{\perp}$ for events with $10 < p_T < 20$ GeV. Predictions of POWHEG+PYTHIA, SHERPA and HERWIG++ are compared with the data. The ratios shown are predictions over data.

All uncertainties related to imperfect modelling of the detector are assessed using MC simulations. The data are first unfolded using the nominal MC simulation samples. Then the data are unfolded with MC samples where the parameter of the simulation which is affected by the mismodelling is varied by $\pm 1\sigma$ of its estimated uncertainty. The average of the up and down shifts is assigned as the corresponding systematic uncertainty.

Since the observables are primarily track-based, the track-related systematic uncertainties dominate the total detector-related uncertainty. These are of the order of 2% regardless of the observable and region. Systematic uncertainties related to the muon reconstruction are a negligible fraction of the overall uncertainty.

Uncertainties due to mismodelling of the background processes are also considered. For the background processes modelled with MC simulations, the electroweak background normalization is varied by $\pm 5\%$ and the $t\bar{t}$ background normalization by $\pm 15\%$ (approximately within their theoretical uncertainties [39, 40]) and the effect on the final measurements is estimated. The full effect of including the multijet background or not is taken as an uncertainty. The combined background-related uncertainties form a negligible fraction of the total systematic uncertainty. The dependence of the
Fig. 5 Measured $p_T$ spectra (upper left), the charged-particle multiplicity $N_{\text{ch}}$ (upper right), the scalar sum of the transverse momentum of those particles $\Sigma p_T$ (lower left), and the mean transverse momentum, mean $p_T$ (lower right) in the trans-min region inclusively in $T_\perp$ for events with $120 < p_T^Z < 200$ GeV. Predictions of POWHEG+PYTHIA, SHERPA, and HERWIG++ are compared with the data. The ratios shown are predictions over data.

An important consideration for these measurements is the modelling of the pile-up, since the MC simulations must correct for contamination from pile-up tracks through the unfolding procedure. When averaging over all simulated events about 13% of the selected tracks which are compatible with the primary vertex originate from pile-up.

A variation in the pile-up reweighting of the MC simulations is included to cover the uncertainty on the ratio between the predicted and measured inelastic cross-section in the fiducial volume defined by $M_X > 13$ GeV where $M_X$ is the mass of the hadronic system [41]. The value of $\langle \mu \rangle$ assumed in the MC simulations for the unfolding process is varied by $\pm 9\%$ from the nominal value. This uncertainty in the pile-up modelling is one of the largest sources of systematic uncertainty in the tails of the distributions of $p_T$, $N_{\text{ch}}$, $\Sigma p_T$, and mean $p_T$, and for the mean distributions. The uncertainties related to the inaccuracies of the detector and pile-up modelling are combined and referred to as the ‘Detector’ uncertainty in the following figures.

Two additional cross-checks validate the pile-up modelling and the consistency of removing the pile-up effects via the unfolding technique. First, the unfolding procedure for all observables in all measurement bins is repeated for three intervals of $\langle \mu \rangle$, namely [8–10], [11–13] and [14–16].
A mismodelling of pile-up in MC simulations would manifest itself less in the interval of $8 \leq \langle \mu \rangle \leq 10$ and more in the interval of $14 \leq \langle \mu \rangle \leq 16$. The unfolded results for the three intervals are found to be fully compatible within their associated statistical uncertainties, confirming the consistency of the handling of pile-up in the unfolding process.

Secondly, a complementary data-driven technique based on the Hit Backspace Once More (HBOM) method [42] is used. The intention is to reproduce pile-up contaminations as realistically as possible. Hence, the track information associated with non-primary vertices in the data is bundled to form a pile-up library. A random sample is drawn from this library and used as an example of pile-up effects in data. If this random sample is added to an individual event, the pile-up effect increases. A sampling of the library is subsequently used to pollute events with additional pile-up. Six iterations of pollution are applied, i.e. up to six random samples from the pile-up library are added to each event. Then the observables are constructed from these additionally contaminated events. Assuming the values of the observables evolve smoothly with each iteration of additional pile-up, an extrapolation in each bin to the value with zero pile-up vertices yields the HBOM estimate of pile-up subtracted data. The data are subsequently unfolded using a version of the POWHEG+PYTHIA signal MC samples without pile-up vertices. The results obtained using this method are consistent with the nominal procedure, and no additional uncertainty is assigned.
The uncertainty associated with the unfolding technique is evaluated using a data-driven method. It accounts for the dependence of the unfolding on the usage of prior knowledge from the MC simulation, i.e. the particle level quantities. The ratio of data to simulation at detector-level is evaluated and smoothed for each observable. The smoothed ratio is then used to reweight the simulations by applying the event-weight according to the particle level quantity. The reweighted detector-level distribution is then unfolded using the relative difference between the reweighted particle-level distribution and the reweighted detector-level distribution is treated as a systematic uncertainty. This dependence on prior knowledge from the MC simulation is the dominant systematic uncertainty in most distributions at lower values of $p_T$. An additional method of estimating the uncertainty related to the unfolding is to unfold the detector-level MC distributions generated with SHERPA using the unfolding matrices based on the POWHEG+PYTHIA MC sample. The results are compared with the particle level quantities predicted by SHERPA. After taking the uncertainty due to the MC prior into account, a slight discrepancy between the unfolded SHERPA sample and the particle-level distributions remains. Therefore, an additional contribution to the MC prior uncertainty is introduced to cover this remaining non-closure of the unfolded result and the SHERPA generator level. In general, it does not exceed the 2–4% level and is smoothed over the full range of the observable. In a few cases, this non-closure component dominates the MC prior uncertainty. These two separate unfolding uncertainties are added in quadrature in all figures.

All sources of systematic uncertainty are considered uncorrelated and are combined in quadrature. The MC prior uncertainty is one of the largest contributors to the total systematic uncertainty at all values of $p_T$ and in each $p_T^2$ region. The statistical uncertainty of the data rises with increasing $p_T^2$, contributing a significant fraction of the overall uncertainty. The breakdown of the individual sources of uncertainties for the four observables, $p_T$, $N_{ch}$, $\Sigma p_T$, and mean $p_T$ is illustrated in Fig. 2 for the example of events with $10 < p_T^2 < 20$ GeV in the trans-min region (the region most sensitive to the UE), inclusively in $T_\perp$.

Figure 3 shows the systematic uncertainties in the arithmetic mean of the $N_{ch}$ and $\Sigma p_T$ spectra in the trans-min region as a function of $p_T^2$ inclusively in $T_\perp$. The largest contributions to the total systematic uncertainties of the mean distributions at all $p_T^2$ values come from either the MC prior uncertainty or the track-related uncertainties. The statistical uncertainties of the data become large for $p_T^2$ greater than around 200 GeV.

7 Unfolded observables and comparison with model predictions

7.1 Overview of the results

Distributions of $p_T$, $N_{ch}$, $\Sigma p_T$, and mean $p_T$ are obtained in slices of $p_T^2$ for the different regions defined in the transverse plane and different regions of $T_\perp$. The results for $N_{ch}$ and $\Sigma p_T$ are normalized relative to the area of the region in $\eta$ and $\phi$. In addition to the measurements in slices of $p_T^2$, the arithmetic means of $N_{ch}$, $\Sigma p_T$, and mean $p_T$ ($\langle N_{ch} \rangle$, $\langle \Sigma p_T \rangle$, and $\langle \text{mean } p_T \rangle$) are measured as a function of $p_T^2$. Only a selection of the most relevant results is discussed in this section: the comparison of the unfolded data to the predictions of different MC generators focuses on the trans-min region.
While the toward region provides insights of similar importance for tuning MC generators after having removed the two muons, the discussion focuses on the trans-min region to better facilitate comparison with previous measurements. The UE activity in the toward region is higher compared with that in trans-min. This is expected since the trans-min region is defined as the subregion of the transverse region with the lower activity and for \( Z \rightarrow \mu\mu \) events the UE activity is expected to be of similar magnitude in the toward and transverse regions. The trans-min region is statistically less affected by radiation and it is essentially the region where the contribution from ISR is subtracted. Apart from this difference in the amount of activity, the predictive performance of the different MC generators is comparable in the toward and trans-min regions. No significant difference in the predictive power between these regions is observed. Both \( \langle N_{\text{ch}} \rangle \) and \( \langle \Sigma p_T \rangle \) measured in the trans-min are compared with previous measurements of the UE in \( Z \) boson events at lower centre-of-mass energies.

7.2 Differential distributions

Figures 4 and 5 show the unfolded \( p_T \) spectrum, \( N_{\text{ch}} \), \( \Sigma p_T \), and \( \text{mean } p_T \) for the trans-min region inclusively in \( T_\perp \) for events with \( p_T^Z \) between 10 and 20 GeV and between 120 and 200 GeV. The predictions from POWHEG+PYTHIA, SHERPA, and Herwig++ are compared with the data. The ratio of prediction to data is shown beneath each plot. None of the tested MC generators describes all aspects of the data well and in some regions the differences exceed the 70% level. Generally, the MC generators predict a higher number of particles with small \( p_T \) than is observed in data (see top left of Figs. 4,
Fig. 9 Comparison of measured arithmetic means of the $N_{\text{ch}}$ (upper row) and $\Sigma p_T$ (lower row) as functions of $p_T^Z$ for the trans-min (left) and towards (right) region inclusively in $T_{\perp}$. Predictions of POWHEG+PYTHIA, SHERPA and Herwig++ are compared with the data. The ratios shown are predictions over data.

This is consistent with the MC predictions tending to lower values of mean $p_T$, as is shown on the lower right plots of Figs. 4 and 5. The largest differences between data and simulation are at low $N_{\text{ch}}$ and low $\Sigma p_T$, and arise due to the steeper transverse momentum spectrum of charged particles in MC simulations. POWHEG+PYTHIA and SHERPA predict a higher fraction of events with fewer charged particles and a consistently smaller sum of $p_T$. However, Herwig++ slightly overestimates the fraction of particles with $p_T > 2.5$ GeV and is qualitatively closer to the shape of the distributions of $N_{\text{ch}}$ and $\Sigma p_T$. With rising $p_T^Z$, the data $p_T$ spectrum becomes harder, and $N_{\text{ch}}$, $\Sigma p_T$, and mean $p_T$ increase. The relative discrepancy remains the same in comparisons with the generator predictions.

The dependence on $T_{\perp}$ is illustrated in Fig. 6 for the unfolded $p_T$ spectrum in the trans-min region for events with $10 < p_T^Z < 20$ GeV and $120 < p_T^Z < 200$ GeV. Similar to the results for the measurement inclusive in $T_{\perp}$, the MC generators predict a higher fraction of particles with low $p_T$ than present in data. The predictions of POWHEG+PYTHIA are closer to the measured distributions in the lower $p_T^Z$ region, but SHERPA describes better the full $p_T$ range in the higher $p_T^Z$ bin. The Herwig++ simulations have significant statistical fluctuations at higher $p_T$. The most striking difference between the different regions in $T_{\perp}$ is observed for the POWHEG+PYTHIA generator when focusing on the low $p_T^Z$ bins for $N_{\text{ch}}$ as presented in Fig. 7. In MPI-sensitive regions (left plot in Fig. 7) the distribution of
Fig. 10 Comparison of measured arithmetic means of mean $p_T$ as functions of $p_T^Z$ for the trans-min (left) and towards (right) regions inclusively, and in regions of $T_\perp$. Predictions of POWHEG+PYTHIA, SHERPA, and Herwig++ are compared with the data. The ratios shown are predictions over data.

7.3 Underyling event activity as a function of $p_T^Z$

Figure 8 shows the mean number of charged particles and the mean of the scalar sum of the transverse momenta of those particles per unit $\eta$-$\phi$ space as a function of $p_T^Z$ in the transverse, trans-min, and trans-max regions inclusively in $T_\perp$. The trans-min region is further separated by $T_\perp$ in the right plots of Fig. 8. In the trans-min region, the UE-sensitive variables $N_{ch}$ and $\Sigma p_T$ rise slowly with increasing $Z$ boson transverse momentum. In contrast, the observables in the trans-max region have a strong dependence on $p_T^Z$. This is because it is heavily contaminated with the $Z$ boson hadronic recoil leaking into the transverse region. The slope of the UE activity in the trans-min region as a function of $p_T^Z$ for events of high $T_\perp$ is similar to the inclusive measurement. The total amount of activity measured in the trans-min region for events with high $T_\perp$ is lower than the inclusive measurement due to the correlation of activity in the transverse region and $T_\perp$. Furthermore, the right-hand plots of Fig. 8 demonstrate that the UE activity is higher for events with lower $T_\perp$, as expected [8]. Lower values of $T_\perp$ also increase the dependence on $p_T^Z$ in the trans-min region.

The MC modelling of individual measurements in all 96 phase-space regions is further investigated by comparing the measured arithmetic means of the $N_{ch}$, $\Sigma p_T$, and mean $p_T$ as functions of $p_T^Z$. Figures 9 and 10 show comparisons with the predictions of POWHEG+PYTHIA, SHERPA, and Herwig++ for the trans-min and towards regions inclusively in $T_\perp$. The predictions fail to describe the data in either of the regimes. For $p_T^Z > 20$ GeV, Herwig++ predicts a slower rise in UE activity with rising $p_T^Z$ than in the measured distributions. On the other hand, POWHEG+PYTHIA and SHERPA qualitatively describe the ‘turn-on’ effect of the UE activity, i.e. a steeper slope at low $p_T^Z$ which vanishes at higher values of $p_T^Z$. For POWHEG+PYTHIA, the rise of the UE activity is underestimated, and hence the discrepancy with data grows with $p_T^Z$ and stabilizes around $p_T^Z = 100$ GeV. Only in the toward region of the mean of the mean $p_T$ is SHERPA in good agreement with the data.

The $p_T^Z$ dependence for the two regions of $T_\perp$ in the trans-min region is summarized in Figs. 11 and 12. In the low $T_\perp$ region, the prediction by SHERPA improves, e.g. for $N_{ch}$ the discrepancy shrinks from about 30% to roughly 10%. Referring to the same observable, POWHEG+PYTHIA is in agreement with data for $p_T^Z > 80$ GeV in the low $T_\perp$ regime within the uncertainties. For the selection on high $T_\perp$ all generators underestimate the UE activity. SHERPA provides the best description of the data in (mean $p_T$). Apart from the toward
7.4 Comparison with other centre-of-mass energies

Figure 13 presents a comparison of the measured $\langle N_{ch} \rangle$ and $\langle \Sigma p_T \rangle$ for different centre-of-mass energies. The results for $\sqrt{s} = 7$ TeV are taken from the previous ATLAS measurement of the UE activity in Z boson events [2]. The event selection criteria are similar to the analysis presented in this paper, but the previous measurement also includes the $Z \rightarrow e^+ e^-$ channel. The CDF measurements at $\sqrt{s} = 1.96$ TeV [43] are also included in the comparison. The CDF analyses used Drell–Yan lepton pairs in a smaller invariant mass window ($70 < m_{\mu\mu} < 110$ GeV) in $p\bar{p}$ collisions. The relative uncertainties of the two ATLAS measurements are of similar sizes, while the CDF measurements have large statistical fluctuations for $p_T^{Z/\mu\mu} > 30$ GeV. All three measurements show qualitatively the same behaviour, i.e. a growing UE activity with higher values of $p_T^Z$. With higher centre-of-mass energies, more energy is available for the processes forming the

---

**Fig. 11** Comparison of measured arithmetic means of the $N_{ch}$ (upper row) and $\Sigma p_T$ (lower row) as functions of $p_T^Z$ for $T_\perp < 0.75$ (left) and $0.75 \leq T_\perp$ (right) for the trans-min region. Predictions of POWHEG+PYTHIA, SHERPA, and Herwig++ are compared with the data. The ratios shown are predictions over data region, it tends to a constant underestimation but agrees with the overall shape. The agreement of POWHEG+PYTHIA with data is better for $T_\perp < 0.75$ than for the inclusive measurement. The predictions of Herwig++ in the trans-min region improve with higher values of $p_T^Z$ and also in events of lower $T_\perp$. However, the discrepancy between Herwig++ and the data in the lowest bins remains regardless of the selected region.
Fig. 12 Comparison of the measured arithmetic mean of mean $p_T$ as a function of $p_T^{Z}$ for ranges of $T_{\perp}$ in the trans-min region. Predictions of Powheg+Pythia, Sherpa, and Herwig++ are compared with the data. The ratios shown are predictions over data.

Fig. 13 The distributions of $\langle N_{ch} \rangle$ and $\langle \Sigma p_T \rangle$ measured at $\sqrt{s} = 13$ TeV compared with the results of the previous ATLAS measurements at $\sqrt{s} = 7$ TeV [2] and the CDF measurements at $\sqrt{s} = 1.96$ Tev [43]. The error bars correspond to the full uncertainties of the corresponding measurement.

8 Discussion and conclusion

Measurements of four observables sensitive to the activity of the UE in $Z \rightarrow \mu\mu$ events are presented using $3.2 \text{ fb}^{-1}$ of $\sqrt{s} = 13$ TeV $pp$ collision data collected with the ATLAS detector at the LHC in 2015. Those observables are the $p_T$ of charged particles, the number of charged particles per event ($N_{ch}$), the sum of charged-particle $p_T$ per event ($\Sigma p_T$), and the mean of charged-particle $p_T$ per event (mean $p_T$). They are measured in intervals of the $Z$ boson $p_T$ and in different azimuthal regions of the detector relative to the $Z$ boson direction. The arithmetic means of the distributions are plotted as functions of the $Z$ boson $p_T$, inclusively of and in regions of transverse thrust.

The predictions from three Monte Carlo generators (POWHEG+PYTHIA8, SHERPA and HERWIG++) are compared with the data. In general, all tested generators and tunes show significant deviations from the data distributions regardless of the region of $T_{\perp}$.
of the observable. The arithmetic mean of the observables deduced from the predictions of POWHEG+PYTHIA8 and SHERPA match the main features of the UE activity in the fiducial region. The turn-on effect, i.e. the rising activity as a function of the hard-scatter scale (here $p_T^Z$), is visible as a saturation of this effect for higher values of $p_T^Z$. In contrast to the other generators, Herwig++ fails to reproduce the turn-on effect at low $p_T^Z$ as it predicts that the UE activity decreases as a function of $p_T^Z$ when considered only in the $p_T^Z < 20$ GeV region. Otherwise, all generators underestimate the activity of the UE when quantified as the arithmetic mean of the observables for inclusive $T_\perp$. The generators predict the mean values better in comparison with the data when focusing on the MPI-sensitive regions. POWHEG+PYTHIA8 is in agreement with data within the uncertainties for $\langle N_{ch} \rangle$ and $\langle \Sigma p_T \rangle$, indicating an adequate handling of the MPI activity. However, since the predictive power shrinks for the region with $T_\perp \geq 0.75$ in comparison with the inclusive measurement, the simulation of contributions other than MPI to the UE activity needs to be improved. Reference [8] points out that the region with $T_\perp > 0.75$ is dominated by extra jet activity, giving a first indication for a possible improvement of the MC generator prediction. This conclusion is valid when focusing on POWHEG+PYTHIA8 for different regions of $T_\perp$ for individual bins of $p_T^Z$.

In comparison with the measurements at $\sqrt{s} = 7$ TeV [2], the performance of Herwig++ is consistent for $p_T^Z > 20$ GeV. Both measurements use the energy-extrapolation tunes [24] provided by the Herwig++ authors, i.e. UE-EE-3 for $\sqrt{s} = 7$ TeV and in the analysis presented here UE-EE-5. The latter tune was additionally validated against Tevatron and LHC measurements at $\sqrt{s} = 900$ GeV and $\sqrt{s} = 7$ TeV [44]. The prediction of Herwig++ is slightly better for the distributions of $\langle N_{ch} \rangle$ and $\langle \Sigma p_T \rangle$ at higher values of $p_T^Z$. In the previous measurements, the divergence increased with $p_T^Z$, which might be related to improper modelling of the impact parameter. Apart from overestimating the mean activity, Herwig++ improved relative to the $\sqrt{s} = 7$ TeV measurements in the description of the shape of $dN_{ev}/d(\Sigma p_T/\delta \eta \delta \phi)$, $dN_{ev}/d(mean \ p_T)$, and $dN_{ev}/d(N_{ch}/\delta \eta \delta \phi)$ in the presented $p_T^Z$-bins. Qualitatively it performs better than the other generators.

POWHEG+PYTHIA8 performs as well at $\sqrt{s} = 13$ TeV as it does at $\sqrt{s} = 7$ TeV, but is tuned with AU2 (only the MPI part was tuned by ATLAS using $\sqrt{s} = 7$ TeV UE data) in the previous measurements. Nevertheless, this indicates that the MPI energy extrapolation of PYTHIA8 works well, which is in agreement with the better description for distributions at low $T_\perp$.

In contrast, while at $\sqrt{s} = 7$ TeV SHERPA version 1.4.0 with the CT10 PDF set consistently overestimates the UE activity metrics $\langle N_{ch} \rangle$ and $\langle \Sigma p_T \rangle$ by 5% to 15%, the present analysis and SHERPA version reveal a continuous underesti-

Acknowledgements

We thank CERN for the very successful operation of the LHC, as well as the support staff from our institutions without whom ATLAS could not be operated efficiently. We acknowledge the support of ANPCyT, Argentina; YerPhI, Armenia; ARC, Australia; BMWFW and FWF, Austria; ANAS, Azerbaijan; SSTC, Belarus; CINaPq and FAPESP, Brazil; NSERC, NRC and CFI, Canada; CERN; CONICYT, Chile; CAS, MOST and NSFC, China; COLCIENCIAS, Colombia; MSMT CR, MPO CR and VSC CR, Czech Republic; DCNRF and DNSRC, Denmark; IN2P3-CNRS, CEA-DRF/IRFU, France; SRNSFG, Georgia; BMBF, HGF, and MPG, Germany; GSRT, Greece; RGC, Hong Kong SAR, China; ISF and Benoziyo Center, Israel; INFN, Italy; MEXT and JSPS, Japan; CNRST, Morocco; NWO, The Netherlands; RCN, Norway; MNiSW and NCN, Poland; FCT, Portugal; MNE/IFA, Romania; MES of Russia and NRC KI, Russian Federation; JINR; MESTD, Serbia; MSSR, Slovakia; ARRS and MIZŠ, Slovenia; DST/NRF, South Africa; MINECO, Spain; SRC and Wallenberg Foundation, Sweden; SER, SNSF and Cantons of Bern and Geneva, Switzerland; MOST, Taiwan; TAEK, Turkey; STFC, UK; DOE and NSF, USA. In addition, individual groups and members have received support from BCKDF, CANARIE, CRC and Compute Canada, Canada; COST, ERC, ERDF, Horizon 2020, and Marie Skłodowska-Curie Actions, European Union; Investissements d’Avenir Labex and Idex, ANR, France; DFG and AvH Foundation, Germany; Herakleitos, Thales and Aristeia programmes co-financed by EU-ESF and the Greek NSRF; Greece: BSF-NSF and GIF, Israel; CERCA Programme Generalitat de Catalunya, Spain; The Royal Society and Leverhulme Trust, UK. The crucial computing support from all WLCG partners is acknowledged gratefully, in particular from CERN, the ATLAS Tier-1 facilities at TRIUMF (Canada), NDGF (Denmark, Norway, Sweden), CC-IN2P3 (France), KIT/GridKA (Germany), INFN-CNAF (Italy), NL-T1 (The Netherlands), PIC (Spain), ASGC (Taiwan), RAL (UK) and BNL (USA), the Tier-2 facilities worldwide and large non-WLCG resource providers. Major contributors of computing resources are listed in Ref. [45].

Data Availability Statement

This manuscript has no associated data or the data will not be deposited. [Authors’ comment: All ATLAS scientific output is published in journals, and preliminary results are made available in Conference Notes. All are openly available, without restriction on use by external parties beyond copyright law and the standard conditions agreed by CERN. Data associated with journal publications are also made available: tables and data from plots (e.g. cross section values, likelihood profiles, selection efficiencies, cross section limits, ...) are stored in appropriate repositories such as HEPDATA (http://hepdata.cedar.ac.uk/). ATLAS also strives to make additional material related to the paper available that allows a reinterpretation of the data in the context of new theoretical models. For example, an extended encapsulation of the analysis is often provided for measurements in the framework of RIVET (http://rivet.hepforge.org/).] This information is taken from the ATLAS Data Access Policy, which is a public document that can be downloaded from http://opendata.cern.ch/record/413 [opendata.cern.ch/]

Open Access

This article is distributed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made. Funded by SCOAP³.
References

1. CDF Collaboration, Charged jet evolution and the underlying event in $p\bar{p}$ collisions at 1.8 TeV. Phys. Rev. D 65, 092002 (2002).
<table>
<thead>
<tr>
<th>Institution</th>
<th>Country</th>
</tr>
</thead>
<tbody>
<tr>
<td>Department of Physics, Royal Holloway University of London, Egham, UK</td>
<td>UK</td>
</tr>
<tr>
<td>Department of Physics and Astronomy, University College London, London, UK</td>
<td>UK</td>
</tr>
<tr>
<td>Louisiana Tech University, Ruston, LA, USA</td>
<td>USA</td>
</tr>
<tr>
<td>Fysiska institutionen, Lunds universitet, Lund, Sweden</td>
<td>Sweden</td>
</tr>
<tr>
<td>Centre de Calcul de l’Institut National de Physique Nucléaire et de Physique des Particules (IN2P3), Villeurbanne, France</td>
<td>France</td>
</tr>
<tr>
<td>Departamento de Física Teorica C-15 and CIAFF, Universidad Autónoma de Madrid, Madrid, Spain</td>
<td>Spain</td>
</tr>
<tr>
<td>Institut für Physik, Universität Mainz, Mainz, Germany</td>
<td>Germany</td>
</tr>
<tr>
<td>School of Physics and Astronomy, University of Manchester, Manchester, UK</td>
<td>UK</td>
</tr>
<tr>
<td>CPPM, Aix-Marseille Université, CNRS/IN2P3, Marseille, France</td>
<td>France</td>
</tr>
<tr>
<td>Department of Physics, University of Massachusetts, Amherst, MA, USA</td>
<td>USA</td>
</tr>
<tr>
<td>Department of Physics, McGill University, Montreal, QC, Canada</td>
<td>Canada</td>
</tr>
<tr>
<td>School of Physics, University of Melbourne, Victoria, Australia</td>
<td>Australia</td>
</tr>
<tr>
<td>Department of Physics, University of Michigan, Ann Arbor, MI, USA</td>
<td>USA</td>
</tr>
<tr>
<td>Department of Physics and Astronomy, Michigan State University, East Lansing, MI, USA</td>
<td>USA</td>
</tr>
<tr>
<td>B.I. Stepanov Institute of Physics, National Academy of Sciences of Belarus, Minsk, Belarus</td>
<td>Belarus</td>
</tr>
<tr>
<td>Research Institute for Nuclear Problems of Byelorussian State University, Minsk, Belarus</td>
<td>Belarus</td>
</tr>
<tr>
<td>Group of Particle Physics, University of Montreal, Montreal, QC, Canada</td>
<td>Canada</td>
</tr>
<tr>
<td>P.N. Lebedev Physical Institute of the Russian Academy of Sciences, Moscow, Russia</td>
<td>Russia</td>
</tr>
<tr>
<td>Institute for Theoretical and Experimental Physics of the National Research Centre Kurchatov Institute, Moscow, Russia</td>
<td>Russia</td>
</tr>
<tr>
<td>National Research Nuclear University MEni, Moscow, Russia</td>
<td>Russia</td>
</tr>
<tr>
<td>D.V. Skobeltsyn Institute of Nuclear Physics, M.V. Lomonosov Moscow State University, Moscow, Russia</td>
<td>Russia</td>
</tr>
<tr>
<td>Fakultät für Physik, Ludwig-Maximilians-Universität München, Munich, Germany</td>
<td>Germany</td>
</tr>
<tr>
<td>Max-Planck-Institut für Physik (Werner-Heisenberg-Institut), Munich, Germany</td>
<td>Germany</td>
</tr>
<tr>
<td>Nagasaki Institute of Applied Science, Nagasaki, Japan</td>
<td>Japan</td>
</tr>
<tr>
<td>Graduate School of Science and Kobayashi-Maskawa Institute, Nagoya University, Nagoya, Japan</td>
<td>Japan</td>
</tr>
<tr>
<td>Department of Physics and Astronomy, University of New Mexico, Albuquerque, NM, USA</td>
<td>USA</td>
</tr>
<tr>
<td>Institute for Mathematics, Astrophysics and Particle Physics, Radboud University Nijmegen/Nikhef, Nijmegen, The Netherlands</td>
<td>Netherlands</td>
</tr>
<tr>
<td>Nikhef National Institute for Subatomic Physics and University of Amsterdam, Amsterdam, The Netherlands</td>
<td>Netherlands</td>
</tr>
<tr>
<td>Department of Physics, Northern Illinois University, DeKalb, IL, USA</td>
<td>USA</td>
</tr>
<tr>
<td>(a) Budker Institute of Nuclear Physics and NSU, SB RAS, Novosibirsk, Russia; (b) Novosibirsk State University Novosibirsk, Novosibirsk, Russia</td>
<td>Russia</td>
</tr>
<tr>
<td>Institute for High Energy Physics of the National Research Centre Kurchatov Institute, Protvino, Russia</td>
<td>Russia</td>
</tr>
<tr>
<td>Department of Physics, New York University, New York, NY, USA</td>
<td>USA</td>
</tr>
<tr>
<td>Ochanomizu University, Otsuka, Bunkyo-ku, Tokyo, Japan</td>
<td>Japan</td>
</tr>
<tr>
<td>Ohio State University, Columbus, OH, USA</td>
<td>USA</td>
</tr>
<tr>
<td>Faculty of Science, Okayama University, Okayama, Japan</td>
<td>Japan</td>
</tr>
<tr>
<td>Homer L. Dodge Department of Physics and Astronomy, University of Oklahoma, Norman, OK, USA</td>
<td>USA</td>
</tr>
<tr>
<td>Department of Physics, Oklahoma State University, Stillwater, OK, USA</td>
<td>USA</td>
</tr>
<tr>
<td>Palacký University, RCPTM, Joint Laboratory of Optics, Olomouc, Czech Republic</td>
<td>Czech Republic</td>
</tr>
<tr>
<td>Center for High Energy Physics, University of Oregon, Eugene, OR, USA</td>
<td>USA</td>
</tr>
<tr>
<td>LAL, Université Paris-Sud, CNRS/IN2P3, Université Paris-Saclay, Orsay, France</td>
<td>France</td>
</tr>
<tr>
<td>Graduate School of Science, Osaka University, Osaka, Japan</td>
<td>Japan</td>
</tr>
<tr>
<td>Department of Physics, University of Oslo, Oslo, Norway</td>
<td>Norway</td>
</tr>
<tr>
<td>Department of Physics, Oxford University, Oxford, UK</td>
<td>UK</td>
</tr>
<tr>
<td>LPNHE, Sorbonne Université, Paris Diderot Sorbonne Paris Cité, CNRS/IN2P3, Paris, France</td>
<td>France</td>
</tr>
<tr>
<td>Department of Physics, University of Pennsylvania, Philadelphia, PA, USA</td>
<td>USA</td>
</tr>
<tr>
<td>Konstantinov Nuclear Physics Institute of National Research Centre “Kurchatov Institute”, PNPI, St. Petersburg, Russia</td>
<td>Russia</td>
</tr>
<tr>
<td>Department of Physics and Astronomy, University of Pittsburgh, Pittsburgh, PA, USA</td>
<td>USA</td>
</tr>
</tbody>
</table>
Yerevan Physics Institute, Yerevan, Armenia

\(a\) Also at Centre for High Performance Computing, CSIR Campus, Rosebank, Cape Town, South Africa

\(b\) Also at CERN, Geneva, Switzerland

\(c\) Also at CPPM, Aix-Marseille Université, CNRS/IN2P3, Marseille, France

\(d\) Also at Département de Physique Nucléaire et Corpusculaire, Université de Genève, Geneva, Switzerland

\(e\) Also at Departament de Física de la Universitat Autonoma de Barcelona, Barcelona, Spain

\(f\) Also at Departamento de Física, Instituto Superior Técnico, Universidade de Lisboa, Lisbon, Portugal

\(g\) Also at Department of Applied Physics and Astronomy, University of Sharjah, Sharjah, United Arab Emirates

\(h\) Also at Department of Financial and Management Engineering, University of the Aegean, Chios, Greece

\(i\) Also at Department of Physics and Astronomy, University of Louisville, Louisville, KY, USA

\(j\) Also at Department of Physics and Astronomy, University of Sheffield, Sheffield, UK

\(k\) Also at Department of Physics, California State University, East Bay, USA

\(l\) Also at Department of Physics, California State University, Fresno, USA

\(m\) Also at Department of Physics, California State University, Sacramento, USA

\(n\) Also at Department of Physics, King’s College London, London, UK

\(o\) Also at Department of Physics, St. Petersburg State Polytechnical University, St. Petersburg, Russia

\(p\) Also at Department of Physics, Stanford University, Stanford CA, USA

\(q\) Also at Department of Physics, University of Adelaide, Adelaide, Australia

\(r\) Also at Department of Physics, University of Fribourg, Fribourg, Switzerland

\(s\) Also at Department of Physics, University of Michigan, Ann Arbor MI, USA

\(t\) Also at Faculty of Physics, M.V. Lomonosov Moscow State University, Moscow, Russia

\(u\) Also at Giresun University, Faculty of Engineering, Giresun, Turkey

\(v\) Also at Graduate School of Science, Osaka University, Osaka, Japan

\(w\) Also at Hellenic Open University, Patras, Greece

\(x\) Also at Institut Catalana de Recerca i Estudis Avancats, ICREA, Barcelona, Spain

\(y\) Also at Institut für Experimentalphysik, Universität Hamburg, Hamburg, Germany

\(z\) Also at Institute for Mathematics, Astrophysics and Particle Physics, Radboud University Nijmegen/Nikhef, Nijmegen, The Netherlands

\(aa\) Also at Institute for Nuclear Research and Nuclear Energy (INRNE) of the Bulgarian Academy of Sciences, Sofia, Bulgaria

\(ab\) Also at Institute for Particle and Nuclear Physics, Wigner Research Centre for Physics, Budapest, Hungary

\(ac\) Also at Institute of High Energy Physics, Chinese Academy of Sciences, Beijing, China

\(ad\) Also at Institute of Particle Physics (IPP), Vancouver, Canada

\(ae\) Also at Institute of Physics, Academia Sinica, Taipei, Taiwan

\(af\) Also at Institute of Physics, Azerbaijan Academy of Sciences, Baku, Azerbaijan

\(ag\) Also at Institute of Theoretical Physics, Ilia State University, Tbilisi, Georgia

\(ah\) Also at Instituto de Física Teórica, IFT-UAM/CSIC, Madrid, Spain

\(ai\) Also at Institute of Physics, Istanbul University, Istanbul, Turkey

\(aj\) Also at Joint Institute for Nuclear Research, Dubna, Russia

\(ak\) Also at LAL, Université Paris-Sud, CNRS/IN2P3, Université Paris-Saclay, Orsay, France

\(al\) Also at Louisiana Tech University, Ruston LA, USA

\(am\) Also at LPNHE, Sorbonne Université, Paris Diderot Sorbonne Paris Cité, CNRS/IN2P3, Paris, France

\(an\) Also at Manhattan College, New York NY, USA

\(ao\) Also at Moscow Institute of Physics and Technology State University, Dolgoprudny, Russia

\(ap\) Also at National Research Nuclear University MEPhI, Moscow, Russia

\(aq\) Also at Physics Department, An-Najah National University, Nablus, Palestine

\(ar\) Also at Physics Dept, University of South Africa, Pretoria, South Africa

\(as\) Also at Physikalisches Institut, Albert-Ludwigs-Universität Freiburg, Freiburg, Germany

\(at\) Also at School of Physics, Sun Yat-sen University, Guangzhou, China

\(au\) Also at The City College of New York, New York NY, USA

\(av\) Also at The Collaborative Innovation Center of Quantum Matter (CICQM), Beijing, China
aw Also at Tomsk State University, Tomsk, and Moscow Institute of Physics and Technology State University, Dolgoprudny, Russia
ax Also at TRIUMF, Vancouver BC, Canada
ay Also at Universita di Napoli Parthenope, Naples, Italy
* Deceased