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The correlations of certain entangled quantum states can be fully reproduced via a local model. We discuss in detail the practical implementation of an algorithm for constructing local models for entangled states, recently introduced by Hirsch et al. [Phys. Rev. Lett. 117, 190402 (2016)] and Cavalcanti et al. [Phys. Rev. Lett. 117, 190401 (2016)]. The method allows one to construct both local hidden state (LHS) and local hidden variable (LHV) models, and can be applied to arbitrary entangled states in principle. Here, we develop a systematic implementation of the algorithm, discussing the choice of the free parameters. For the case of two-qubit states, we design a ready-to-use procedure. This allows us to construct LHS models (for projective measurements) that are almost optimal, as we show for Bell diagonal states, for which the optimal model has recently been derived. Finally, we show how to construct fully analytical local models, based on the output of the convex optimization procedure.

I. INTRODUCTION

Quantum experiments consisting of local measurements performed by distant parties on a shared entangled quantum state can produce nonlocal correlations, i.e., probability distributions which admit no local explanation [1, 2]. These distributions can be witnessed by the violation of a Bell inequality, and are useful resources, for example in device-independent randomness expansion and cryptography [3–6]. Such distributions can be produced by local measurements on entangled states, the presence of entanglement being in fact a necessary condition for nonlocality within quantum mechanics.

However, entanglement and nonlocality are inequivalent phenomena, as there exist entangled quantum states which cannot give rise to nonlocal distributions. This was first shown by Werner [7], who presented a class of entangled states whose statistics can be reproduced by a local hidden-variable (LHV) model, considering arbitrary projective measurements. This was later extended to more general positive-operator valued measures (POVMs) [8], to other classes of states [9–12], and also to multipartite states [13–15].

Another manifestation of the non-classical character of entanglement is that of EPR steering [16, 17]. This type of correlations, strictly weaker than nonlocal ones, captures the fact that Alice can remotely steer Bob’s state by measuring half of an entangled state. Equivalently, steerable correlations are those that cannot be explained with a local hidden-state (LHS) model, a particular class of LHV models. Steering turns out to be intermediate, and strictly inequivalent, to both entanglement and nonlocality [18]. Classes of entangled states that are unsteerable, i.e., admitting a LHS model were presented, see e.g. [19–24]. Moreover, steering is intimately connected to the notion of joint measurability [25–27] which provides further applications of LHS models.

More generally, it is not understood which entangled states can give rise to nonlocality or steering. Beyond its fundamental character, this question is also natural in the context of Bell experiments and nonlocality-based applications. One of the main hurdles to this problem is the fact that constructing local models (LHS or LHV) is challenging in general. Indeed, all the above mentioned examples of entangled states admitting a local model feature a high degree of symmetry, which greatly simplifies the construction of the model.

Recently, a general method was developed in order to address this question [28, 29]. Importantly, this method is algorithmic and does in principle allow one to construct a local model (LHS or LHV) for an arbitrary target state (given that the state admits such a model). The method can be implemented as a sequence of tests, with growing computational complexity. Importantly this is of practical interest, as even low complexity tests give interesting results. The method already found diverse applications [30–36], for instance, for demonstrating that measurement incompatibility does not lead to Bell nonlocality in general [37–38].

In the present work, we discuss in detail the implementation of this algorithmic method for constructing LHS and LHV models. While Refs [28, 29] developed the general idea of the algorithm, they did not provide an explicit implementation; all illustrative examples were essentially treated case by case. Here, we present a systematic implementation of the algorithm, in a ready-to-use form. We focus mainly on the simplest case of two-qubit entangled states with projective measurements, for which case we construct an efficient and versatile procedure. In particular, for LHS models, we construct models that are very close to being optimal. To do so, we benchmark our method for Bell diagonal states, as their steering properties were recently fully characterized [20, 23, 29, 30].

The article is organized as follows. We first introduce the concepts and notations in Section II. Next, we describe the algorithm in Section III. In Section IV we
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discuss how to improve the efficiency of the algorithm, characterizing the role of each free parameter. While the technique is inherently numerical, we show in Section [V] how to make all results fully analytical. We study the performance of our algorithm for several classes of two-qubit entangled states in Section [VI]. Finally, we conclude in Section [VII].

II. PRELIMINARIES

Consider two distant observers, Alice and Bob, sharing an entangled state $\rho$. Alice has access to a set of measurements $\{A_a|x\}$ ($A_a|x \geq 0$ and $\sum_a A_a|x = 1$ for all $x$), and Bob has $\{B_b|y\}$ (with similar conditions). Here, $x$ and $y$ denote the measurement choice, and $a$ and $b$ the outcomes. The resulting statistics is given by

$$p(ab|xy) = \text{Tr}(A_{a|x} \otimes B_{b|y} \rho).$$  

Such statistics is said to be nonlocal when

$$p(ab|xy) \neq \int \pi(\lambda) p_A(a|x, \lambda) p_B(b|y, \lambda) d\lambda$$  

for any variable $\lambda$, distributed with density $\pi(\lambda)$, and for any local response distributions $p_A(a|x, \lambda)$ and $p_B(b|y, \lambda)$. That is, the statistics cannot be reproduced using a LHV model. In this case, the state $\rho$ is said to be nonlocal, as witnessed by the fact that $p(ab|xy)$ violates (at least) one Bell inequality [2].

Oppositely, we say that a state $\rho$ is local if its statistics admits a LHV model. That is, if one can find a shared variable and local distributions such that

$$\text{Tr}(A_a \otimes B_b \rho) = \int \pi(\lambda) p_A(a|\{A_a\}, \lambda) p_B(b|\{B_b\}, \lambda) d\lambda$$  

for all measurements $\{A_a\}$ and $\{B_b\}$. Here, one can consider different sets of measurements. For any set of measurements that is finite, methods based on linear and semi-definite programming can be used, see e.g. [2] [17] [11] [13]. The main challenge however consists in constructing local models considering sets of measurements that are continuous, as for instance, the set of all projective measurements, or the set of all POVMs. Such a model was first constructed by Werner [7] for a specific class of entangled states that he introduced. While Werner focused on projective measurements, this was later extended by Barrett to general POVMs. For a review, see Ref. [12].

A specific class of local models are LHS models, of the form

$$\text{Tr}(A_a \otimes B_b \rho) = \int \pi(\lambda) p_A(a|\{A_a\}, \lambda) \text{Tr}(B_b \sigma_\lambda) d\lambda.$$  

The specificity of these models is that the hidden variable on Bob’s side is a quantum state $\sigma_\lambda$, while Alice has a fully classical description of this state. Note that both Werner’s and Barrett’s models are in fact of this form which shows the existence of entangled states that admit a LHS model for general POVMs [13].

Entangled states for which such a model does not exist are steerable. One can then find a set of measurements for Alice $\{A_a|x\}$ that leads to steering. Note that in a steering test one assumes that Bob’s measurement device is well-characterized. For simplicity, one can take Bob’s measurements to be tomographically complete, which allows him to reconstruct the assemblage

$$\sigma_{a|x} = \text{Tr}_A(A_{a|x} \otimes 1 \rho),$$  

i.e., the collection of conditional states, remotely prepared by Alice’s measurements. Steering is detected whenever the assemblage cannot be decomposed as

$$\sigma_{a|x} \neq \int \pi(\lambda) p_A(a|x, \lambda) \sigma_\lambda d\lambda,$$  

considering any possible shared variable $\lambda$ and local distribution $p_A(a|x, \lambda)$. In this case, the assemblage will lead to violation of (at least) one steering inequality.

III. THE ALGORITHMIC METHOD

We start by discussing the algorithmic method presented in [28] [29], and reviewing the protocols for constructing local models. The method is in general applicable to any entangled state, and will eventually return the local model (given that such a model exists). While this allows one to construct both LHS and LHV models in general, we will focus on the former in the main text, for clarity; details on LHV models will be given in Appendix [B].

The main idea behind the method is to map the initial problem to a much simpler one. The initial problem is challenging as it considers sets of measurements that are continuous. The final problem will turn out to be much simpler as it considers only finite sets of measurements, in which case standard methods can be applied efficiently. A continuous set of measurements that are slightly noisy can be entirely captured by considering only a finite set of noiseless measurements.

Consider an initial target entangled state $\rho$, and a set of measurements $\{A_a\}$. One can then construct a different state $\chi$ whose statistics for a set of noisy measurements $\{A^\eta_a\}$ is exactly equivalent to that of performing noiseless measurements $\{A_a\}$ on $\rho$. Given that $\chi$ admits a local model for noisy measurements $\{A^\eta_a\}$ (which can be checked by considering only a finite set of noiseless measurements), we obtain that $\rho$ admits a local model for measurements $\{A_a\}$. For an illustrative example, we refer the reader to Ref. [28] page 2.

More formally, we first define the following map, which allows us to define the noisy measurements from the initial ones $\{A_a\}$:

$$\Phi^\eta(A_a) = \eta A_a + (1-\eta) \text{Tr}(\xi A_a) 1 = A^\eta_a$$  

(7)
where \( 0 \leq \eta \leq 1 \) and \( \xi \) is a density matrix. Note that \( \Phi_0 \) is unital, and thus maps POVMs into valid POVMs. Next, observe that the statistics of these noisy measurements on a given state \( \chi \) are equivalent to the statistics of a noisy state \( \chi^0 \) and noiseless measurement, i.e.

\[
\text{Tr}(A_a^0 \otimes B_b \chi) = \text{Tr}(A_a \otimes B_b \chi^0). \tag{8}
\]

Note that \( \chi^0 \) is found by applying the dual map \( \Phi^*_0 \) on Alice’s side, namely,

\[
\chi^0 = \Phi^*_0(\chi) = \eta \chi + (1 - \eta) \xi \otimes \chi_B \tag{9}
\]

where \( \xi \) is the density matrix defining the map, see Eq. (7), and \( \chi_B = \text{Tr}_A(\chi) \) is the reduced state of Bob.

The final step consists in proving that the left-hand side of Eq. (8) admits a LHV model, which implies that the right-hand side also does. This can be done by considering only a finite set of measurements \( \{M_{a|x}\} \), given that any noisy measurement \( \{A^0_a\} \) can be expressed as a convex combination of elements of \( \{M_{a|x}\} \). This can be understood geometrically. The \( \{M_{a|x}\} \) forms a polytope (in the space of measurements). If this polytope fully contains the entire set of noisy measurements \( \{A^0_a\} \), then any of the latter can be decomposed as a convex mixture of elements of \( \{M_{a|x}\} \). Next, if we can ensure that the statistics resulting from the finite set of measurements \( \{M_{a|x}\} \) on \( \chi \) admit a LHS model (which can be done e.g. via semi-definite programming [17]), it follows by linearity that the same holds for all noisy measurements \( \{A^0_a\} \). Finally, taking \( \rho = \chi^0 \) we obtain a LHS model for \( \rho \) for all measurements \( \{A_a\} \).

In practice, the algorithm can be implemented in the following way. Given a target state \( \rho \), we define the class of states

\[
\rho_q = q \rho + (1 - q) \rho_{\text{sep}} \tag{10}
\]

with \( 0 \leq q \leq 1 \), and where \( \rho_{\text{sep}} \) is a separable state (hence unsteerable). We will aim at finding the maximum value of \( q \), the maximal visibility \( q^* \), such that \( \rho_{q^*} \) admits a LHS model. Choose a finite set of measurements \( \{M_{a|x}\} \) such that all noisy measurements \( \{A^0_a\} \) can be written decomposed as convex combinations of \( \{M_{a|x}\} \); equivalently, this fixes the “shrinking factor” \( \eta \). Then, run the following semi-definite program:

**LHS Protocol**

\[
\text{find } q^* = \max q \\
\text{s.t. } \text{Tr}(A_{a|x} \otimes 1 \chi) = \sum_{\lambda} \sigma_\lambda D_{\lambda}(a|x) \quad \forall a, x, \\
\eta \chi + (1 - \eta) \xi \otimes \chi_B = \rho_q, \quad \sigma_\lambda \geq 0 \quad \forall \lambda.
\]

The SDP optimization variables are (i) the positive matrices \( \sigma_\lambda \) and (ii) a hermitian matrix \( \chi^1 \). This SDP must be performed considering all possible deterministic strategies for Alice \( D_a(a|x) \), of which there are \( n = k^m \), where \( m \) denotes the number of measurements of Alice and \( k \) the number of outcomes. Hence \( \lambda = 1, \ldots, n \). If the optimization returns a maximum of \( q^* = 1 \), then \( \rho \) admits a LHS model. If \( q^* < 1 \), then we have at least shown that \( \rho_{q^*} \) admits a LHS model.

More generally, we can define a sequence of tests. Start from a finite set of measurements \( \{M_{a|x}\} \), with shrinking factor \( \eta_1 \). This is the initial setting \((j = 1)\) of the following iterative process:

**Step 1:** Take measurements \( \{M'_{a|x}\} \) and run the LHS protocol \( \text{[11]} \).

- If \( q^* \geq 1 \) the algorithm stops. The state \( \rho \) then admits a LHS model, which can be reconstructed explicitly from the values of the SDP variables.
- If \( q^* < 1 \), we construct a new finite set of measurements \( \{A'_{a|x}\} \) with associated shrinking factor \( \eta_{j+1} > \eta_j \). Below we will discuss how to construct such a new set starting from the previous one \( \{A_{a|x}\} \) and adding measurements.

**Step 2:** Set \( j = j + 1 \) and go back to step 1.

In the limit \( k \rightarrow \infty \), this algorithm converges, in the sense that it will return \( q^* = 1 \) if \( \rho \) admits a LHS model.

The same ideas lead an algorithm for constructing LHV models [28, 29]. Similarly to the above presentation, we discuss the case of LHV models in Appendix B.

**IV. OPTIMIZATION OF THE ALGORITHM WITH FOCUS ON QUBITS**

In the previous section, we reviewed the algorithm for constructing LHS models. It appears clearly that there are a number of parameters in the method to be set initially by the user. In general, we observe that the performance of the algorithm is considerably improved by a judicious choice of these parameters. Moreover, there are additional parameters that can be introduced in order to further boost the performance.

The goal of this section is to give insight as to how the algorithm can be optimized in practice. Specifically, we discuss the following points:

1. Choice of the noise map \( \Phi^0 \) in Eq. (7), i.e., definition of the density matrix \( \xi \)
2. Choice of the finite set of measurements \( \{M_{a|x}\} \) and computation of the shrinking factor \( \eta \)
3. Adding auxiliary states
4. Removing redundant constraints in the SDP
5. Selecting deterministic strategies
We will discuss each of these points. While we focus on the case of LHS models for two-qubit states, we believe that these ideas will also improve performance in more general cases.

A. Choice of the noise map

The first parameter to set is the noise map $\Phi^\eta$ defined in Eq. (7). Specifically, we need to choose the density matrix $\xi$, which defines the map. In general, we observe that the best choice of $\xi$ depends on the input state. While the simplest, and probably most natural choice, namely to set $\xi = 1/2$ (here for qubits), gives relatively good results in most cases, it is in general not optimal.

Based on many examples, we conjecture that the optimal choice of $\xi$ is the following. Given a target state of the form as given in Eq. (10) setting $\xi = \text{Tr}_B(\rho_{\text{sep}})$ appears to be the best choice.

B. Choice of the finite set of measurements

The choice of the finite set of measurements used for approximating the entire (continuous) set of measurements is very important. This can be understood intuitively for qubit projective measurements. Here, a measurement is characterized by a Bloch vector. Taking a finite set with few measurements gives only a rough approximation of the entire Bloch sphere; hence the shrinking factor will be relatively small. On the other hand, taking a large number of measurements, well distributed over the sphere, provides a good approximation of the sphere, hence a shrinking factor close to one. Since obviously sets with more and more measurements become much more difficult to handle computationally, it is important to find the right balance.

Another important point is the computation of the shrinking factor. Note that in general, given a choice of measurements, the shrinking factor $\eta$ will still depend on the choice of the noise map. Below we give two methods to compute efficiently the shrinking factor for finite sets of qubit projective measurements: (i) when $\xi = 1/2$, (ii) for arbitrary $\xi$. We also briefly discuss the case of general qubit POVMs. Finally, note that Ref. [28] provided a general method for computing the shrinking factor, yet the methods presented here are more efficient for the case of qubits.

1. Isotropic map, $\xi = 1/2$

Applying the resulting map (7) to the entire set of projective measurements leads to the following (continuous) set of noisy qubit measurements:

$$\{A^\eta | A^\eta = \eta A + (1 - \eta)I\}$$  \hspace{1cm} (12)

where $A$ is a Pauli observable and $I = \{1/2, 1/2\}$. We can write

$$A = \{A_+, A_-\}, \quad A_{\pm} = \frac{I \pm \hat{v} \cdot \vec{\sigma}}{2}$$  \hspace{1cm} (13)

where $\vec{\sigma} = \{\sigma_x, \sigma_y, \sigma_z\}$ contains the Pauli matrices and $\hat{v}$ is a normalized Bloch vector. For any $A^\eta$, we therefore have

$$A^\eta = \{A^\eta_+, A^\eta_-\}, \quad A^\eta_{\pm} = \frac{1 \pm \eta \hat{v} \cdot \vec{\sigma}}{2}. \hspace{1cm} (14)$$

This set represents a “shrunken Bloch sphere” of radius $\eta$. Thus, given a finite set of projectors $\{M_x\}$ (with Bloch vectors $\{\hat{v}_x\}$), the shrinking factor is simply the radius of the largest sphere that fits inside the polyhedron generated by $\{\hat{v}_x\}$. This radius can be computed with arbitrary precision for any polyhedron by characterizing its facets, the radius of the inscribed sphere being then the distance from the center of the sphere to the closest facet. Since the facet enumeration problem is very efficient in dimension three, using polyhedrons with many vertices (more than a thousand) is feasible. Note also that several families of polyhedra over the sphere are known, in which case the shrinking factor is obtained analytically.

2. General map

We now consider a general noise map $\Phi^\eta$ (see Eq. (7)), i.e., $\xi = (1 + \bar{u} \cdot \vec{\sigma})/2$ is now an arbitrary qubit state. Applying the map to all projective measurements, we obtain a set of noisy binary measurements, with POVM elements

$$A^\eta_{\pm} = \left(\frac{1}{2} \pm (1 - \eta) \frac{\bar{u} \cdot \hat{v}}{2}\right) I \pm \frac{\eta \hat{v} \cdot \vec{\sigma}}{2}. \hspace{1cm} (15)$$

Since $A^\eta_+ + A^\eta_- = I$, we can focus on the first POVM element. The POVM is then characterized by the vector

$$\eta^\eta_+ = \left\{\frac{1}{2} + (1 - \eta) \frac{\bar{u} \cdot \hat{v}}{2}, \frac{\eta \hat{v}}{2}\right\} \hspace{1cm} (16)$$

in the four-dimensional space spanned by $\{I, \vec{\sigma}\}$.

Notice that when $\xi = 1/2$, the first component of this vector is always equal to 1/2 and can thus simply be ignored. The problem is then reduced to a three-dimensional problem, hence the Bloch representation is sufficient.

In the general case, the problem is now the following. Given a finite set of measurements $\{M_{ni}\}$, we can represent each element of the set by a vector in $\mathbb{R}^4$. We obtain a polytope, of which we can find the facets. Each facet is characterized by a vector $F_j \in \mathbb{R}^4$ and a real number $b_j$. A vector $p \in \mathbb{R}^4$ is inside the polytope if and only if

$$(F_j, p) \leq b_j \quad \forall j = 1, \ldots, N_F, \hspace{1cm} (17)$$
where $N_F$ denotes the number of facets.

Our task now is to determine the largest value of $\eta$ such that

$$\left( F_j, v_j^2 \right) \leq b_j$$

(18)

for all noisy POVMs $v_j^2$ and all facets ($j = 1, \ldots, N_F$). For each facet $j$, one can actually find analytically the maximal value of $\eta$, $\eta_j^*$, by solving a quadratic equation; see Appendix A. Finally, the shrinking factor $\eta^*$ is obtained by taking the minimum over all values $\eta_j^*$.

3. General qubit POVMs

Here, we can restrict to the case of four-outcome POVMs, as any qubit POVM can be viewed as classical post-processing of some four-outcome POVMs $A_a = v_a I + v_a \sigma^2$. Each POVM element can be expressed in the Pauli basis $A_a = v_a I + v_a \sigma^2$, hence represented by a four-dimensional vector. Thus the full POVM is characterized by a vector in $\mathbb{R}^{12}$, taking normalization into account. This makes the problem much more difficult compared to the case of binary measurements. First, running facet enumeration algorithms is here much more costly. Also, finding the shrinking factor for each facet can no longer be solved analytically, but can be treated as an SDP. In practice, this problem can still be solved for certain cases, and was used successfully in certain applications; see [31, 38].

4. Orientation of the polyhedron

The finite set of measurements $\{M_{a|x}\}$ we use can be viewed as forming a polyhedron on the Bloch sphere. One may thus wonder whether the orientation of this polyhedron is important.

In the case of an isotropic map, i.e., $\xi = 1/2$, changing the orientation of the polyhedron clearly does not change its shrinking factor, while it may change the result of the algorithm. In principle one could thus optimize the algorithm over global rotations of the polyhedron. Nevertheless, we observed this optimization can be avoided when taking into account auxiliary separable states (see next subsection). Specifically, we find that when running the final LHS protocol (see Eq. (28) below), the optimization over rotations becomes irrelevant, and can be safely omitted.

On the other hand, for more general maps, which identify a preferred direction on the sphere, the orientation of the polyhedron has in general an impact, and leads to different shrinking factors, which indeed affects the performance of the algorithm. Therefore, in the case of a non-isotropic map one has to first optimize the shrinking factor over all possible rotations of the vertices. Next, one can start from the obtained polyhedron to construct families of polyhedra tailored to a given map, as explained in the next section.

5. Constructing families of polyhedra

In practice, it is efficient to run the algorithm as a hierarchy of tests. That is, one first chooses a finite set of measurements $\{M_{a|x}\}$ and runs the LHS protocol. This leads to a first value $q^*$ for the visibility of our target state.

Next, one moves to the next level in the hierarchy. Hence we construct a new set of measurements $\{M_{a|x}\}$ with a larger shrinking factor. To do so, we start from $\{M_{a|x}\}$, and identify the facet of the polyhedron that yields the smallest shrinking factor. This allows us to find a specific measurement (leading to this smallest shrinking factor) via Eq. (A9); see Appendix A. Clearly, adding this specific measurement to the new set $\{M_{a|x}\}$ will give rise to a better shrinking factor. Note that several facets may lead to the same smallest shrinking factor, hence the above procedure needs to be repeated until one obtains eventually a strictly better shrinking factor.

The overall process is then repeated until an LHS model is constructed, or the computation becomes infeasible given the accessible resources.

Another option consists in using families of polyhedra, with increasing number of measurements. For instance, starting from a given polyhedron, one can find its geometric dual. One then defines the next polyhedron in the family, as the one given by all vertices of the initial polyhedron and all vertices of the dual. Repeating the process, we obtain a family of polyhedra, with increasing shrinking factors.

C. Adding auxiliary states

Another way to improve the protocol is by introducing auxiliary states, i.e., adding a list of states that are known to admit a LHS model. Indeed, the condition imposed in $\eta = \eta + (1 - \eta) \xi \otimes \chi_B = \rho_q$ aims at constructing a local state that is equal to the target one $\rho_q$. This condition can be relaxed by demanding that $\rho_q$ equals a convex combination of $\chi$ and some other states which admit an LHS model. Clearly, this still implies that $\rho_q$ admits a LHS model.

Formally, the condition (11) in the SDP can straightforwardly be generalized to include auxiliary states. Auxiliary states can be chosen to be (i) separable states, (ii) entangled states admitting a LHS model; see e.g. Refs. [12, 19, 20, 22] for classes of entangled states with LHS models, as well as Ref. [29] for a long list of unsteerable states. Another possibility consists in re-using unsteerable states previously obtained from the method.

While the characterization of separable states is in general a difficult problem, the case of two-qubit states stands out as a notable exception, the partial transpose criterion giving a full characterization of separable states $[15, 50]$. As the condition of positivity under partial transpose (PPT) can be formulated as an SDP condi-
tion, we can exploit this feature in the protocol. Formally, we rewrite condition (11) in the SDP as
\[ \lambda (\eta \chi + (1 - \eta) \xi \otimes \chi_B) + (1 - \lambda) \rho_{\text{sep}} = \rho_q \] (19)
where \( \rho_{\text{sep}} \) is a separable two-qubit state. This leads to
\[ \frac{1}{(1 - \lambda)} \rho_{\text{sep}} = \rho_q - (\eta \chi + (1 - \eta) \xi \otimes \check{\chi}_B) \] (20)
which results in the SDP conditions:
\[ \rho_q - (\eta \chi + (1 - \eta) \xi \otimes \check{\chi}_B) \geq 0 \] (21)
\[ (\rho_q - (\eta \chi + (1 - \eta) \xi \otimes \check{\chi}_B))^T \rho_q \geq 0 \] (22)
\[ \text{Tr}(\check{\chi}) \geq 0 \] (23)
where \( \check{\chi} = \lambda \chi \), and \( T_B \) stands for the partial transposition on Bob’s side. Note that the last constraint guarantees that \( \lambda \leq 1 \).

This idea can also be used for higher-dimensional quantum states. Although the PPT criterion does not guarantee separability anymore [27], one can still check via other means whether the variable \( \rho_{\text{sep}} \) outputted by the SDP defines indeed a separable state. If this is the case, then the constructed LHS model is valid. Otherwise, one can still try to prove that the output \( \rho_{\text{sep}} \) is unsteerable. Note that this is however not the case in general, as there exist PPT entangled state that lead to steering [48] and nonlocality [49].

Moreover, considering entangled states admitting a nonlocality [49], one can focus on a relatively small subset of them. While the bound we obtain might be suboptimal in general, it will nevertheless hold and allows us to construct an LHS model. Moreover, it turns out that in certain cases, a large subset of the deterministic strategies can be omitted, without loss of generality. Thus, choosing appropriately the subset of deterministic strategies turns out to be important.

When using the protocol sequentially, we found that it is relatively efficient to sort deterministic strategies via an adaptive selection. Starting with a set containing only few measurements, we can improve performance. One can then add to Eq. (19) a list of unsteerable states. See the final version [28] of the LHS algorithm for details on the implementation.

D. Removing redundant conditions

When implementing the SDP, it is important to effectively remove all redundant conditions, in order to enhance performance. For a set of \( n \)-outcome POVMs, normalization allows us to restrict to \( n - 1 \) outcomes. Given an assemblage \( \sigma_{a|x} = \text{Tr}_A(A_{a|x} \otimes I \chi) \), with \( \sum_a A_{a|x} = I \), one has
\[ \sigma_{N|x} = \chi_B - \sum_{a=1}^{N-1} \sigma_{a|x} \] (24)
Therefore, if one has a LHS model for \( \sigma_{a|x} \), \( a = 1, \ldots, N - 1 \), the elements corresponding to the last outcome can be expressed as
\[ \sigma_{N|x} = \chi_B - \sum_{a=1}^{N-1} \lambda \sigma_D(a|x) \] (25)
\[ = \chi_B - \sum_{a=1}^{N-1} \lambda \sigma_D(a-x) \] (25)
and imposing \( \sum_{a} \sigma_D = \chi_B \) one gets
\[ \sigma_{N|x} = \sum_{a} \lambda \sigma_D(N|x) \] (26)
as required for the LHS model to extend to the elements of the assemblage corresponding to the \( n \)-th outcome.

One can thus impose only \( \sum_{a} \sigma_D = \chi_B \), and forget about the last outcome, consequently reducing the number of constraints in the SDP by removing overall \( m - 1 \) equations, where \( m \) is the number of inputs.

E. Selecting deterministic strategies

The time required to run the LHS protocol increases exponentially with the number of measurements in the finite set \( \{M_{a|x} \} \) considered. This is due to the convex structure of the problem: the SDP essentially finds a decomposition of a point in terms of the deterministic strategies. Considering \( m \) measurements with \( k \) outcomes, we have \( k^m \) deterministic strategies to consider. Hence, as \( m \) grows (which is desirable in order to improve the shrinking factor), the problem quickly becomes infeasible.

It is nevertheless possible to circumvent this problem. Instead of considering all deterministic strategies, one can focus on a relatively small subset of them. While the bound we obtain might be suboptimal in general, it will nevertheless hold and allows us to construct an LHS model. Moreover, it turns out that in certain cases, a large subset of the deterministic strategies can be omitted, without loss of generality. Thus, choosing appropriately the subset of deterministic strategies turns out to be important.

When using the protocol sequentially, we found that it is relatively efficient to sort deterministic strategies via an adaptive selection. Starting with a set containing only few measurements, we can run the LHS protocol. The SDP gives back the weights \( p_{\lambda} = \text{Tr}(\sigma_{\lambda}) \) associated to each deterministic strategy. One can then remove a subset of strategies which have sufficiently low weights. When moving to the next step of the protocol, the new set of deterministic strategies is generated from only those kept in the previous round. Specifically, each of these strategies leads to a new set of strategies, where the outcome of the additional measurements is added (taking all possibilities into account). Then, we run the SDP. From the output, one can then again sort the relevant deterministic strategies, and move to the next step. Note that after each round, one can check how efficient the selection of the strategies is. Indeed, it suffices to run the SDP again, but using only the selected subset of deterministic strategies. If the result is close to the original one, then the sorting did not affect performance too much. If at the same time, the subset of selected of strategies is small compared to the original one, then the algorithm will be much more efficient in the next round, and allows one to consider finite sets of many more measurements (and thus higher shrinking factors). Finally, note that in practice we found no universal manner of sorting the deterministic strategies. The procedure must be adapted case by case.
1. Selection based on a given response function

It is also possible to base the sorting procedure on a specific response function. For instance, consider the LHS model of Werner [7]. Here, the hidden variable on Alice’s side is simply a Bloch vector \( \hat{\lambda} \), indicating which qubit state \( \sigma_\lambda \) has been sent to Bob. Alice now receives a measurement direction \( \hat{v} \) and outputs \( a = \pm 1 \) with probability

\[
p(\pm |\hat{v}, \hat{\lambda}) = \frac{1 \pm \text{sign}(\hat{v} \cdot \hat{\lambda})}{2}.
\]  

That is Alice outputs +1 whenever the measurement vector \( \hat{v} \) is in the half sphere around \( \hat{\lambda} \), and -1 otherwise.

Now, when running the protocol, we are given a set of \( m \) measurements, with vectors \( \hat{v}_1, \hat{v}_2, \ldots, \hat{v}_m \). Choosing Werner’s response function, we restrict to those deterministic strategies that are compatible with it, which is indeed a strict subset in general. For instance, given three vectors which are not in the same half sphere, one cannot always get the same outcome. In this way, a large fraction of deterministic strategies can be eliminated. On a standard computer, we can go up to \( m \approx 200 \) measurements, leading to high shrinking factors: \( \eta^* \approx 0.99 \). This is tremendous progress compared to the case where one would have to keep all \( 2^m \) deterministic strategies; here the problem would only be feasible up to \( m = 16 \).

Note that, more generally, we observe that Werner’s response function appears to be optimal whenever \( \xi = 1/2 \) (or when \( \text{Tr}_A(\rho_{\text{sep}}) = 1/2 \)).

F. Algorithm: final version

We are now ready to provide a final version of the algorithm. Again we focus here on the case of LHS models, but a similar protocol for LHV models is given in Appendix B. The algorithm is particularly tailored to the case of two-qubit states.

Given a target state \( \rho \), we consider the family of states \( \rho_q = q\rho + (1-q)\rho_{\text{sep}} \). Our goal is to determine the largest visibility \( q \) such that \( \rho_q \) admits a LHS model. Ideally, we find \( q = 1 \), in which case \( \rho \) is unsteerable.

We first define the noise map \( \Phi^\eta \) in Eq. 1 by choosing the density matrix \( \xi \). As discussed above, setting \( \xi = \text{Tr}_B(\rho_{\text{sep}}) \) appears to be the best choice. Next one chooses a finite set of measurements \( \{M_{a|x}\} \) and compute its shrinking factor \( \eta \) (which depends on \( \xi \)). One can then run the following SDP:

**LHS Protocol (final version)**

\[
\begin{align*}
\text{find } q^* &= \max q \\
\text{s.t. } &\text{Tr}_A(M_{a|x} \otimes 1 \chi) = \sum_\lambda \sigma_\lambda D_\lambda(a|x) \quad \forall a, x \\
&\rho_q - \eta \chi + (1-\eta)\xi \otimes \chi_B - \sum_k p_k \rho_{\text{lhs}}^k \geq 0 \\
&\left( \rho_q - \eta \chi + (1-\eta)\xi \otimes \chi_B - \sum_k p_k \rho_{\text{lhs}}^k \right)_0 \geq 0 \\
&\text{Tr}(\chi) + \sum_k p_k \text{Tr}(\rho_{\text{lhs}}^k) \geq 0 \\
&\sigma_\lambda \geq 0 \quad \forall \lambda, \quad p_k \geq 0 \quad \forall k.
\end{align*}
\]  

The SDP variables are (i) the positive matrices \( \sigma_\lambda \) and positive coefficients \( p_k \) and (ii) a hermitian matrix \( \chi \). Also, \( \{\rho_{\text{lhs}}^k\} \) is a list of states admitting a LHS model. The index \( \lambda = 1, \ldots, n \) runs over deterministic strategies \( D_\lambda(a|x) \). As discussed above, it can be advantageous in practice to restrict to a well-chosen subset of deterministic strategies, which can considerably speed up the SDP without affecting the result (i.e., returning a value of \( q^* \) which is essentially the same as if considering all strategies).

At this point, the first level has been completed, with a resulting visibility \( q^* \). One can then move to the next level as follows. The idea is to consider a new finite set of measurements \( \{M_{a|x}^2\} \), featuring more measurements than the one used in the first level. For instance, we discussed above how to efficiently construct \( \{M_{a|x}^2\} \) by complementing the initial set. This results in a new shrinking factor \( \eta_2 \), which is equal or greater than \( \eta \) (note that \( \xi \) is the same as in the first level). With these parameters, the SDP can be run again. As the set \( \{M_{a|x}^2\} \) features now more measurements, there are in principle more deterministic strategies to be considered. As discussed above, there are several options for efficiently selecting the deterministic strategies, in order to limit the number of SDP variables.

At this point, the second level has been completed, resulting in a visibility \( q_2^* \geq q^* \). Then, the procedure can be repeated as long as computational resources allow for it. The general structure is sketched in Fig. 1.

In practice, starting from sets of 6 to 10 measurements, it is possible to reach sets of more than 100 measurements, when efficiently selecting deterministic strategies. Examples will be discussed in the next section. More generally, note that the algorithm is proven to converge in the limit, i.e., if \( \rho \) admits a LHS model, the algorithm will in principle find it.

---

2. Note that the visibility will not decrease using the iterative construction for the finite set of measurements. In general, however, it can be that the visibility decreases when moving to a higher level of the protocol.

3. However, note that depending on the method used to select the
V. ANALYTICAL SOLUTIONS

One could argue that, because of numerical precision limit, all the results obtained using the algorithm are not sufficient to rigorously guarantee the existence of a local model. In this section, we prove that computer imprecision can be cured to get an analytical local model from the one obtained numerically. We discuss the case of LHV models as this makes the analysis simpler (see Appendix B for a discussion of the algorithm for LHV models). The case of LHS models can be treated with similar ideas.

The first step is to tighten the inequality constraints in [B4] to make them tolerant to this imprecision. Specifically, we change the constraint $p_\lambda > 0$ into $p_\lambda > \epsilon$ where $\epsilon$ is the numerical precision. Hence, even if the computer overestimates the “actual” value of $p_\lambda$, this value is ensured to remained positive.

The second step concerns the equality constraint in [B4] and is less trivial. Because of numerical imprecision, $p(ab|x) = \sum_\lambda p_\lambda D_\lambda(ab|x)$ is not satisfied exactly but becomes

$$p(ab|x) = \sum_\lambda p_\lambda D_\lambda(ab|x) + r_{ab|x}$$

with $|r_{ab|x}| \leq \epsilon$. Note that, due to numerical imprecision, $\sum_\lambda p_\lambda D_\lambda(ab|x)$ is ill-normalized.

The idea is to show that, for small enough $\epsilon$, $r_{ab|x}$ always admits a local model, i.e. it can be decomposed as $\sum_\lambda r_\lambda D_\lambda(ab|x)$ with $r_\lambda \geq 0$. If this holds, then $p(ab|x) = \sum_\lambda (p_\lambda + r_\lambda)D_\lambda(ab|x)$ with $p_\lambda + r_\lambda$ positive coefficients summing up to one by normalization of $p(ab|x)$. We first give geometrical insight to this problem and then solve it more formally in the two-outcome scenario.

Following Refs [50, 51], we split Eq. (29) into its normalization and no-signaling (NS) parts. The convenient feature of this representation is that the maximally mixed distribution $p_0(ab|x) = 1/N_{O}^2$ for all $a,b,x,y$, where $N_{O}$ denotes the number of outputs, is located at the origin. While the normalization part is essentially trivial, the no-signaling reads

$$p^{NS}(ab|x) = \sum_\lambda p_\lambda D^{NS}_\lambda(ab|x) + r^{NS}_{ab|x}. \quad (30)$$

In the no-signaling vector space, $r^{NS}_{ab|x}$ is in the ball of radius $\epsilon$ centered around the origin. If this ball is contained in the local polytope, i.e., the convex hull of all deterministic strategies, then we can conclude. Intuitively, it can be seen immediately that this is the case. This is because the origin, i.e., the distribution $p_0$, can be viewed as the “center” of the local polytope, obtained e.g., by an equal mixture of all deterministic local strategies.

Next, one needs to estimate out how large $\epsilon$ can be such that the ball is still inside the local polytope. In order to do so, one can find the radius of the largest ball (centered at the origin) that can fit inside the local polytope. Equivalently, one should find a point on the surface of the local polytope that is closest to the origin.

While we could not derive a general solution here, we nevertheless conjecture that the closest point is always on a positivity facet (and not on a Bell inequality), so that its euclidean distance to the origin is $1/N_{O}^2$. We verified this for the binary case of binary and ternary inputs and binary outputs.

In the case of binary outcomes one can get an explicit condition on $\epsilon$ guaranteeing that $r_{ab|x}$ is local. This is an extension of a procedure presented in [34]. First, we transform $r_{ab|x}$ to the no-signaling representation in terms of the correlators $C_{ab} = p(a = b|x) - p(a \neq b|x)$, and the local marginals $C_{a0} = p(a = +1|x) - p(a = -1|x)$ and $C_{b0} = p(b = +1|y) - p(a = -1|y)$. We obtain a matrix $C$, with coefficients $C_{ij}$, which can be decomposed as follows (note that the coefficient $C_{00}$ is irrelevant)

$$C = \sum_{ij} |C_{ij}| \text{sign}(C_{ij}) T_{ij} \quad (31)$$

where $i,j \in \{0, \ldots, N_I\}$ with $N_I$ denoting the number of inputs. Here, $T_{ij}$ is the matrix having entry $+1$ at
position \((i, j)\) and zeros elsewhere. These represent local distributions. For \(i, j > 0\), they can be obtained by random outputs for all inputs except for input \(i\) for Alice and input \(j\) for Bob, for which they perfectly correlated their output (i.e., both output +1 or −1 with probability 1/2, resulting in random marginals but a correlated joint outcome). The remaining terms \(T_{i0}\) (and \(T_{0j}\)) are obtained by Alice outputting +1 for measurement \(i\) (measurement \(j\) for Bob, respectively) and randomly for all other measurements. Finally, the outputs can be flipped or not depending on the coefficient sign\((C_{ij})\). Thus, we conclude that \(r_{ab|xy}\) is local whenever

\[
\sum_{ij} |C_{ij}| \leq 1. \quad (32)
\]

This provides a simple condition (far from being optimal however) ensuring that \(r_{ab|xy}\) is local given it is close enough to the origin.

VI. RESULTS

We now apply our ready-to-use algorithm for constructing LHS models for several families of entangled two-qubit states, considering projective measurements. In particular we consider the case of Bell diagonal states, for which the optimal LHS model has been recently obtained \([20, 23, 39, 40]\). This allows us to benchmark our algorithm against the exact solution. Notably, we find that our method construct LHS models that are close to optimal, which is a good indication that it works very efficiently for two-qubit states. Moreover, we discuss other families of states, where we compare our models to the best-known bounds on steerability, and find that they are relatively close in general.

Generally, we observe that our systematic implementation of the algorithm provides relevant results for all investigated classes of states, within a reasonable amount of computation time (up to one day per target state).

A. Bell diagonal states

Bell diagonal states are convex combinations of Bell states, and can be written in the Pauli basis as follows

\[
\rho_{BD} = \frac{1}{4} \left( I \otimes I + \sum_{i=1}^{3} t_i \sigma_i \otimes \sigma_i \right) \quad (33)
\]

where \(t \in \mathbb{R}^3\) is the correlation vector. As mentioned above, an optimal LHS model was recently derived. First presented and conjectured to be optimal in \([20]\), the model was later proven to be optimal in \([23]\); more recently two alternative models were proposed \([39, 40]\). More specifically, these results provide a criterion, based on the norm of correlation vector components \(s_i = |t_i|\), which exactly separates steerable from unsteerable Bell diagonal states. Unfortunately, this cannot be expressed in simple form, so we refer the reader to Refs \([20, 23, 39, 40]\) for details.

We first investigate the case \(s_1 = s_2\), and construct LHS models using our algorithm. The results can be conveniently represented in the plane \((s_1, s_3)\), as shown in Fig. 2. We see that the constructed models quickly approach the steerability limit, and are thus very close to optimal.

In practice the procedure is implemented as follows. We first define \(\rho_q\) by choosing \(\rho = \rho_{BD}\) with \(s_3 = 1\) and varying \(s_1 \in [0, 1]\), and \(\rho_{sep} = I/4\). Given the form of the states, we set \(\xi = 1/2\). In this first iteration, we consider a set of six projective measurements. Here, the optimal choice is to have measurements such that their Bloch vectors form an icosahedron on the sphere; this achieves the highest shrinking factor \(\eta = \sqrt{(5 + 2\sqrt{5})/15} \approx 0.7947\). Then, we run the protocol by increasing the number of measurements up to 136. In each step, we select the relevant deterministic strategies, that is, we sort them by weights and find the smallest \(n\) such that the first \(n\) deterministic strategies suffices to find the same answer when running the protocol again (in practice, one can run the protocol using the first strategies, then the first two, and so on until one gets the desired result, up to the SDP precision). We observe that this procedure naturally leads to four distinct levels, each of which corresponds to an increase of the shrinking factor. Specifically, the levels are given by 6, 36, 96, and 136 measurements, with corresponding shrinking factors \(\eta \approx 0.79, 0.92, 0.97,\) and \(0.99\). At each new level, the polyhedron constructed is the one of the previous level, together with its geometric dual.

Fig. 2 shows how larger classes of states are detected at each successive level.

![FIG. 2. Steering properties of Bell diagonal states with \(s_1 = s_2\). The states are separable below the dotted line, while they admit a LHS model below the dotted curve; this represents the exact steering limit as shown in Refs. \([20, 23]\). Using our LHS protocol, we obtain the four solid curves, corresponding to each level. At level four the difference with respect to the exact steerability limit is less than 1%, illustrating the efficiency of our method in this case.](image-url)
It should be pointed out that these results can also be obtained via a slightly different method. We start from the icosahedron, and define a recursive family of polyhedra by taking the previous polyhedron and add its geometric dual. Considering the first four polyhedra in this family, we run the LHS protocol, selecting the deterministic strategies that are compatible with the sign response function (see Section IV E 1). This leads to four curves, which are equivalent to those generated above. The running time of both methods is similar. Hence, we conclude that our first method, which is more systematic, performs actually well in practice.

1. Rank-3 entangled states

Consider mixtures of three Bell states (hence Bell diagonal of rank 3) of the form

\[ p_1 |\psi^\text{−}\rangle\langle\psi^\text{−}| + p_2 |\psi^\text{+}\rangle\langle\psi^\text{+}| + (1-p_1-p_2) |\phi^\text{+}\rangle\langle\phi^\text{+}|. \]

These states are interesting to consider, as they are not full rank, i.e., they lie on the border of the Hilbert space. Hence, when running the LHS protocol, the SDP variable \( \chi \) must lie outside the Hilbert space (i.e., \( \chi \) is no longer positive semi-definite), in order for the “shrunk” state \( \chi^\eta \) to be mapped on the border of the Hilbert space. We will see that this is indeed the case, and that our method works well even when considering non-full-rank entangled states.

By symmetry, it is enough to focus on the region \( p_1 \in [0, 1/2] \) and \( p_2 \in [1/2, 1] \), where the states are entangled (as checked, e.g., via partial transposition). As above, we run the protocol starting from 6 measurements, and up to 136 measurements. This again defines four distinct levels. The results are given in Fig. 3. Again, we observe that the method quickly converges to the exact steerability limit, and that the curve obtained at level four is extremely close to being optimal.

B. Entangled states with non-uniform marginals

Next, we investigate the performance of our LHS protocol on different classes of entangled states, featuring reduced states that are not maximally mixed. Benchmarking the performance of our protocol is more complicated in this case, as the exact steerability limit is not known. Nevertheless, we can use known bounds on the steerability of these states in order to get an estimate. Again, we observe that the performance of our protocol is good, and that the LHS models it constructs are generally close to being optimal. Moreover, these results show that the sufficient condition for unsteerability presented in Ref. [23] is in general not necessary.

1. Partially entangled states with white noise

We consider a natural extension of Werner states, replacing the maximally entangled state by a partially entangled one.
\[ \rho(\alpha, \theta) = \alpha |\psi\rangle \langle \psi| + (1-\alpha)I/4 \]  

(34)

where \(|\psi\rangle = \cos \theta |00\rangle + \sin \theta |11\rangle\).

We run the LHS protocol for different values of \(\theta\), aiming at maximizing the visibility \(\alpha\). In all cases, we set \(\xi = \frac{1}{2}\). We start from six projective measurements; as \(\xi = \frac{1}{2}\), the best polyhedron is still the icosahedron. As in the case of Bell diagonal states, we observe here that two methods give similar results. The first option consists in increasing the measurement number up to 136, selecting the deterministic strategies in each step. This identifies four levels, where the shrinking factor increases. The second option is to consider the family of 4 polyhedra (generated from the icosahedron, and adding the geometric dual in each step), and use the sign response function to select deterministic strategies. As explained in section IV E 1, sorting the deterministic vertices following Werner’s sign function seems to be optimal\(^4\) when we set \(\xi = \frac{1}{2}\), the curves obtained in both cases are thus similar.

The results are present in Fig. 4. We believe that the curve obtained at level four (136 measurements) is close to the steerability limit, that is, closer to the critical curve than the dotted blue curve, representing an upper bound that we derived numerically. We note that, while these results are similar for this class of states to those obtained in [28], our systematic implementation could reproduce these results in a smaller amount of time.

2. Partially entangled states with colored noise

Next, we consider a different class of states, of the form

\[ \rho'(\alpha, \theta) = \alpha |\psi\rangle \langle \psi| + (1-\alpha)\rho_A \otimes \frac{1}{2} \]  

(35)

where \(\rho_A = \text{Tr}_B(|\psi\rangle \langle \psi|)\). These states can be obtained by applying a local filter (on Bob’s side) on Werner states [10]. They are entangled when \(\alpha > \frac{1}{2}\), and separable otherwise. A sufficient criterion for these states to admit a LHS model has been derived in [21]. Namely, \(\rho'(\alpha, \theta)\) is unsteerable as long as

\[ \cos^2 2\theta \geq \frac{2\alpha - 1}{(2-\alpha)\alpha^3}. \]  

(36)

Here, we apply the protocol, fixing different values of \(\theta\) and maximizing the visibility \(\alpha\). Note that in this case, given the form of the state, we do not use an isotropic map anymore, and set \(\xi = \rho_A\). We start again with 6 measurements. However, the optimal set does not form an icosahedron anymore, as the map is not isotropic.

\[ \text{FIG. 5. Steering properties of states [35]. States below the lower dashed line are separable, while the upper dashed black curve is an upper bound for steerability found numerically (via SDP techniques [17] and using 13 measurements on the Bloch sphere). The dashed-dotted curve correspond to the best known LHS models so far, i.e., given by Eq. (36). The solid curves represent three successive levels of the algorithm (corresponding to fixed shrinking factors } \eta_1 = 0.79, \eta_2 = 0.92, \text{ and } \eta_3 = 0.97. \text{ This shows that the criterion (36) of Ref. [21] is not tight.} \]

We ran three levels of the hierarchy, each level corresponding to a fixed value of \(\eta\). We chose \(\eta_1 = 0.79, \eta_2 = 0.92, \text{ and } \eta_3 = 0.97, \text{ corresponding to the first three levels discussed above in the case of } \xi = \frac{1}{2}. \text{ Our results are given in Fig. 5. They show explicitly that the criterion of Ref. [21] is in general not necessary, as we obtain better LHS models. Note that running the protocol at level three is computationally demanding, especially for small values of \(\theta\), as the number of measurements required to reach a given shrinking factor \(\eta\) increases with the purity of \(\xi = \rho_A\). Hence, the number of measurements required for \(\eta_3\) becomes very large which is the reason why we did not run any point at level three in this regime. Finally, we note that the choice of a non-isotropic noise map is here important. We checked that when using the isotropic map, the obtained curves are much weaker. While they would give similar results for \(\theta = \pi/4\), the visibility \(\alpha\) then decreases when \(\theta\) decreases.} \]

VII. CONCLUSION

We have discussed in detail the implementation of an algorithmic procedure for constructing local models for entangled states. Focusing on the case of LHS models for two-qubit states and projective measurements, we showed how each parameter involved in the protocol can be adjusted in order to enhance performance. Moreover, we applied our ready-to-use algorithm to different classes

\[ \text{It is probably over-optimal, in the sense that it selects too many deterministic strategies.} \]
of entangled two-qubits states. First, discussing steering with Bell diagonal states, for which the exact steerability limit is known, we could benchmark the efficiency of our method, and found that the constructed LHS models recover almost the steerability limit. Then we showed that the method also works efficiently for other classes of entangled states. Overall, these results show that our protocol allows one to construct an LHS model for most two-qubit states that admit one.

Finally we discuss a number of interesting open questions. First, it would be good to understand how to efficiently implement the method for POVMs (e.g. starting with qubits), as well as for higher-dimensional systems. Here, the main difficulty is to construct a finite set of POVMs with projective measurements that approximate well the entire set of POVMs (or projective measurements), thus leading to a shrinking factor that is relatively large. An interesting open problem which the method may help addressing, is whether POVMs provide an advantage over projective measurements for demonstrating steering or nonlocality of entangled states.

Already for systems of two qutrits there are many interesting questions that could be tackled using our methods. For instance, while it is known that the fully antisymmetric states leads to strong steering, it is not known whether it can violate a Bell inequality. If this is not the case, then the method could help constructing an LHV model for it. Also, entangled two-qutrit states exhibit an effect of “anomaly of nonlocality”, in the sense that less entangled states can lead to larger Bell inequality violations. It would be interesting to see if such an anomaly is also present when constructing local models for noisy version of these states.

Finally, the method could also help to construct local models assisted with some nonlocal resource, for instance, classical communication or nonlocal boxes. Here, a long-standing problem is whether one bit of classical communication is enough to simulate the correlations of all entangled pure two-qubit states. While this is proven for the maximally entangled state, the case of partially entangled states is still open. Considering nonlocal boxes, it is known that the maximally entangled state can be simulated with one Popescu-Rohrlich (PR) nonlocal box, while very weakly entangled states require at least two PR boxes. What about strongly but not maximally entangled ones?
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Appendix A: Computation of the shrinking factor for qubit two-outcome measurements

Consider the set of projective measurements on qubits, $M$, with POVMs

$$A_\pm = \frac{1 \pm \hat{v} \cdot \hat{\sigma}}{2}$$  \hspace{1cm} (A1)$$

for some normalized $\hat{v} \in \mathbb{R}^3$. 

Using the noise map defined in \((7)\) the POVM elements of the noisy set \(M^n\) read as

\[
A^n = \left( \frac{1}{2} + (1-\eta) \frac{\vec{u} \cdot \vec{v}}{2} \right) \mathbb{1} + \frac{\eta \vec{v} \cdot \vec{\sigma}}{2}
\]

(A2)

where \(\xi_A = (\mathbb{1} + \vec{u} \cdot \vec{\sigma}) / 2\).

These measurements are thus characterized by the four-dimensional vector

\[
\vec{v}^n = \left\{ \left( \frac{1}{2} + (1-\eta) \frac{\vec{u} \cdot \vec{v}}{2} \right), \frac{\eta \vec{v} \cdot \vec{\sigma}}{2} \right\}
\]

(A3)

in the four-dimensional space spanned by \(\{\mathbb{1}, \vec{\sigma}\}\).

Note that when \(\xi_A = 1/2\), the first component of this vector is constant and always equal to 1/2 and can thus be ignored. Without loss of generality, the problem is then reduced to a three-dimensional problem, which is why the Bloch representation is sufficient in this case.

Now, using the facets representation, a point \(p \in \mathbb{R}^4\) is inside a polytope if and only if

\[
(F_j, p) \leq b_j \quad \forall j = 1, \ldots, N_F,
\]

(A4)

where \(\{F_j\}_{j=1}^{N_F} \in \mathbb{R}^4\) are the facets of the polytope, with bounds \(\{b_j\}_{j=1}^{N_F} \in \mathbb{R}\) and \((, )\) is the dot product.

For the problem we consider, dropping the index for clarity, the shrinking factor associated to a facet \(F\) is the largest value \(\eta^*\) such that

\[
(F, \vec{v}^n) \leq b \quad \forall \vec{v}^n \in M^n.
\]

(A5)

For this value \(\eta^*\), there is only one vector \(\vec{v}^n_m\) that saturates the inequality,

\[
(F, \vec{v}^n_m) = b.
\]

(A6)

However, it is easier to find and solve the dual problem of Eq. (A6), i.e.

\[
(F^\eta^*, \vec{v}^1_m) = b,
\]

(A7)

where \(\vec{v}^1\) is a vector of the form \(\frac{1}{2} \{1, \vec{v}\}\), and the new facet vector \(F^\eta\) is defined as

\[
F^\eta = \left\{ F_0, \eta \hat{F} + (1-\eta) \hat{u} F_0 \right\} \equiv \left\{ F_0, \vec{\eta}(\eta) \right\}.
\]

(A8)

where we have defined \(F = \left\{ F_0, \hat{F} \right\}\).

It is then easy to see that, in order to maximize the scalar product given by Eq. (A7) and actually saturate the inequality, \(\vec{v}^1\) has to be of the form

\[
\vec{v}^1_m = \frac{1}{2} \left\{ 1, \vec{\eta}(\eta^*) \right\}.
\]

(A9)

One can then invert that formula to obtain a quadratic expression for \(\eta(\hat{F}, b, \xi_A)\), namely,

\[
A\eta^2 + B\eta + C = 0,
\]

(A10)

with

\[
\begin{align*}
A &= \sum_{k=1}^{3} (F_k - F_0 u_k)^2 \\
B &= 4F_0 \sum_{k=1}^{3} u_k (F_k - F_0 u_k) \\
C &= 4b (F_0 - b),
\end{align*}
\]

(A11)

\(\eta^*\) being the largest of the two solutions to this equation.

The shrinking factor of a polyhedron is then simply given by

\[
\eta^* \left( \{A_a|x\}, \xi_A \right) = \min_j \eta^*_j \left( \hat{F}_j, b_j, \xi_A \right), \quad j = 1, \ldots, N_F.
\]

(A12)

This way, we ensure that any element of the continuous set \(M^n\) fulfills condition \((A5)\) while obtaining the largest possible value for the shrinking factor \(\eta^*\).

### Appendix B: Protocols for LHV models

First, we define the following noisy map:

\[
\Phi^n(M_a) = \eta M_a + (1-\eta) \text{Tr}(\xi_a) \mathbb{1} \equiv M^n_a
\]

(B1)

where \(0 \leq \eta \leq 1\) and \(\xi_a\) is a density matrix. Note that \(\Phi^n\) maps valid POVMs into valid POVMs, when applied to each POVM element of the set. Next, it is easy to see that the statistic of these noisy measurements on a state \(\chi\) is equivalent to the statistic of a noisy state \(\chi^n\) and noiseless measurement, i.e.,

\[
\text{Tr}(M^n_a \otimes N^n_{\chi \chi^n}) = \text{Tr}(M_a \otimes N_b \chi^n),
\]

(B2)

where \(\chi^n\) is found by applying the dual map twice (once on Alice’s side and once on Bob’s side), namely,

\[
M^n_{\chi}(\chi) = \eta^2 \chi + \eta(1-\eta)[\chi_A \otimes \xi + \xi \otimes \chi_B] + (1-\eta)^2 \xi \otimes \xi
\]

(B3)

where \(\xi\) is the density matrix defining the map (see Eq. (7)) and \(\chi_A, \chi_B\) are the reduced state of \(\chi\). Note that one could in principle extend the above equality to the case of different noisy maps for Alice and Bob.

The final step is to prove that the left-hand side of Eq. (B2) admits a LHV model, which implies that the right-hand side also does. This can be done by considering only finitely many measurements, which form a polytope that contains the noisy set defined in Eq. (7), which makes it enough to focus on the extremal points. We formalize this idea by defining the “shrinking factor” given a set of measurements \(M\), a finite set \(\{M_a|x\}\), and a map \(\Phi^n\) we call the shrinking factor the largest value of \(\eta\) such that \(M^n\) is included in the polytope defined by \(\{M_a|x\}\). For a general method to compute the shrinking factor see [29], Appendix A.
To summarize the procedure: given a continuous set of measurements $\mathcal{M}$ and a noisy map $\Phi^\eta$ one finds a finite set, say $\{M_a^{\eta}\}$, which includes the noisy set $\mathcal{M}^\eta$ (for some fixed $\eta$). Then one finds $\chi$, such that its statistic with the finite sets is local and such that $\chi^\eta = \rho$, hence proving that $\rho$ is local for the continuous set $\mathcal{M}$. This procedure can be done in two distinct steps: first choose two noisy maps (i.e., set the maps parameters $\xi_A$ and $\xi_B$), take finite sets $\{M_a^{\eta}\}$ and $\{N_b^{\rho}\}$ (with respective associated shrinking factors $\eta$ and $\mu$) and solve the following linear problem:

**LHV Protocol**

find $q^* = \max q$

\[ \text{s.t. } \mathrm{Tr}(M_a^{\eta} \otimes N_b^{\rho} \chi) = \sum_{\lambda} p_{\lambda} D_{\lambda}(ab|xy) \quad \forall a,b,x,y \]

\[ p_{\lambda} \geq 0 \quad \forall \lambda \]

\[ q^{\rho} + (1 - q^*) \frac{1}{d} = \eta \mu \chi + \eta (1 - \mu) \chi_A \otimes \xi_B \]

\[ + \mu (1 - \eta) \xi_A \otimes \chi_B + (1 - \eta)(1 - \mu) \xi_A \otimes \xi_B \]

where the optimization variable are (i) positive coefficients $p_{\lambda}$ and (ii) a $d_A \times d_B$ hermitian matrix $\chi$. Given $m_A$ ($m_B$) measurements with $k_A$ ($k_B$) outcomes for Alice (Bob), one has $n = (k_A)^{m_A} (k_B)^{m_B}$ local deterministic strategies $D_{\lambda}(ab|xy)$, and $\lambda = 1, \ldots, n$.

If the result of the optimization $q^*$ satisfy $q^* > 1$ we have then ensured the existence of a LHV model for $\rho$. otherwise, we have ensured the existence of a LHV model for $q^{\rho} + (1 - q^*) \frac{1}{d}$, with $q \leq q^*$, and we can repeat the procedure using larger sets $\{M_a^{\eta}\}$ and $\{N_b^{\rho}\}$, until $q^* \geq 1$. One can prove that this will happen if there exists a LHV model for $\rho$, i.e., all local states are eventually detected by this algorithmic method. The precise iterative procedure is given below.

Start from a finite set of measurements $\{M_a^{0}\}$. Compute the shrinking factor $\eta_0$ of this finite set with respect to all POVMs of dimension $d_A$ (and with the desired number of outcomes), and for some $\xi_A$. This is the initial settings ($k = 0$) of the following iterative process:

**LHV Protocol**

Step 1: Take measurements $\{M_a^{0}\}$ and run the LHS protocol (11) on the family of states $\rho_p = \rho_p + (1 - p) I_D / D$, where $D = d_A \cdot d_B$.

- If $q^* > 1$ the algorithm stops and returns $R = 0$ together with the values of the SDP variables. This ensures that $\rho$ admits a LHS model.
- If $q^* < 1$, we construct another finite set of measurements $\{M_a^{k+1}\}$ with associated shrinking factor $\eta_k$. A way to do it is simply by taking $\{M_a^{k}\}$ and adding the measurements which maximize the scalar product with the facets of $\{M_a^{k}\}$, that is, the measurements which are “furthest” away from the set $\{M_a^{k}\}$.

Step 2: Set $k = k + 1$ and go back to step 1.

One can also apply the improvements discussed in Section IV which leads to the following protocol:

**LHV Protocol** (final version)

find $q^* = \max q$

\[ \text{s.t. } \mathrm{Tr}(M_a^{\eta} \otimes N_b^{\rho} \chi) = \sum_{\lambda} p_{\lambda} D_{\lambda}(ab|xy) \quad \forall a,b,x,y \]

\[ p_{\lambda} \geq 0 \quad \forall \lambda \]

\[ \chi^{\mu,\nu} = \nu \mu \chi + \nu (1 - \mu) \chi_A \otimes \xi_B + \mu (1 - \nu)(1 - \mu) \xi_A \otimes \chi_B \]

\[ + (1 - \nu)(1 - \mu) \mathrm{Tr}(\chi) \xi_A \otimes \xi_B \]

\[ \rho_q - \chi^{\mu,\nu} - \sum_{k} \beta_k \rho_k \geq 0 \]

\[ (\rho_q - \chi^{\mu,\nu} - \sum_{k} \beta_k \rho_k)^{T_B} \geq 0 \]

\[ \mathrm{Tr}(\chi) \geq 0, \quad \beta_k \geq 0 \quad \forall k \]

where the exponent $T_B$ stands for the partial transposition on Bob’s side and the optimization variable are (i) positive coefficients $p_{\lambda}$ and $\beta_k$ and (ii) a $d \times d$ hermitian matrix $\chi$. Given $m_A$ ($m_B$) $A$-outcome ($B$-outcome) measurements, one has $n = (\alpha^{A})^{m_A} (\alpha^{B})^{m_B}$ local deterministic strategies $D_{\lambda}(ab|xy)$, and $\lambda = 1, \ldots, n$. 

---

5 We need $\eta_0 > 0$ for the sequence to converge, which can always be done by choosing a simplex as a first set.
6 We can find the POVM violating maximally a facet thanks to the fact that the set has a SDP-characterization. This works for the set of all POVMs of a given dimension and number of outcomes, but fails for projective measurements, where the condition $P^2 = P$ is not a SDP condition.