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Abstract. We present a brief survey of rigorous results on the asymptotic behavior of correlations between two local functions as the distance between their support diverges, concentrating on the Ising model on $\mathbb{Z}^d$ with finite-range ferromagnetic interactions.

1. Introduction

1.1. Density–density correlations in fluids. The analysis of the correlations of a random field is a problem of central importance both in probability theory and in statistical physics. Indeed, for a given random field on $\mathbb{Z}^d$ or $\mathbb{R}^d$ satisfying suitable regularity conditions, the whole structure of the field is encoded in its Ursell functions (or cumulants). If $X$ is a random field on $\mathbb{R}^d$ of law $\mu$ and $f_1, \ldots, f_n$ are $n$ local functions of the field, the $n^{th}$ Ursell function of $f_1, \ldots, f_n$ is defined by

$$U_n(f_1, \ldots, f_n) \overset{\text{def}}{=} \frac{\partial^n}{\partial t_n \cdots \partial t_1} \log \left( \mathbb{E}_\mu \left( e^{\sum_{i=1}^n t_i f_i} \right) \right) \bigg|_{t_1 = \cdots = t_n = 0}.$$ 

Of particular importance are the first Ursell function (the expected value) and the second one (the covariance). For example, in the case of Gaussian fields, these two determine the field’s law. For the case of covariances, investigations were initiated more than a century ago, in 1914, in very influential works by Ornstein and Zernike [29, 46]. Let us briefly sketch the main ideas they introduced and one of the consequences they derived. For the sake of simplicity, we will present them in the language of the Ising model, despite the obvious anachronism (the Ising model was invented several years after these works).

Let us denote by $G_\beta(0, x) \overset{\text{def}}{=} \mu_\beta^\pm(\sigma_0; \sigma_x)$ the truncated 2-point function of the model, that is, the covariance of the spins located at vertices 0 and $x$ of the lattice $\mathbb{Z}^d$, under the infinite-volume Gibbs measure $\mu_\beta$ (if needed, the reader can find precise definitions of these notions below). In order to understand $G_\beta(0, x)$, Ornstein and Zernike made the following assumptions:

(i) there exists $\alpha > 0$ such that $G_\beta(0, x) \leq e^{-a||x||}$ for all $x \in \mathbb{Z}^d$;
(ii) there exists a function $C_\beta : \mathbb{Z}^d \times \mathbb{Z}^d \rightarrow \mathbb{R}$, the direct correlation function, such that

$$G_\beta(0, x) = C_\beta(0, x) + \sum_{y \in \mathbb{Z}^d} C_\beta(0, y) G_\beta(y, x).$$ (1)

(iii) there exist $B, b \in (0, \infty)$ such that $C(0, x) \leq Be^{-b||x||} G(0, x)$ for all $x \in \mathbb{Z}^d$.

Assumption (i) states that the correlation length is finite; in other words, it assumes that the system is not critical: $\beta \neq \beta_c$. Assumption (ii) relies on the following intuitive picture: the correlation between the spins at 0 and $x$ possesses two sources. On the one hand, there is a direct influence $C_\beta(0, x)$ of the spin at 0 on the spin at $x$; on the other hand, there is the direct influence $C_\beta(0, y)$ of the spin at 0 on a third spin at $y$ combined with the full influence $G_\beta(0, y)$ of the spin at $y$ on the spin at $x$. They then assumed that the direct influence of one spin on another should
decay with a strictly larger exponential rate than the full influence. This is the separation of masses assumption appearing in [iii].

Notice that Ornstein and Zernike did not provide an independent definition of the function $C_{\beta}$. In their approach, it must then be considered as being defined by the relation (1). This is a weak point of the approach, which is usually complemented (in the physics literature) with a recipe to construct an approximate version of the function $C_{\beta}$. There are several such “closure relations”, of which the Percus–Yevick approximation and the hypernetted-chain equation are two common examples [20].

Alternatively, it was proposed to construct an explicit function $C_{\beta}$, based on suitable diagrammatic expansions, and then prove that the function thus constructed does indeed satisfy (1). This is the approach used by Abraham and Kunz in one of the first rigorous derivations of the Ornstein–Zernike (OZ) theory [2]. The origins of graphical approaches to the analysis of correlation functions seems to be Symanzik’s famous paper [43].

In any case, assuming that the above assumptions are met, Ornstein and Zernike were able to derive several important results. Of particular relevance for the present review is their derivation of the asymptotic behavior of the function $G_{\beta}(0,x)$ for large $\|x\|$. A version of this derivation can be found in [46], where it is shown that, roughly speaking,

$$G_{\beta}(0,x) \sim \|x\|^{-(d-1)/2} e^{-\tau_{\beta} \|x\|},$$

(2)

where $\tau_{\beta} \in (0, \infty)$ is the inverse correlation length. The prediction that the correction to the exponential decay is a prefactor of order $\|x\|^{-(d-1)/2}$ turns out to be correct in a wide variety of situations and is now known as OZ decay. (2) can be derived from the assumptions above as follows. Introducing the generating functions $\hat{G}_{\beta}(k) = \sum_x e^{x \cdot k} G_{\beta}(0,x)$ and $\hat{C}_{\beta}(k) = \sum_x e^{x \cdot k} C_{\beta}(0,x)$, the renewal equation (1) becomes (note that $G_{\beta}$ is translation invariant)

$$\hat{C}_{\beta}(k) = \frac{\hat{C}_{\beta}(k)}{1 - \hat{C}_{\beta}(k)}.$$  

(3)

Using lattice symmetries and the above assumptions, one can then use the approximation $\hat{C}_{\beta}(k) = c_0 + c_1 \|k\|^2 + O(\|k\|^4)$ with $1 > c_0 > 0$ and $c_1 > 0$. The decay (2) then follows from a Tauberian theorem.

The theory developed by Ornstein and Zernike has played an important role in the development of the statistical theory of fluids and is still used in its modern incarnations. Its prediction (2) was first verified in the 1960s through explicit computations in the planar Ising model, but was also falsified in some regimes for the same model, showing that the above assumptions do not necessarily hold. Roughly a decade later, a stream of rigorous works based on a variety of approaches established rigorous versions of (2) in various perturbative regimes (e.g., very high or very low temperature), as well as suitable corrections when OZ decay turns out not to hold. Only recently (roughly in the last 15 years), has it become possible to derive versions of such results in a nonperturbative manner. As will be explained below, these modern probabilistic approaches are still based on a suitable reinterpretation of the assumptions introduced in the original paper by Ornstein and Zernike, combined with various graphical representations of the correlation functions.

1.2. The Ising model and basic quantities. In this review, we focus on the ferromagnetic Ising model on $\mathbb{Z}^d$, $d \geq 2$ (the issues we discuss are essentially trivial when $d = 1$). For the sake of simplicity, we will assume nearest-neighbor interactions, although most results have been obtained for finite-range interactions, and refer the reader to the original papers for these generalizations.
Configurations of the Ising model on \( \mathbb{Z}^d \) are given by elements \( \omega = (\omega_i)_{i \in \mathbb{Z}^d} \) of the set \( \Omega \overset{\text{def}}{=} \{ \pm 1 \}^{\mathbb{Z}^d} \). We denote by \( \sigma \) the spin random variable \( \sigma_i(\omega) = \omega_i \). Given a subset \( \Delta \subset \mathbb{Z}^d \), we denote by \( \mathcal{F}_\Delta \) the \( \sigma \)-algebra generated by the random variables \( \sigma_i \) with \( i \in \Delta \) and write \( \mathcal{F} \overset{\text{def}}{=} \mathcal{F}_{\mathbb{Z}^d} \). The set of nearest-neighbor edges of \( \mathbb{Z}^d \) is denoted \( E \overset{\text{def}}{=} \\{ \{i, j\} \subset \mathbb{Z}^d : \| j - i \|_1 = 1 \} \). Finally, given \( \Delta \subset \mathbb{Z}^d \), we write \( \Delta^c \overset{\text{def}}{=} \mathbb{Z}^d \setminus \Delta \).

Given \( \beta > 0 \), \( h \in \mathbb{R} \) and a subset \( \Lambda \subset \mathbb{Z}^d \), the Hamiltonian of the Ising model on \( \Lambda \) is the function
\[
\mathcal{H}_\Lambda \overset{\text{def}}{=} -\beta \sum_{\{i, j\} \in E_\Lambda} \sigma_i \sigma_j - h \sum_{i \in \Lambda} \sigma_i,
\]
where we have introduced \( E_\Lambda \overset{\text{def}}{=} \\{ \{i, j\} \in E : \{i, j\} \cap \Lambda \neq \emptyset \} \).

The finite-volume Gibbs measure in \( \Lambda \), at parameters \( \beta \) and \( h \) and with boundary condition \( \eta \in \Omega \), is the probability measure \( \mu_{\Lambda, \beta, h}^\eta \) on \( \Omega^\Lambda_{\beta, h} \overset{\text{def}}{=} \{ \omega \in \Omega : \omega_i = \eta_i \ \forall i \notin \Lambda \} \) given by
\[
\mu_{\Lambda, \beta, h}^\eta(\omega) \overset{\text{def}}{=} \frac{e^{-\mathcal{H}_\Lambda(\omega)}}{Z_{\Lambda}^\beta},
\]
where the normalization constant \( Z_{\Lambda}^\beta \) is known as the partition function.

We denote by \( \mathcal{G}(\beta, h) \) the set of all (infinite-volume) Gibbs measures corresponding to the parameters \( \beta \) and \( h \), that is, the set of probability measures \( \mu \) on \( (\Omega, \mathcal{F}) \) that satisfy the DLR equations:
\[
\mu(\cdot | \mathcal{F}_\Lambda)(\omega) = \mu_{\Lambda, \beta, h}^\cdot(\omega) \quad \text{for } \mu\text{-a.e. } \omega \in \Omega \text{ and every } \Lambda \subset \mathbb{Z}^d.
\]

It is well-known that \( \mathcal{G}(\beta, h) \) is a nonempty simplex for all \( \beta, h \); we denote by \( \text{ext} \mathcal{G}(\beta, h) \) the set of all extremal measures, that is, the set of extremal elements of \( \mathcal{G}(\beta, h) \). The weak limits \( \mu_{\beta, h}^+ \overset{\text{def}}{=} \lim_{\Lambda \to \mathbb{Z}^d} \mu_{\Lambda, \beta, h}^+ \) always belong to \( \text{ext} \mathcal{G}(\beta, h) \) (and are, in fact, the only elements of this set that are translation invariant). Moreover, non-uniqueness (that is, \( \mathcal{G}(\beta, h) \) has measure \( 1 \)) is equivalent to \( \mu_{\beta, h}^+(\sigma_0) \neq \mu_{\beta, h}^-(\sigma_0) \), which occurs if and only if \( h = 0 \) and \( \beta > \beta_c(d) \), where \( \beta_c(d) \in (0, \infty) \) for all \( d \geq 2 \). In all other cases, there is a unique Gibbs measure (in particular, \( \mu_{\beta, h} = \mu_{\beta_c, h} \)).

The quantity \( \mu_{\beta, h}^+(\sigma_0) \) is known as the spontaneous magnetization; it satisfies \( \mu_{\beta, 0}^+(\sigma_0) = -\mu_{\beta, 0}^-(\sigma_0) \) and is positive for all \( \beta > \beta_c(d) \) and zero for all \( \beta \leq \beta_c(d) \).

A function \( f : \Omega \to \mathbb{R} \) is local if there exists a finite set \( \Lambda \subset \mathbb{Z}^d \) such that \( f \) is \( \mathcal{F}_\Lambda \)-measurable; the smallest such set if called the support of \( f \) and denoted \( S(f) \).

We will write \( \mu(f; g) \overset{\text{def}}{=} \mu(f) - \mu(g) \) the covariance between two functions \( f \) and \( g \). When \( f = \sigma_i \) and \( g = \sigma_j \), the corresponding quantity is also known as the truncated 2-point function.

It is a general property of extremal measures that local functions are asymptotically uncorrelated:
\[
\lim_{R \to \infty} \sup_{d(f, g)_{\text{local}} > R} \mu(f; g) = 0 \quad \text{for all } \mu \in \text{ext} \mathcal{G}(\beta, h).
\]

As mentioned in the beginning of this section, an important problem in statistical mechanics (and probability theory) is to obtain more quantitative information about the speed of decay of these covariances.

---

1. \( \Lambda \subset \mathbb{Z}^d \) means that \( \Lambda \subset \mathbb{Z}^d \) and the cardinality \( |A| \) of \( \Lambda \) is finite.
2. We refer to [18] for a pedagogical introduction to the Ising model.
2. Exponential decay

The inverse correlation length is defined as the rate of exponential decay of the truncated 2-point function: given a unit vector $u$ in $\mathbb{R}^d$,

$$\tau_{\beta,h}(u) \overset{\text{def}}{=} \lim_{n \to \infty} \frac{1}{n} \log \mu_{\beta,h}^+(\sigma_0; \sigma_{nu}),$$

where $[x] \in \mathbb{Z}^d$ denotes the component-wise integer part of $x \in \mathbb{R}^d$. The existence of $\tau_{\beta,h}$ can be established using a subadditive argument, based either on a suitable graphical representation of the truncated 2-point function, or on reflection positivity using a transfer operator (see [37]).

Of course, the existence of $\tau_{\beta,h}$ does not imply that the truncated 2-point function actually decays exponentially fast, since $\tau_{\beta,h}$ might in fact equal 0. It turns out, however, that the latter happens only at the critical point:

$$\inf_u \tau_{\beta,h}(u) > 0 \text{ for all } (\beta, h) \neq (\beta_c(d), 0) \quad \text{and} \quad \tau_{\beta_c(d),0} = 0.$$

This was shown, for the Ising model with finite-range interactions, in [25] when $h \neq 0$, in [3] when $h = 0$ and $\beta < \beta_c(d)$, and in [17] when $h = 0$ and $\beta > \beta_c(d)$. The result for $h = 0$ and $\beta = \beta_c(d)$ follows, for the nearest-neighbor model, from a lower bound on the susceptibility proved in [39] and the fact the spontaneous magnetization vanishes at $\beta_c(d)$, proved in [3].

Many additional properties of $\tau_{\beta,h}$ have been established. Let us introduce $\mathcal{U} \overset{\text{def}}{=} \{(\beta, h) : h \neq 0, \text{ or } h = 0 \text{ and } \beta < \beta_c(d)\}$. We also write, here and in the sequel, $u_x \overset{\text{def}}{=} x/\|x\|$ for all $x \in \mathbb{R}^d \setminus \{0\}$.

- $\lim_{\beta \to 0} \tau_{\beta,h} = \lim_{\beta \to \infty} \tau_{\beta,h} = \lim_{h \to 0} \tau_{\beta,h} = \infty$ and $\lim_{\beta \to \beta_c(d)} \tau_{\beta,0} = 0$.
- For all $(\beta, h) \in \mathcal{U}$, $\tau_{\beta,h}(u)$ depends analytically on the direction $u$ [10, 30].
- For all $(\beta, h) \in \mathcal{U}$, the function $\tau_{\beta,h}$ can be extended to a norm on $\mathbb{R}^d$ by setting $\tau_{\beta,h}(x) \overset{\text{def}}{=} \tau_{\beta,h}(u_x)\|x\|$ for all $x \in \mathbb{R}^d \setminus \{0\}$ and $\tau_{\beta,h}(0) \overset{\text{def}}{=} 0$.
- For all $(\beta, h) \in \mathcal{U}$, $\tau_{\beta,h}$ satisfies the following sharp triangle inequality [34, 10, 30]: there exists $\kappa > 0$ such that, for all $x, y \in \mathbb{R}^d$,

$$\tau_{\beta,h}(x) + \tau_{\beta,h}(y) - \tau_{\beta,h}(x + y) \geq \kappa(\|x\|_2 + \|y\|_2 - \|x + y\|_2).$$

- When $d = 2$ and $h = 0$, $\tau_{\beta,h}$ has been computed explicitly (see [27] and Fig. 2.1 and 2.2).
It follows from the definition of the inverse correlation length that, for all $x \in \mathbb{Z}^d$, 
\[
\mu_{\beta,h}^+ (\sigma_0; \sigma_x) = \exp \left[ - \left( \tau_{\beta,h} (u_x) + o(1) \right) \|x\|_2 \right],
\]
as $\|x\|_2 \to \infty$.

Below, the main questions we want to address are the following: what can be said about the corrections to this exponential decay, that is, what is hidden in the $o(1)$ term above? What about more general pairs of local functions?

3. Coupling to an effective random walk

The nonperturbative approach to sharp asymptotics of correlation functions developed during the last two decades is based on a combination of some of the basic ideas introduced by Ornstein and Zernike, various graphical representations, suitable coarse-graining arguments and ideas originating in perfect simulation algorithms. The outcome is a powerful coupling between the combinatorial objects encoding the correlations, which have complex geometrical and statistical properties, and a directed random walk on $\mathbb{Z}^d$, from which one can then extract the desired asymptotics using standard limit theorems of probability theory.

3.1. Graphical representations. This short review is not the proper venue to provide a detailed discussion of the many graphical representations of correlations in the Ising model, and we refer to [34, 16, 18] for more information. Instead, we will content ourselves with some general comments on the structure such representations take and on some of their basic properties. This will be sufficient to explain the main ideas of the (modern) OZ theory, as well as for the heuristic derivations in later sections.

There are many graphical representations of the Ising model, among which the high- and low-temperature representations, the Fortuin–Kasteleyn (also known as FK percolation or random-cluster) representation and the random-current representation. Each has its own advantages and drawbacks. Combined, they yield powerful tools for the rigorous study of the Ising model.

For simplicity, we only present an (informal) discussion of the high-temperature representation; the other ones provide similar expressions, with paths replaced by other, more complicated, connected subsets of the lattice (this higher complexity being compensated, however, by an increased flexibility).

Let us consider the expectation $\mu_{\beta,0} (\sigma_A)$ where $A \subset \mathbb{Z}^d$ contains $2n$ vertices and $\beta < \beta_c (d)$. The high-temperature representation states that 
\[
\mu_{\beta,0} (\sigma_A) = \sum_{\text{pairings } \pi} \sum_{\gamma_1, \ldots, \gamma_n \sim \pi} w_\beta (\gamma_1, \ldots, \gamma_n),
\]
where the first sum is over all possible pairings $\pi$ of the vertices in $A$ and the second one is over collections of edge-disjoint edge-selfavoiding paths in $\mathbb{Z}^d$, the path $\gamma_k$ connecting the $k$-th pair of vertices in $\pi$. The nonnegative weight $w_\beta$ is explicit, but
its particular form is of no importance for the present discussion. It suffices to say that it includes complicated infinite-range interactions between the paths (as well as infinite-range self-interactions). Fortunately, these interactions decay fast with the distance, making it possible to establish crucial exponential mixing properties that enable the construction of the effective random walk.

3.2. Coupling with an effective random walk. Let us now explain what the modern OZ theory tells us about this type of graphical expansions. Here, we’ll further restrict our attention the 2-point function \( \mu_{\beta,0}(\sigma_0,\sigma_x) \). In this case, (4) becomes

\[
\mu_{\beta,0}(\sigma_0,\sigma_x) = \sum_{\gamma:0\rightarrow x} w_\beta(\gamma),
\]

where the sum runs over edge-selfavoiding paths connecting 0 and \( x \). The general idea is that the path \( \gamma \) can be decomposed as a concatenation of suitably defined sub-paths, with the intuitive picture that the path \( \gamma \) vehicles the “full influence” of the spin at 0 on the spin at \( x \), while the sub-paths are the vessels of the “direct influence” in the OZ heuristics. To achieve this, one needs to construct sub-paths and the associated weights so that \( w_\beta(\gamma) \) factors along the sub-paths.

The first stage of the OZ theory, based on a suitable coarse-graining of the path \( \gamma \) and decoupling ideas first introduced in the context of perfect simulation algorithms, makes this picture rigorous for the following choice of sub-paths: the diamond-confined ones. More precisely, let us introduce the cones \( \mathcal{Y}^\downarrow \overset{\text{def}}{=} \{ y \in \mathbb{R}^d \colon y \cdot u_x \geq \|y\|/\sqrt{2} \} \), \( \mathcal{Y}^\uparrow \overset{\text{def}}{=} -\mathcal{Y}^\downarrow \) and the diamonds \( D(v) \overset{\text{def}}{=} \mathcal{Y}^\downarrow \cap (v + \mathcal{Y}^\uparrow) \). The sub-paths are then the paths contained in translates of \( D \) and the output of the construction is the identity

\[
(1 + O(e^{-c\|x\|})) \ e^{\gamma_{\beta,0}(x)} \sum_{\gamma:0\rightarrow x} w_\beta(\gamma) = \sum_{\gamma=\gamma_L\gamma_1\cdots\gamma_N\gamma_R} q_{\ell}(\gamma_l)q_{\eta}(\gamma_\eta) \prod_{k=1}^N q(\gamma_k),
\]

where \( c \) is some positive constant (independent of \( x \)), \( q_{\ell}, q_{\eta} \) and \( q \) are suitable non-negative weights and the sum in the right-hand side is taken over paths \( \gamma \) that are concatenation of sub-paths \( \gamma_L, \gamma_1, \ldots, \gamma_N \) and \( \gamma_R \) (where \( N \geq 0 \) is not fixed) satisfying the following confinement properties: \( \gamma_L, \gamma_1, \ldots, \gamma_N \) and \( \gamma_R \) are respectively contained in translates of \( \mathcal{Y}^\uparrow, D \) and \( \mathcal{Y}^\downarrow \), as depicted in Figure 3.1.

The introduction of the factor \( e^{\gamma_{\beta,0}(x)} \) makes the expression in the left-hand side sub-exponential in \( \|x\|_2 \). In the right-hand side, this factor is implicitly contained in the weights and has, in particular, a crucial impact on the weight \( q \) (see below).

The error comes from the existence of paths that cannot be split into sub-paths, as well as from the fact that the factorization of weights is not exact. The boundary pieces are the price for having a cone-confined structure for most of the path.

\[\text{Figure 3.1.} \quad \text{The decomposition of the path} \ \gamma \ \text{as a concatenation of} \ N \ \text{diamond-confined sub-paths (plus two cone-confined boundary pieces).}\]
It is then convenient to forget about the microscopic path $\gamma$ and only consider the induced measure on $\mathbb{Z}^d$ defined by the weights (for $y \in \mathbb{Z}^d$)

$$
\rho_c(y) \overset{\text{def}}{=} \sum_{\gamma \ni y} q(\gamma), \quad \rho(y) \overset{\text{def}}{=} \sum_{\gamma \ni y} q(\gamma), \quad \rho_n(y) \overset{\text{def}}{=} \sum_{\gamma \ni y} q(\gamma).
$$

It turns out that the factor $e^{\tau_o.\alpha(x)}$ that we introduced above automatically guarantees that $\rho$ is a probability measure. The latter can thus be interpreted as the transition probabilities of a (directed) random walk $S = (S_k)_{k \geq 0}$ on $\mathbb{Z}^d$. In terms of these quantities, the outcome of the OZ theory is the following identity:

$$(1 + O(e^{-c||x||})) e^{\tau_o.\alpha(x)} \sum_{\gamma \ni x} w_\beta(\gamma) = \sum_{u,v \in \mathbb{Z}^d} \rho_c(u) \rho_n(v) P_u(\exists N \geq 1 : S_N = x - v),$$

where $P_u$ is the law of the random walk $S = (S_k)_{k \geq 0}$ starting at $u \in \mathbb{Z}^d$ (see Figure 3.2). The increments $X_k \equiv S_k - S_{k-1}$ enjoy the following properties:

- directedness: $X_k \cdot u_x > 0$ for all $k \geq 1$;
- exponential tails: $\exists c > 0$ such that $E_u(e^{c||X_k||}) < \infty$.

Moreover, the boundary weights $\rho_c, \rho_n$ also exhibit exponential decay: $\exists c > 0$ such that

$$
\rho_c(u) \leq e^{-c||u||}, \quad \rho_n(v) \leq e^{-c||v||}.
$$

![Figure 3.2](https://example.com/figure3.2.png)

**Figure 3.2.** The effective random walk coupled to the microscopic path $\gamma$.

It may be interesting at this stage to stress how close the resulting structure is to the OZ heuristics described at the beginning of the introduction. To do that, let us introduce

$$
G(y) \overset{\text{def}}{=} \sum_{u,v \in \mathbb{Z}^d} \rho_c(u) \rho_n(v) P_u(\exists N \geq 1 : S_N = x - v)
$$

and the generating functions (for $z \in \mathbb{C}$)

$$
G(z) \overset{\text{def}}{=} \sum_{y \in \mathbb{Z}^d} G(y) z^y u_x, \quad C(z) \overset{\text{def}}{=} \sum_{y \in \mathbb{Z}^d} \rho(y) z^y u_x,
$$

$$
B_c(z) \overset{\text{def}}{=} \sum_{y \in \mathbb{Z}^d} \rho_c(y) z^y u_x, \quad B_n(z) \overset{\text{def}}{=} \sum_{y \in \mathbb{Z}^d} \rho_n(y) z^y u_x.
$$

A straightforward computation then yields the relation

$$
G(z) = \frac{B_c(z) B_n(z)}{1 - C(z)},
$$

which is the analogue of (3). The appearance of a nontrivial numerator is a consequence of the presence of the “boundary pieces”. When deriving the asymptotic
3.3. Historical remarks. In this section, we briefly highlight some of the milestones in the development of the probabilistic (nonperturbative) OZ theory. Note that the development of perturbative approaches (which apply, in principle, to a larger class of systems) is still ongoing, but will not be discussed here.

In the 1980s, inspired by the ideas developed by Ornstein and Zernike, mathematical physicists started to develop a version of the theory allowing a non-perturbative analysis of the asymptotic behavior of correlations under an assumption of finite correlation length, for models in which these correlations can be expressed in terms of sums over suitable classes of connected objects: paths, clusters, etc. The first works dealt with the self-avoiding walk [13], models of random surfaces [1, 23] and Bernoulli percolation [8]. Due the approach used, these works suffered from severe limitations: it was crucial that the weights of the geometrical objects enjoy nice factorization properties; the analysis was mostly limited to the axes directions; the proof of separation of masses was intricate and lacked flexibility.

In the late 1990s and early 2000s, the modern version of the theory was developed in several stages. First, the results for the self-avoiding walk were extended to general directions by importing measure-tilting arguments from the theory of large deviations [22]. Then, an easier, much more robust and more powerful way of establishing separation of masses, relying on a suitable coarse-graining of the microscopic object, was introduced in [9] and applied to Bernoulli percolation (in general directions). The next step was to remove the requirement of factorizability of the weights, thus opening up the possibility of analyzing genuine lattice spin systems. This was achieved in [10] by exploiting exponential mixing in order to couple the original object with a process with infinite memory (described by a suitable Ruelle transfer operator). The first application was to the Ising model above the critical temperature, but the approach was later extended to general Potts model in the same regime [12]. The fact that the approximating process enjoyed suitable mixing properties made it possible to establish local limit theorems for the latter that were generalizations of those available for directed random walks. However, this process remained substantially more difficult to analyze than a random walk, which prevented the applications of these methods to more complicated settings. The last stage was achieved in [32], where it was shown how the original graphical object can be coupled to a genuine (directed) random walk; this was done by adapting decoupling techniques first introduced in the context of perfect simulation in [14].

4. Power-law corrections

In this section, we review what is known about the corrections to the exponential decay. It turns out that more general covariances have been treated in some cases, so we first discuss this issue.

4.1. General covariances. Let $f$ and $g$ be two local functions. It is well-known (see [18] for instance) that such functions can be expressed as (finite) linear combinations of random variables of the form $\sigma_A \overset{d}{=} \prod_{i \in A} \sigma_i$ with $A \subseteq \mathbb{Z}^d$. Namely, there exist coefficients $(\hat{f}_A)_{A \subseteq \mathcal{S}(f)}$ and $(\hat{g}_B)_{B \subseteq \mathcal{S}(g)}$ such that

$$f = \sum_{A \subseteq \mathcal{S}(f)} \hat{f}_A \sigma_A, \quad \text{and} \quad g = \sum_{B \subseteq \mathcal{S}(g)} \hat{g}_B \sigma_B.$$
Odd–odd correlations.

4.2.1. It turns out that these two classes display very different asymptotic behavior. Campanino, Ioffe and Velenik \cite{11} and states that all odd–odd correlations only two classes of nontrivial covariances: the even–even correlations

Notes that the measure \( \mu_{\beta,0} \) is invariant under a global spin flip, that is, under the mapping \( \omega \mapsto -\omega \) interchanging + and - spins. This implies in particular that \( \mu_{\beta,0}(\sigma_C) = 0 \) for all sets \( C \subseteq \mathbb{Z}^d \) with \( |C| \) odd. This immediately entails that the covariances \( \mu_{\beta,0}(\sigma_A;\sigma_B) \) vanish whenever \( |A| + |B| \) is odd, so that we are left with only two classes of nontrivial covariances: the odd–odd correlations in which \( |A| \) and \( |B| \) are both odd, and the even–even correlations in which \( |A| \) and \( |B| \) are both even.

It turns out that these two classes display very different asymptotic behavior.

4.2. The regime \( h = 0, \beta \in (0,\beta_c(d)) \). This is by far the best understood situation. As mentioned above, there is a unique Gibbs measure \( \mu_{\beta,0} \) in this regime. Note that the measure \( \mu_{\beta,0} \) is invariant under a global spin flip, that is, under the mapping \( \omega \mapsto -\omega \) interchanging + and - spins. This implies in particular that \( \mu_{\beta,0}(\sigma_C) = 0 \) for all sets \( C \subseteq \mathbb{Z}^d \) with \( |C| \) odd. This immediately entails that the covariances \( \mu_{\beta,0}(\sigma_A;\sigma_B) \) vanish whenever \( |A| + |B| \) is odd, so that we are left with only two classes of nontrivial covariances: the odd–odd correlations in which \( |A| \) and \( |B| \) are both odd, and the even–even correlations in which \( |A| \) and \( |B| \) are both even.

It turns out that these two classes display very different asymptotic behavior.

4.2.1. Odd–odd correlations. The best nonperturbative result to date is due to Campanino, Ioffe and Velenik \cite{11} and states that all odd–odd correlations exhibit OZ decay: for any \( A, B \subseteq \mathbb{Z}^d \) with \( |A| \) and \( |B| \) odd, there exists an analytic function \( u \mapsto \Psi_{A,B,\beta}(u) \) such that, uniformly in the unit vector \( u \),

\[
\mu_{\beta,0}(\sigma_A;\sigma_B+[u]) = (1 + o(1)) \frac{\Psi_{A,B,\beta}(u)}{\eta(d-1)/2} e^{-\tau_{\beta,0}(u)n},
\]

as \( n \to \infty \).

Historical remarks. This result has, of course, a long history, going back more than a century ago \cite{46}. As far as rigorous results are concerned, the 2-point function was studied first. The earliest results relied on exact computations for the planar model \cite{14} \cite{27}. The first results in arbitrary dimensions, but restricted to a perturbative regime (that is, assuming \( \beta \ll 1 \)), were proved in \cite{2} \cite{33}. Extensions to general odd–odd correlations (still for \( \beta \ll 1 \)) were obtained in \cite{3} \cite{5} \cite{6} \cite{47} \cite{28}. The first nonperturbative proof for the 2-point function was obtained in \cite{10} (and was later extended to Potts models in \cite{12}).

Heuristic derivation. Let us now explain heuristically how this result can be obtained. For ease of notation, we only discuss the case \( A = \{x_1, x_2, x_3\}, B = \{y_1, y_2, y_3\} \). The asymptotic behavior of \( \mu_{\beta,0}(\sigma_A;\sigma_B+[u]) \) can be understood in various ways. We are going to present a simple one, based on the high-temperature representation of the correlation functions. As discussed above, the latter allows one to write

\[
\mu_{\beta,0}(\sigma_A;\sigma_B+[u]) = \sum_{\gamma_1, \gamma_2, \gamma_3} w_\beta(\gamma_1, \gamma_2, \gamma_3),
\]

where the sum is over edge-disjoint selfavoiding paths \( \gamma_1, \gamma_2 \) and \( \gamma_3 \) connecting distinct pairs of vertices in \( \{x_1, x_2, x_3, y_1, y_2, y_3\} \). There are two classes of contributions to the above sum: in the first class, only one of the paths connects some vertex in \( A \) to some vertex in \( B \); in the second one, all three paths do (see Fig. 4.1).

It can be shown that the effective interaction between these paths is repulsive. This implies that the contribution coming from the second class is of order \( e^{-\tilde{\Theta}(1)\tau_{\beta,0}(u)n} \) and is thus negligible in view of our target estimate. We can
Therefore restrict our attention to the first class. Using the coupling described in section 3, the determination of the prefactor can be reduced to estimating the probability

$$P_0(\exists N : S_N = [nu])$$

that the associated effective directed random walk $X_k$, starting at 0, steps on the vertex $[nu]$. (Of course, in a rigorous discussion, one should take into account the presence of the other two short paths, as well as the fact that the original path goes from a vertex of $A$ to a vertex of $B$, rather than from 0 to $[nu]$; however, these issues can be shown to affect only the value of the constant in the prefactor and we thus ignore them here.)

The desired asymptotics now follows from the local CLT for this directed random walk, as we explain now. Let $D$ be the covariance matrix of the random walk and write $E(X) = \xi u$ for the expectation of its increments. Fix $\epsilon > 0$. By the local CLT [22], uniformly in $y \in \mathbb{R}^d$ such that $\|y - k\xi u\| < k^{2/3 - \epsilon}$,

$$P_0(S_k = y) = \frac{1 + o_k(1)}{(2\pi n/\xi)^{d/2}\sqrt{\det D}} \exp\left(-\frac{(y - k\xi u, D(y - k\xi u))}{2k}\right),$$

where $(x, y)$ denotes the scalar product of $x, y \in \mathbb{R}^d$. In our application, the number of steps $k$ is allowed to vary. However, simple large deviations estimates imply the existence of $c > 0$ such that, uniformly in $y$ satisfying $\|y - k\xi u\| < k^{1/2 - \epsilon}$,

$$P_0(\exists N : S_N = y, |N - k| > k^{1/2 + \epsilon}) \leq e^{-ck^2}.$$

In our case, $y = [nu]$. From the above, we thus obtain that, up to corrections decaying faster than any power law,

$$P_0(\exists N : S_N = [nu]) = \sum_{N=1}^{\infty} P_0(S_N = [nu]),$$

where we have introduced $N_{\pm} = (n/\xi) \pm n^{1/2 + \epsilon}$. A little algebra then yields

$$P_0(\exists N : S_N = [nu]) = \frac{1 + o_n(1)}{(2\pi n/\xi)^{d/2}\sqrt{\det D}} \int_{-n^{1/2 + \epsilon}}^{n^{1/2 + \epsilon}} \exp\left(-\frac{x^2\xi^3(u, Du)}{2}\right) dx$$

$$= \frac{1 + o_n(1)}{(2\pi n/\xi)^{d/2}\sqrt{\det D}} n^{1/2} \int_{-\infty}^{\infty} \exp\left(-\frac{x^2\xi^3(u, Du)}{2}\right) dx$$

$$= \frac{1 + o_n(1)}{(2\pi n/\xi)^{(d-1)/2}\sqrt{\det D}} n^{-(d-1)/2},$$

which is the desired OZ prefactor. This computation shows that the OZ decay can be interpreted as a CLT-type result in disguise, thereby elucidating the origin of its universal character.

4.2.2. Even-even correlations. The best nonperturbative result to date is due to Ott and Velenik [31] and states the following: for any $A, B \in \mathbb{Z}^d$ with $|A|, |B|$ even and any unit vector $u$, there exist constants $0 < C_- < C_+ < \infty$ such that

$$\frac{C_-}{\Xi_d(n)} e^{-2\tau_{\beta,0}(u)n} \leq \mu_{\beta,0}(\sigma_A; \sigma_B + |nu|) \leq \frac{C_+}{\Xi_d(n)} e^{-2\tau_{\beta,0}(u)n},$$
where
\[ \Xi_d(n) \triangleq \begin{cases} 
  n^2 & \text{when } d = 2, \\
  (n \log n)^2 & \text{when } d = 3, \\
  n^{d-1} & \text{when } d \geq 4. 
\end{cases} \]

Note that the rate of exponential decay is twice the one for odd–odd correlations and that the OZ decay never holds for even–even correlations.

**Historical remarks.** This result also has a long history. Early results dealt with the energy-energy correlations, that is, the case where both neighbors. First, exact computations for the planar model established the behavior of the prefactor when \( d = 2 \) [22, 21]. In the (nonrigorous) physics literature, Polyakov [35] predicted the correct behavior, described above, but a conflicting prediction was put forward by Camp and Fisher [7] that the prefactor would be of order \( n^{-d} \) is every dimension \( d \geq 2 \). This debate was first settled in [5, 6], in which the correct prefactor was derived rigorously in dimensions \( d \geq 4 \) under the assumption that \( \beta \ll 1 \). The corresponding derivation including dimensions 2 and 3 was first done (still assuming \( \beta \ll 1 \)) in [17, 28]; the latter works also considered general even–even correlations when \( \beta \ll 1 \).

**Heuristic derivation.** For simplicity, we consider the case \( A = \{x, y\} \) and \( B = \{u, v\} \). Applying the high-temperature representation to the (non truncated) 4-point function \( \mu_{\beta,0}(\sigma_x\sigma_y\sigma_u\sigma_v) \) yields three possible pairings of the four vertices:

Let us look at the left-most picture. Since \( \beta < \beta_c(d) \), the paths tend to stay close to their endpoints. In particular, one might expect that, when \( n \gg 1 \), \( w_\beta(\gamma_1, \gamma_2) \approx w_\beta(\gamma_1)w_\beta(\gamma_2) \) and that the contribution of such paths should approximately yield
\[
\sum_{\gamma_1 : x \rightarrow y} \sum_{\gamma_2 : u \rightarrow v} w_\beta(\gamma_1, \gamma_2) \approx \sum_{\gamma_1 : x \rightarrow y} w_\beta(\gamma_1) \sum_{\gamma_2 : u \rightarrow v} w_\beta(\gamma_2) = \mu_{\beta,0}(\sigma_x\sigma_y)\mu_{\beta,0}(\sigma_u\sigma_v).
\]
In particular, this would imply that the truncated correlation \( \mu_{\beta,0}(\sigma_x\sigma_y; \sigma_u\sigma_v) \) should be approximately given by the contribution coming from pairs of paths crossing from \( A \) to \( B \) as in the two right-most pictures above.

Now, assuming further (rather optimistically) that it is still possible to write \( w_\beta(\gamma_1, \gamma_2) \approx w_\beta(\gamma_1)w_\beta(\gamma_2) \) for such pairs, we would obtain
\[
\mu_{\beta,0}(\sigma_x\sigma_y; \sigma_u\sigma_v) \approx \sum_{\gamma_1 : x \rightarrow u} \sum_{\gamma_2 : y \rightarrow v} w_\beta(\gamma_1) + \sum_{\gamma_1 : x \rightarrow v} w_\beta(\gamma_1) \sum_{\gamma_2 : y \rightarrow u} w_\beta(\gamma_2) \\
= \mu_{\beta,0}(\sigma_x\sigma_u)\mu_{\beta,0}(\sigma_y\sigma_v) + \mu_{\beta,0}(\sigma_x\sigma_v)\mu_{\beta,0}(\sigma_y\sigma_u).
\]
The previously derived OZ asymptotics for 2-point functions would then imply a decay of order \( n^{-(d-1)}e^{-2\beta_c(\mu)} \). This is the correct behavior when \( d \geq 4 \), but the approximations made along the way are too coarse to yield the proper order of decay in lower dimensions.

So, let’s move back one step and assume that one can factorize \( w_\beta(\gamma_1, \gamma_2) \approx w_\beta(\gamma_1)w_\beta(\gamma_2) \), but that one cannot ignore the constraint that \( \gamma_1 \) and \( \gamma_2 \) must be edge-disjoint. One would then get an additional correction coming from the probability that two such paths do not intersect. If this probability behaved in the same way as it does for two directed random walk bridges, then this additional factor

![Figure 4.2. The three possible pairings of x, y, u, v.](image-url)
The truncated correlation function \( \mu_{\beta,0}(\sigma_A; \sigma_B) \) with \(|A| = 4\) and \(|B| = 2\) can be bounded from above in terms of a pair of crossing high-temperature paths living in independent copies of the system and conditioned not to intersect. A similar expression in terms of FK-clusters provides a lower bound.

would be of order \( n^{-1} \) when \( d = 2 \), \((\log n)^{-2}\) when \( d = 3 \) and 1 when \( d \geq 4 \). Combining this with the previously obtained prefactor \( n^{-(d-1)} \) then yields the correct behavior.

Let us stress that, although it leads to the correct conclusion, this heuristic argument is not very convincing. The two most glaring problems are the following. The first one occurs when we approximated the contribution from paths connecting \( x \) to \( y \) and \( u \) to \( v \) by the product of the 2-point functions (thus conveniently canceling the product appearing in the truncation). However, while it is true that \( w_{\beta}(\gamma_1, \gamma_2) \approx w_{\beta}(\gamma_1)w_{\beta}(\gamma_2) \) in that case, the error made is of order \( e^{-\varepsilon + o(1)} r_{\beta,0}(u) \), that is, it is of the same order as our target estimate and thus cannot be neglected.

The second problem comes from the factorization \( w_{\beta}(\gamma_1, \gamma_2) \approx w_{\beta}(\gamma_1)w_{\beta}(\gamma_2) \) in configurations with two crossing paths. Indeed, given that the two paths travel together over a long distance, such a claim is by no means obvious. In fact, if the effective interaction between the two paths was attractive, then they might “stick” to each other and travel together (pinning effect), which would both make the rate of exponential decay strictly smaller and restore standard OZ behavior for the prefactor. In fact, it is precisely this type of problems that still prevents an extension of such an analysis to Potts models (in particular, for these models, we do not even know whether the rate of exponential decay is twice the inverse correlation length or is strictly smaller!).

In view of this, it is quite remarkable that a version of this argument can actually be made rigorous, at least as upper and lower bounds. First, one obtains an upper bound on \( \mu_{\beta,0}(\sigma_A; \sigma_B) \) in terms of pairs of crossing high-temperature paths living in independent copies of the system, but constrained not to intersect; see Figure 4.3. Similarly, the lower bound is expressed in terms of pairs of crossing FK-clusters living in independent copies of the system, but constrained not to intersect.

We emphasize that these are bounds, not asymptotic identities. In order to obtain asymptotically matching upper and lower bounds, one should probably obtain a good control of the interaction of the two paths and not simply bound it away.

\textbf{Links to critical behavior.} Let us conclude this section by emphasizing the nontrivial dimension-dependent behavior occurring in this case, which is reminiscent of what is commonly seen at criticality. (Similarly rich behavior is also observed in many other instances; see, for example, [32].) This has been discussed heuristically in [9], from which we extracted the following excerpt:

There is a striking similarity between these power-law corrections and the power-law decay at the critical point in at least two respects: there is
a critical dimension, equal to three here, above which mean field theory is correct and which is characterized by logarithmic corrections to mean field theory. Moreover, the above discussion shows the relevance of intersection properties of random walks, a typical feature of critical point theory. However, here we deal with intersections of two walks at the same time, while it appears that the intersection of the paths is the relevant quantity for critical phenomena. Although one is dealing with a high-temperature situation where the theory is massive and non-critical, the similarity with critical phenomena is as follows: the high-temperature lines joining 0 and x have a weight that is exponentially decreasing with their length, and this produces the mass. However, the power-law corrections, as our analyses have demonstrated, have their origin in the transverse fluctuations of the random line. These are not massive in any sense, and the question of their Gaussian or non-Gaussian nature is equivalent to the Ornstein-Zernike (or mean field) decay or to violations of this decay.

4.3. The regime $h \neq 0, \beta \in (0, +\infty)$. Again, there is a unique Gibbs measure $\mu_{\beta,h}$. The best nonperturbative result to date is due to Ott [30] and states that the 2-point function displays OZ decay: there exists an analytic function $u \mapsto \Psi_{\beta,h}(u)$ such that, uniformly in the unit vector $u$,

$$
\mu_{\beta,h}(\sigma_0; [nu]) = (1 + o(1)) \frac{\Psi_{\beta,h}(u)}{n^{(d-1)/2}} e^{-\tau_{\beta,h}(u)n},
$$
as $n \to \infty$.

**Heuristic derivation.** As in the case of even–even correlations above, one of the difficulties here is that the truncation in $\mu_{\beta,h}(\sigma_0; [nu])$ is non-trivial (that is, $\mu_{\beta,h}(\sigma_0)\mu_{\beta,h}([nu]) \neq 0$). The asymptotic behavior can thus only be seen once the leading contribution from the non-truncated correlation $\mu_{\beta,h}(\sigma_0\sigma_{[nu]})$ has been canceled. This problem is solved by exploiting properties of the random-current representation. Nevertheless, in this heuristic discussion, we stick to the high-temperature one. In the presence of magnetic field, the latter states that, for any $i \in \mathbb{Z}^d$,

$$
\mu_{\beta,h}(\sigma_i) = \sum_{\gamma} w_{\beta,h}(\gamma),
$$
where the sum is over finite edge-selfavoiding paths starting at $i$, see Figure 4.4 left. Similarly,

$$
\mu_{\beta,h}(\sigma_0\sigma_{[nu]}) = \sum_{\gamma_1, \gamma_2} w_{\beta,h}(\gamma_1, \gamma_2) + \sum_{\gamma} w_{\beta,h}(\gamma),
$$
where the first sum is over pairs of edge-disjoint finite edge-selfavoiding paths starting at 0 and [nu] respectively, while the second sum is over edge-selfavoiding paths starting at 0 and ending at [nu]; see Figure 4.4 middle and right.

**Figure 4.4.** Left: Paths contributing to $\mu_{\beta,h}(\sigma_i)$ start at $i$ and end at an arbitrary vertex (represented in white). Middle and right: The two classes of contributions to $\mu_{\beta,h}(\sigma_0\sigma_{[nu]})$.

As in the case of even–even correlations (and with the same problems when actually implementing this idea), it seems natural to expect that the contributions
coming from pairs of paths should factor, as these paths tend to be small. This would again lead to
\[
\mu_{\beta,h}(\sigma_0;\sigma_{[nu]}) \approx \sum_\gamma w_{\beta,h}(\gamma),
\]
where the sum is over edge-selfavoiding paths starting at 0 and ending at \([nu]\), as in Figure 4.4 right. We are thus back to a picture resembling the one appearing when analyzing the 2-point function at \(h = 0\) and \(\beta < \beta_c(d)\) (but with a different weight for the path), which makes it plausible that OZ decay should also hold in this case.

4.4. The regime \(h = 0, \beta \in (\beta_c(d), +\infty)\). In this regime, there are multiple extremal Gibbs measures and results are restricted to \(\mu_{\beta,0}^+\) (and \(\mu_{\beta,0}^-\) by symmetry). This is the regime in which the understanding is most incomplete, even at the level of the truncated 2-point function. The only nonperturbative results rely on exact computations and are thus restricted to the planar model. They have been obtained by Wu [44] and state that OZ asymptotics are violated for the truncated 2-point function: there exists an (explicit) constant \(C \in (0, \infty)\) such that
\[
\mu_{\beta,0}(\sigma_0;\sigma_{[ne_1]}) = (1 + o(1)) \frac{C}{n^2} e^{-\tau_{\beta,0}(ne_1)n},
\]
as \(n \to \infty\). (See [45] for general directions.)

When \(d \geq 3\), only perturbative results are available. They have been obtained by Bricmont and Fröhlich [6] and state that OZ asymptotics hold for the truncated 2-point function at sufficiently low temperatures: there exist constants \(0 < C_- < \infty\) such that
\[
C_- \frac{n}{n^{(d-1)/2}} e^{-\tau_{\beta,0}(u)n} \leq \mu_{\beta,0}(\sigma_0;\sigma_{[ne_1]}) \leq C_+ \frac{n}{n^{(d-1)/2}} e^{-\tau_{\beta,0}(u)n}.
\]

Heuristic derivation. In this regime, it is easier to understand the behavior in terms of the low-temperature representation, that is, in terms of Peierls contours. Namely, one might argue that, roughly speaking, correlations between two distant vertices are due to the presence of a large contour surrounding both vertices. Strictly speaking, this is incorrect: although it can be used to obtain an upper bound on the truncated 2-point function, this bound is not sharp. Nevertheless, it is possible to make sense of such a picture, either in a perturbative regime (\(\beta \gg 1\)), where cluster expansion can be used to express the truncated 2-point function in terms of a “chain of contours” surrounding both vertices, or non perturbatively using the random-current representation, as is explained in Appendix A. For simplicity, we pursue this discussion with Peierls contours, as this does not affect the main issues.

Let us first consider the planar model. In this case (represented in Figure 4.5 left), the contour surrounding the two vertices can be reinterpreted as a pair of edge-disjoint paths. This should be reminiscent of the picture obtained for energy-energy correlations. This makes it plausible that the same type of asymptotics should apply here, which turns out to indeed be the case. So, the interpretation of the anomalous prefactor in the planar case (an exponent equal to 2 rather than \(1/2\)) can be attributed to the entropic repulsion between the two “halves” of the Peierls contour, which becomes “fat” (its width being of order \(n^{1/2}\)).

The situation is very different both when the model is not planar, that is, when \(d \geq 3\) (see Figure 4.5 right) or when \(d = 2\) and the interaction is not restricted to nearest-neighbors. In such cases, since the cost of the contour grows proportionally with its surface area, the cost of having a large section becomes too high and the section remains bounded on average, at least at sufficiently low temperatures, and the contour behaves roughly like a string connecting the two vertices. This leads to standard OZ decay, as proved in [6]. However, it is conceivable, although highly
unlikely, that a transition occurs at a temperature below the critical temperature, at which the section of the contours starts to diverge with $n$. This so-called breathing transition does occur in some models of random surfaces, but is not expected to occur here. Proving this remains an important open problem.

4.5. The regime $h = 0, \beta = \beta_c(d)$. Once more, there is a unique Gibbs measure $\mu_{\beta_c(d),0}$. In this regime, the results are more satisfactory than for $\beta > \beta_c(d)$, but still only partial.

In the case of the planar Ising model, one can again rely on the latter’s integrability to compute explicitly the asymptotic behavior of the 2-point function. This was done by Wu [44], whose result states that there exists an (explicit) constant $C \in (0, \infty)$ such that

$$\mu_{\beta_c(2),0}(\sigma_0; \sigma_i) = C \frac{\left\langle i \right\rangle^4}{\left\langle i \right\rangle^4} \left(1 + o(1)\right).$$

When $d = 3$, only rough polynomial bounds are available: there exist $c_-, c_+ \in (0, \infty)$ such that, for all $i \in \mathbb{Z}^d$,

$$\frac{c_-}{\left\langle i \right\rangle^2} \leq \mu_{\beta_c(3),0}(\sigma_0; \sigma_i) \leq \frac{c_+}{\left\langle i \right\rangle}.$$

At the moment of writing, the best numerical estimate of the exponent in the prefactor is $-1.036298$ [2].

The situation is better in higher dimensions. First, for all $d \geq 5$, there exist $c_-, c_+ \in (0, \infty)$ such that, for all $i \in \mathbb{Z}^d$,

$$\frac{c_-}{\left\langle i \right\rangle^{d-2}} \leq \mu_{\beta_c(d),0}(\sigma_0; \sigma_i) \leq \frac{c_+}{\left\langle i \right\rangle^{d-2}}.$$

Even more is known when either $d > 4$ and the interaction is sufficiently spread-out, or $d$ is large enough and the interaction is nearest-neighbor. Namely, Sakai [36] proved the existence of a constant $C \in (0, \infty)$ such that

$$\mu_{\beta_c(d),0}(\sigma_0; \sigma_i) = \frac{C}{\left\langle i \right\rangle^{d-2}} \left(1 + o(1)\right).$$

Remark 4.2. There has been recent progress [41] showing that the decay is $O(\left\langle i \right\rangle^{-2})$ in the $\varphi^4$ model in dimension 4. The latter is expected to have the same behavior as the 4-dimensional Ising model.

5. Higher Order Correlations and Mixing Properties

5.1. Exponential Mixing. The Ursell functions are a way to measure how well different regions of space decouple. Another way to measure this is through the weak mixing property: there exist $c > 0, C \geq 0$ such that for any $\Delta, \Delta' \subset \mathbb{Z}^d$ and any two events $A, B$ with support in $\Delta, \Delta'$ respectively,

$$\left| \mu(A \cap B) - \mu(A)\mu(B) \right| \leq C \sum_{i \in \Delta, j \in \Delta'} e^{-c\|i-j\|}.$$
This property is expected to hold whenever the system is not at a transition point (that is, \((\beta, h) \not\in [\beta_c, \infty) \times \{0\}\)). Whether this property can be deduced from exponential decay of truncated two-point functions and uniqueness of the infinite-volume measure and whether it is sufficient to obtain optimal bounds on Ursell functions are open problems.

5.2. Relation to the pressure. A lot of information on the Ising model is encoded in the pressure (or free energy):

\[
\psi(\beta, h) = \lim_{N \to \infty} \frac{1}{|\Lambda_N|} \log(Z_{\Lambda_N}),
\]

where \(\Lambda_N\) is the square box of sidelength \(N\). In particular, phase transitions points are usually defined as the set of points where \(\psi(\beta, h)\) fails to be analytic. Higher-order correlations are closely related to the analyticity of the pressure. Indeed, analyticity in \(h\) is implied by a bound of the form (called a tree bound)

\[
|U_n(\sigma_{x_1}, \sigma_{x_2}, \ldots, \sigma_{x_n})| \leq C_n e^{-m_n t(x_1, \ldots, x_n)},
\]

for some \(C \geq 0, m > 0\) not depending on \(n\), where \(t(x_1, \ldots, x_n)\) is the length of the Steiner tree generated by \(x_1, \ldots, x_n\). It is believed to be satisfied in the whole regime where the pressure is analytic in \(h\) (see [37]). A stronger property than weak mixing, called strong mixing (see [15]), is known to hold at sufficiently high temperature and to imply the tree bound.

5.3. What is Known. After the first Ursell function, covariances are by far the most studied Ursell functions. Some information is nevertheless available on higher-order correlations. Using correlation inequalities, one is for example able to deduce that

\[
|U_n(\sigma_{x_1}, \sigma_{x_2}, \ldots, \sigma_{x_n})| \leq C_n e^{-m_n t(x_1, \ldots, x_n)},
\]

(5)

where \(m_n > 0\) and \(C_n\) are functions of \(n\), whenever one has exponential decay of suitable covariances [24, 26] (see also [40]). However, the dependence of \(m_n\) and \(C_n\) on \(n\) is so bad that, while these bounds can give smoothness of the pressure, they do not imply analyticity. In a different direction, at \(h = 0\), using the random-current representation, it has been possible to prove that \((-1)^{n+1} U_{2n}(\sigma_{x_1}, \sigma_{x_2}, \ldots, \sigma_{x_{2n}}) \geq 0\) [38]. As an example of the usefulness of such correlation inequalities, the GHS inequality [19]

\[
U_3(\sigma_{x_1}, \sigma_{x_2}, \sigma_{x_3}) \leq 0
\]

for \(h \geq 0\), easily implies continuity of the magnetization in \(h\) on \((0, \infty)\) for any \(\beta \geq 0\). On the side of mixing properties, weak mixing is known to hold when \(\beta < \beta_c\) or when \(h > 0\) and \(\beta \gg \beta_c\).

6. Open Problems

We list here some open problems related to what is discussed in the previous sections.

Inverse correlation length.

1. Determine whether \(\tau_{\beta, h}\) is analytic in \(\beta\) and/or \(h\) when \((\beta, h) \neq (\beta_c, d), 0\).
2. Show that \(\tau_{\beta_c, d}, 0 = 0\) for general finite-range interactions in any dimensions. (One way would be to extend the identity \(m_{\beta_c, d} = 0\) to finite-range interactions).

Asymptotics of covariances.
(1) Prove sharp asymptotics in the following cases: (a) Even–even correlations when \( h = 0, \beta < \beta_c(d) \). (b) In dimension 2, determine the order of the prefactor when \( \beta > \beta_c(2) , h = 0 \) for non-planar interactions. It is expected that one recovers OZ behavior in this case (see [3] Section VII). (c) Arbitrary \( \mu(\sigma_A; \sigma_B) \) when \( h = 0, \beta > \beta_c(d) \), in particular prove the absence of a breathing transition. (d) Arbitrary \( \mu(\sigma_A; \sigma_B) \) when \( h \neq 0 \).

(2) Extend all the results to exponentially decaying interactions of infinite range.

**Higher-order correlations.**

(1) Prove nonperturbatively the tree bound on \( U_n(\sigma_{x_1}, \ldots, \sigma_{x_n}) \).

(2) Determine the exact rate of decay of \( U_n(\sigma_{x_1}, \ldots, \sigma_{x_n}) \) as \( \|x_i - x_j\| \to \infty \) for all \( i \neq j \).

(3) Then, determine the prefactor.

**Critical 2-point function.**

(1) Derive the asymptotic behavior when \( d \geq 5 \) for the nearest-neighbor model.

(2) Derive the asymptotic behavior when \( d = 3 \) or 4.

**Appendix A. The Random Current Model**

In this Appendix, we present briefly a well-known representation of the Ising model in which one can derive rigorous versions of the basic representations of correlation functions used in the heuristics presented in section 4. We discuss it in finite volume (a finite graph \( (\Lambda, E_{\Lambda}) , \Lambda \in \mathbb{Z}^d \)) but an infinite-volume version is also available (see [3]).

A.1. \( \beta < \beta_c , h = 0 \). In this regime, the Gibbs measure is unique, so we can choose to work with the free boundary condition (which corresponds to setting \( \eta \equiv 0 \)). The random-current representation is obtained by Taylor-expanding \( e^{\beta \sigma_i \sigma_j} \): for \( A \subset \Lambda \),

\[
\sum_{A} \sum_{\sigma \in \{-1,1\}^\Lambda} \prod_{ij \in E_{\Lambda}} e^{\beta \sigma_i \sigma_j} = \sum_{\sigma \in \{-1,1\}^\Lambda} \prod_{n \in E_{\Lambda} \rightarrow \Lambda^+} \prod_{ij \in E_{\Lambda}} e^{\beta n_{ij} \sigma_i \sigma_j} \\
= \sum_{n \in E_{\Lambda} \rightarrow \Lambda^+} w(n) \prod_{i \in \Lambda} \left( \sum_{\sigma \in \{-1,1\}} (\sigma_i) I_i(n) + \mathbb{1}_{i \in \Lambda} \right) \\
= 2^{|V|} \sum_{n \in N_{\Lambda}} w(n),
\]

where \( w(n) \equiv w_{\beta,0}(n) \equiv \prod_{e \in E_{\Lambda}} e^{\frac{\beta n_e}{2}} , I_i(n) \equiv \sum_{j : ij \in E_{\Lambda}} n_{ij} \) is the incidence of \( i \) and \( N_{\Lambda} \equiv N_{\Lambda}(\Lambda) \equiv \{ n : E_{\Lambda} \rightarrow \mathbb{Z}_+ : \partial n = A \} \) with \( \partial n \equiv \{ i : I_i(n) = 1 \mod 2 \} \) is the set of sources of \( n \) (the vertices with odd incidence). Notice that \( N_{\Lambda} \) is empty if \( A \) contains an odd number of vertices. We will write

\[
Z(\Lambda) \equiv Z_{\Lambda}(A) \equiv \sum_{n \in N_{\Lambda}} w(n).
\]

We thus have

\[
\langle \sigma_A \rangle_{\Lambda, \beta, 0} = \frac{Z(\Lambda)}{Z(\emptyset)}.
\]

One can interpret a current \( n \) as a percolation configuration on \( E_{\Lambda} \) by looking at \( \tilde{n}_e = \mathbb{1}_{n_{e} > 0} \). At this stage, we can already see the structure emerge: by partitioning
according to the cluster of $x, y$ in $\tilde{n}$,

$$\langle \sigma_x \sigma_y; \sigma_u \sigma_v \rangle_{\Lambda} = \frac{Z(x, y)}{Z(\emptyset)} = \sum_{C\ni x,y} \sum_{n \in \mathcal{N}(x,y)} \frac{w(n)}{Z(\emptyset)} \mathbb{I}_{C_{x,y}(n) = C} = \sum_{C\ni x,y} w(C), \quad (6)$$

with the cluster connecting $x$ and $y$ playing the role of the weighted path described previously.

What makes this representation particularly powerful is its ability to deal with duplicated systems. Let us introduce the notation

$$Z(A)Z(B)\{F\} \overset{\text{def}}{=} \sum_{n \in \mathcal{N}_A} \sum_{m \in \mathcal{N}_B} w(n)w(m)F(n + m)$$

for any $A, B \subset \Lambda$ and function $F$. We can now state the main feature of the random-current representation: the **Switching Lemma**.

**Lemma A.1 (Switching Lemma).**

$$Z(A)Z(B)\{F\} = Z(A \triangle B)Z(\emptyset)\{\mathbb{I}_{n+\tilde{m} \in \mathcal{E}_B} F\},$$

where $\mathcal{E}_B$ is the event that every cluster of $n + \tilde{m}$ contains an even number of vertices in $B$ (possibly $0$) and $\triangle$ denotes symmetric difference.

As a first example of how this Lemma can be used, we provide a rigorous version of the graphical representation used in the heuristics presented in Section 4 for even–even correlations. We consider the particular case of pair–pair correlations: let $u, v, x, y \in \Lambda$. Then,

$$\langle \sigma_x \sigma_y; \sigma_u \sigma_v \rangle_{\Lambda} = \frac{1}{Z(\emptyset)^2} \left(Z(u, v, x, y)Z(\emptyset) - Z(u, v)Z(x, y)\right) = \frac{1}{Z(\emptyset)^2} Z(u, v, x, y)Z(\emptyset)\{\mathbb{I}_{x \neq y}\}.$$

Now the source constraint in the first current implies that, on the event $\{x \neq y\}$, either $\{x \leftrightarrow u\}$ or $\{x \leftrightarrow v\}$. Thus,

$$Z(u, v, x, y)Z(\emptyset)\{\mathbb{I}_{x \neq y}\} = Z(u, v, x, y)Z(\emptyset)\{\mathbb{I}_{x \neq y} \mathbb{I}_{x \leftrightarrow u}\} +$$

$$+ Z(u, v, x, y)Z(\emptyset)\{\mathbb{I}_{x \neq y} \mathbb{I}_{x \leftrightarrow v}\}.$$

Using again the Switching Lemma, one obtains

$$Z(u, v, x, y)Z(\emptyset)\{\mathbb{I}_{x \neq y} \mathbb{I}_{x \leftrightarrow u}\} = Z(u, y)Z(x, v)\{\mathbb{I}_{x \neq y}\}$$

and similarly with $v$ and $u$ interchanged. Therefore, we have the identity

$$\langle \sigma_x \sigma_y; \sigma_u \sigma_v \rangle_{\Lambda} = \frac{Z(u, y)Z(x, v)\{\mathbb{I}_{x \neq y}\}}{Z(\emptyset)^2} + \frac{Z(v, y)Z(x, u)\{\mathbb{I}_{x \neq y}\}}{Z(\emptyset)^2}.$$

We then have

$$\frac{Z(u, y)Z(x, v)\{\mathbb{I}_{x \neq y}\}}{Z(\emptyset)^2} = \sum_{C_1 \ni x, v} \sum_{C_2 \ni u, y} w_1(C_1)w_2(C_2)\mathbb{I}_{C_1 \cap C_2 = \emptyset} I(C_1, C_2), \quad (7)$$

where $w_1(C) \overset{\text{def}}{=} \frac{Z(x,v)\{\mathbb{I}_{x \leftrightarrow u} = C\}}{Z(\emptyset)}$, similarly for $w_2$, are the same weights as in (6) and $I(C_1, C_2)$ is the ratio term making (7) an identity.
A.2. $\beta \geq \beta_0$, $h = 0$. In this case, the measure is no longer unique and one wants to study $\mu_{\beta, 0}$. We thus add a boundary condition to our setting. This can be done by adding a vertex, denoted $\partial$, to $\Lambda$ and an edge between $\partial$ and $i \in \Lambda$ if $i$ shares an edge with a vertex in $\mathbb{Z}^d \setminus \Lambda$. We denote this augmented graph $(\Lambda_0, E_{\Lambda_0})$. The same expansion as in the previous section gives

$$\sum_{\sigma \in \{-1, 1\}^\Lambda} \sigma_A e^{\beta \sum_{i \in E_{\Lambda_0}} \sigma_i \sigma_j + h \sum_{i \in \Lambda} \sigma_i} = 2^{|\Lambda|} \begin{cases} Z_{\Lambda_0}(A) & \text{if } |A| \text{ even,} \\ Z_{\Lambda_0}(A \cup \{\partial\}) & \text{if } |A| \text{ odd.} \end{cases}$$

As a direct consequence,

$$\langle \sigma_A \rangle_{\Lambda, \beta, 0}^+ = \frac{1}{Z_{\Lambda_0}(\emptyset)} \begin{cases} Z_{\Lambda_0}(A) & \text{if } |A| \text{ even,} \\ Z_{\Lambda_0}(A \cup \{\partial\}) & \text{if } |A| \text{ odd.} \end{cases}$$

Of particular interest is the truncated two-point function:

$$\langle \sigma_x; \sigma_y \rangle^+_{\Lambda} = \frac{1}{Z_{\Lambda_0}(\emptyset)} \left( Z_{\Lambda_0}(x, y) Z_{\Lambda_0}(\emptyset) - Z_{\Lambda_0}(x, \partial) Z_{\Lambda_0}(y, \partial) \right).$$

Now, using the Switching Lemma, one gets

$$Z_{\Lambda_0}(x, \partial) Z_{\Lambda_0}(y, \partial) = Z_{\Lambda_0}(x, y) Z_{\Lambda_0}(\emptyset) \{1_{y \leftrightarrow \partial}\},$$

and thus

$$\langle \sigma_x; \sigma_y \rangle_{\Lambda} = \frac{Z_{\Lambda_0}(x, y) Z_{\Lambda_0}(\emptyset) \{1_{y \leftrightarrow \partial}\}}{Z_{\Lambda_0}(\emptyset)^2} = \sum_{C \subseteq \Lambda_0} 1_{\partial \in C} w(C). \tag{8}$$

The cluster of $x, y$ plays the role of the weighted path described in Section 4.4 and the cost for long cluster is exactly the cost to not connected the cluster of $x, y$ to $\partial$ via the background. The weight function is here $w(C) \triangleq \frac{Z_{\Lambda_0}(x, y) Z_{\Lambda_0}(\emptyset) \{1_{C_{x,y} \cap \Lambda_0} \cup \{\partial\}\}}{Z_{\Lambda_0}(\emptyset)^2}$.

A.3. $\beta \geq 0$, $h > 0$. This last case is handled in the same way we handled the presence of a boundary condition. Start with $(\Lambda, E_\Lambda)$ and add a vertex (the ghost) $g$ to $\Lambda$. Then, add an edge between $i$ and $g$ for each $i \in \Lambda$. Denote the obtained augmented graph $(\Lambda_g, E_{\Lambda_g})$. Doing the same expansion as before, one obtains

$$\sum_{\sigma \in \{-1, 1\}^\Lambda} \sigma_A e^{\beta \sum_{i \in E_{\Lambda_0}} \sigma_i \sigma_j + h \sum_{i \in \Lambda} \sigma_i} = 2^{|\Lambda|} \begin{cases} Z_{\Lambda_g}(A) & \text{if } |A| \text{ even,} \\ Z_{\Lambda_g}(A \cup \{\partial\}) & \text{if } |A| \text{ odd,} \end{cases}$$

where $Z_{\Lambda_g}(A) \overset{\text{def}}{=} \sum_{n \in \mathcal{N}_i(\Lambda_g)} w_{\beta, h} (n)$ with $w_{\beta, h} (n) \overset{\text{def}}{=} \prod_{i \in E_{\Lambda_0}} \frac{\beta \nu_i}{\nu_i} \prod_{i \in E_{\Lambda_g}} \frac{h \nu_i}{\nu_i}$. As a direct consequence,

$$\langle \sigma_A \rangle_{\Lambda, \beta, h} = \frac{1}{Z_{\Lambda_0}(\emptyset)} \begin{cases} Z_{\Lambda_g}(A) & \text{if } |A| \text{ even,} \\ Z_{\Lambda_g}(A \cup \{\partial\}) & \text{if } |A| \text{ odd.} \end{cases}$$

We can now achieve our goal, that is to obtain a graphical representation of the truncated two-point function. Proceeding as in the case with a boundary (applying the Switching Lemma), one gets

$$\langle \sigma_x; \sigma_y \rangle_{\Lambda} = \frac{Z_{\Lambda_g}(x, y) Z_{\Lambda_0}(\emptyset) \{1_{y \leftrightarrow \partial}\}}{Z_{\Lambda_0}(\emptyset)^2} = \sum_{C \subseteq \Lambda_g, x,y \in C} 1_{\partial \in C} w(C) \frac{Z_{\Lambda_g}(\emptyset) \{1_{C \cap \Lambda_0} \cup \{\partial\}\}}{Z_{\Lambda_0}(\emptyset)}, \tag{9}$$

where $w(C) \overset{\text{def}}{=} \frac{Z_{\Lambda_g}(x, y) \{1_{C \cap \Lambda_0} \cup \{\partial\}\}}{Z_{\Lambda_0}(\emptyset)}$. We thus obtained a graphical representation with the cost of a cluster coming from the fact that we have to disconnect it from the ghost (that models the action of the magnetic field).
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