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This paper is a corrected version of Phys. Rev. B 95, 165404 (2017), which we have retracted because it contained a trivial but fatal sign error that lead to incorrect conclusions. We extend a recently developed Fermi liquid (FL) theory for the asymmetric single-impurity Anderson model [C. Mora et al., Phys. Rev. B 92, 075120 (2015)] to the case of an arbitrary local magnetic field. To describe the system’s low-lying quasiparticle excitations for arbitrary values of the bare Hamiltonian’s model parameters, we construct an effective low-energy FL Hamiltonian whose FL parameters are expressed in terms of the local level’s spin-dependent ground-state occupations and their derivatives with respect to level energy and local magnetic field. These quantities are calculable with excellent accuracy from the Bethe ansatz solution of the Anderson model. Applying this effective model to a quantum dot in a nonequilibrium setting, we obtain exact results for the curvature of the spectral function, $c_A$, describing its leading $\sim \varepsilon^2$ term, and the transport coefficients $c_T$ and $c_V$, describing the leading $\sim V^2$ and $\sim T^2$ terms in the nonlinear differential conductance. A sign change in $c_A$ or $c_V$ is indicative of a change from a local minimum to a local maximum in the spectral function or nonlinear conductance, respectively, as is expected to occur when an increasing magnetic field causes the Kondo resonance to split into two subpeaks. We find that the fields $B_A$, $B_T$, and $B_V$, at which $c_A$, $c_T$, and $c_V$ change sign, respectively, are all of order $T_K$, as expected, with $B_A = B_T = B_V = 0.750737T_K$ in the Kondo limit.
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I. INTRODUCTION

The Kondo effect, arising from the exchange interaction between a localized spin and delocalized conduction band, is characterized by a crossover between a fully screened singlet ground state and a free local spin at energies well above the Kondo temperature scale $T_K$. One of the most striking signatures of the Kondo effect is the occurrence of a sharp resonance near zero energy in the zero-temperature local spectral function $A(\varepsilon)$, which splits apart into two subresonances when a local magnetic field $B$ is applied. Consequences of this Kondo peak and its field-induced splitting have been directly observed in numerous experimental studies of quantum dots tuned into the Kondo regime, where it causes a zero-bias peak in the nonlinear differential conductance $G(V)$, which splits into two subpeaks with increasing field. Indeed, the observation of a field-split zero-bias peak has come to be regarded as one of the hallmarks of the Kondo effect in the context of transport through quantum dots [1–7].

A minimal model for describing such experiments [8–11] is the two-lead, nonequilibrium, single-impurity Anderson model, describing a “dot” level with local interactions that hybridizes with two leads at different chemical potentials. Within the framework of this model (and its Kondo limit), numerous numerical and approximate analytical studies have explored the field-induced splitting of the Kondo peak in $A(\varepsilon)$ and of the zero-bias peak in $G(V)$ [12–28]. However, no exact, quantitative description exists for how these splittings come about [29]. For example, it is natural to expect that the emergence of split peaks is accompanied by a change of the curvatures $\partial^2 A(\varepsilon)\big|_{\varepsilon=0}$ and $\partial^2 G(V)\big|_{V=0}$ from negative to positive [30]. A quantitative theory should yield exact results for the values of the “splitting fields,” say $B_A$ and $B_V$, respectively, at which these curvatures change sign. This information would be useful, for example, as benchmarks against which future numerical work on the nonequilibrium Anderson model could be tested.

In the present paper, we use Fermi liquid (FL) theory to compute these quantities exactly within the context of the two-lead, single-impurity Anderson model, for arbitrary particle-hole asymmetry. We develop an exact FL description of the low-energy regime where both the temperature $T$ and the source-drain voltage $V$ are much smaller than a crossover...
scale $E_\ast$, while the magnetic field $B$ and the local level energy $\varepsilon_d$ can be arbitrary. (In the local-moment regime at zero field, $E_\ast$ corresponds to the Kondo temperature $T_K$.) Though our theory does not capture the full shape of $A(\varepsilon)$ for arbitrary $\varepsilon$ or $G(V)$ for arbitrary $V$, it does describe their curvatures at zero energy and voltage, respectively, for arbitrary values of $B$ and $\varepsilon_d$.

FL theories for quantum impurity systems have been originally introduced by Nozières [31] with phenomenological quasiparticles, and by Yamada and Yosida on a diagrammatic basis [32]. Later, these theories were extended to orbital degenerate Anderson models [33–38], or extended in a renormalized perturbation theory [30,39–43]. They have also been extended to higher order terms in the low-energy perturbative expansion [44,45]. The FL approach used here to obtain the above results builds on a recent formulation by some of the present authors [44,45]. The FL approach used here to obtain the above results builds on a recent formulation by some of the present authors [44,45]. The FL approach used here to obtain the above results builds on a recent formulation by some of the present authors [44,45].

Our main physical result is that throughout the local-moment regime the three splitting fields are all of order of the Kondo temperature $T_K$, as expected. In the Kondo limit in which the Anderson model maps onto the Kondo model, we find $B_A = B_T = B_V = 0.75073 T_K$, where $T_K$ is defined from the zero-field spin susceptibility.

In a previous version of this paper [61], we had erroneously reached a different conclusion for $B_V$. We had summarized our main physical conclusions as follows in the abstract: “Surprisingly, we find that the fields $B_A$ and $B_T$ at which $c_A$ and $c_V$ change sign are parametrically different, with $B_A$ of order $T_K$ but $B_V$ much larger. In fact, in the Kondo limit, $c_V$ never vanishes, implying that the conductance retains a (very weak) zero-bias maximum even for strong magnetic field and that the two pronounced finite-bias conductance side peaks caused by the Zeeman splitting of the local level do not emerge from zero-bias voltage.” These conclusion are simply incorrect—they arose from a trivial but fatal sign error in Eq. (25) during the computation of the conductance. When correcting this sign error and all its consequences, one finds that $B_V$, just as $B_A$ and $B_T$, is of order $T_K$ throughout the local moment regime, as stated above. We have therefore retracted Ref. [61]; the present paper constitutes a corrected version thereof. We would like to emphasize, though, that the FL theory presented in Sec. II of Ref. [61] remains unchanged—the sign error arose only during the application of our FL to the computation of the conductance in Sec. III. Indeed, the validity of our FL theory has been confirmed in a very recent series of three papers by Oguri and Hewson [62], who presented a microscopic derivation of our FL relations using Ward identities. Their analysis pinpointed a likely source of error in our computation of the conductance in Ref. [61], which indeed lead us to discover our sign error. Our corrected results for $c_T$ and $c_V$ fully agree with theirs (see Appendix C). In Ref. [61], we had made an attempt to back up our FL predictions by using NRG to compute the equilibrium spectral function $A(\omega)$, in order to extract $c_A$ and $\tilde{c}_A$ from its low-frequency behavior.

In retrospect, that analysis had been unreliable—in the regime of current interest, where $c_A$ and $\tilde{c}_A$ change sign and hence are very small, it is very challenging to extract them accurately, and we had not exercised sufficient care in doing so. We have now made another attempt, using a different NRG code that exploits all available symmetries, allowing us to increase the number of states kept during NRG truncation by a factor 7, leading to significantly more accurate numerical results. Moreover, we have modified our strategy for determining curvature coefficients from discrete spectral data to directly extract $C_T$ and $C_V$ (rather than $c_A$ and $\tilde{c}_A$). Our new NRG results, presented in Appendix D, are consistent with our corrected FL predictions for $C_T$, $C_V$, $B_T$, and $B_V$.

The rest of the paper is organized as follows. Section II develops our FL theory for the asymmetric Anderson model at arbitrary local magnetic field and shows how the FL parameters can be expressed in terms of local spin and charge susceptibilities. In Sec. III, we exploit the effective FL Hamiltonian to compute two FL coefficients. $\tilde{c}_A$ and $c_A$, characterizing the zero-energy height and curvature of the spectral function, respectively, and two FL transport coefficients, $c_T$ and $c_V$, characterizing the curvatures of the conductance as function of temperature $T$ and bias voltage $V$. From these we extract the splitting fields $B_A$, $B_T$, and $B_V$ at which $c_A$, $c_T$, and $c_V$ change sign, respectively. This is done first at particle-hole symmetry, then for general particle-hole asymmetry. Section IV presents a summary and conclusions.
II. FERMI LIQUID THEORY

A. Anderson model

The single-impurity Anderson model is a prototype model for magnetic impurities in bulk metals or for quantum dot nanodevices, and more generally for studying strong correlations in those systems. It describes an interacting spinful single level tunnel-coupled to a Fermi sea of itinerant electrons. Its Hamiltonian takes the form

\[ H = \sum_{\sigma,k} \epsilon_k c_{k\sigma}^\dagger c_{k\sigma} + \sum_{\sigma} \epsilon_{d\sigma} \hat{n}_{d\sigma} + \sum_{k,\sigma} \left( c_{k\sigma}^\dagger d_{\sigma} + d_{\sigma}^\dagger c_{k\sigma} \right) + U \hat{n}_{d\uparrow} \hat{n}_{d\downarrow} + \frac{1}{\pi} \sum_{\sigma} \left( c_{k\sigma}^\dagger d_{\sigma} + d_{\sigma}^\dagger c_{k\sigma} \right). \]  

(1)

Here, \( d_{\sigma} \) creates an electron with spin \( \sigma \) in a localized level with occupation number \( \hat{n}_{d\sigma} = d_{\sigma}^\dagger d_{\sigma} \), spin-dependent energy \( \epsilon_{d\sigma} = \epsilon_d - \sigma B/2 \), local magnetic field \( B \), and Coulomb penalty \( U \) for double occupancy. \( c_{k\sigma} \) creates an electron with spin \( \sigma \) and energy \( \epsilon_k \) in a conduction band with linear spectrum and constant density of states \( v_0 \) per spin species. The local level and conduction band hybridize, yielding an escape rate \( 2\Delta = 2\pi v_0 \tau^2 \).

We will denote the ground-state chemical potential for electrons of spin \( \sigma \) by \( \mu_{0\sigma} \). Although \( \mu_{0\uparrow} \) and \( \mu_{0\downarrow} \) are usually taken equal, they formally are independent parameters that can be chosen to differ, because the model contains no spin-flip terms, hence spin-up and -down chemical potentials have no way to equilibrate. In this paper, we will consider only the limit of infinite bandwidth [63]. Then \( \mu_{0\uparrow} \) and \( \mu_{0\downarrow} \) constitute the only meaningful points of reference for the model’s single-particle energy levels. Thus ground-state properties can depend on \( \epsilon_{d\sigma} \) and \( \mu_{0\sigma} \) only in the combination \( \epsilon_{d\sigma} - \mu_{0\sigma} \), implying that they are invariant under shifts of the form

\[ \epsilon_{d\sigma} \rightarrow \epsilon_{d\sigma} + \delta \epsilon, \quad \mu_{0\sigma} \rightarrow \mu_{0\sigma} + \delta \mu, \quad \nu \rightarrow \nu + \delta \nu . \]  

(2)

In Ref. [46], this invariance was exploited for spin-independent shifts (\( \delta \mu_{d\sigma} = \delta \mu \)) when devising a FL theory around the point \( B = 0 \). Here, we will exploit the fact that the invariance holds also for spin-dependent shifts to generalize the FL theory to arbitrary \( B \). Having made this point, we henceforth take \( \mu_{0\uparrow} = \mu_{0\downarrow} = 0 \) (but for clarity nevertheless display \( \mu_{0\sigma} \) explicitly in some formulas). The model’s zero-temperature, equilibrium properties are then fully characterized by \( U \), \( \Delta \), \( \epsilon_d \), and \( B \).

B. General strategy of FL theory à la Nozières

Despite exhibiting strong correlations by itself, the ground state of the Anderson model (1) is a Fermi liquid for all values of \( U \), \( \epsilon_d \), \( \Delta \), and \( B \). A corresponding FL theory à la Nozières was developed in Ref. [46] for small fields. We now briefly outline the general strategy used there, suitably adapted to accommodate arbitrary values of \( B \). Details follow in subsequent sections.

The low-energy behavior of a quantum impurity model with a FL ground state can be understood in terms of weakly interacting quasiparticles, characterized by their energy \( \epsilon \), spin \( \sigma \), distribution function \( n\sigma(\epsilon) \), and the phase shift \( \delta\sigma(\epsilon, n\sigma) \) experienced upon scattering off the screened impurity. At zero temperature, the quasiparticle distribution reduces to a step function, \( n\sigma^0(\epsilon) = \theta(\mu_{0\sigma} - \epsilon) \), and the phase shift at the chemical potential, denoted by \( \delta_{0\sigma} = \delta\sigma(\mu_{0\sigma}, n\sigma^0) \), is a characteristic property of the ground state. It is related to the impurity occupation function, \( n_{d\sigma} = (\hat{n}_{d\sigma}) \), via Friedel’s sum rule, \( \delta_{0\sigma} = n_{d\sigma} \). Likewise, derivatives of \( \delta_{0\sigma} \) with respect to (w.r.t.) \( \epsilon_d \) and \( B \) are related to the ground-state values of the local charge and spin susceptibilities. The ground-state dependence of local observables such as \( n_{d\sigma} \) and their derivatives on the model’s bare parameters \( U \), \( \Delta \), \( \epsilon_d \), and \( B \) is assumed to be known, e.g., from Bethe ansatz or numerics.

The goal of a FL theory is to use such ground-state information to predict the system’s behavior at nonzero but low excitation energies. The weak residual interactions between low-energy quasiparticles can be treated perturbatively using a phenomenological effective Hamiltonian, \( H_{FL} \), whose form is fixed by general symmetry arguments. The coupling constants in \( H_{FL} \), together with \( \delta_{0\sigma} \), are the “FL parameters” of the theory. The challenge is to express these in terms of ground-state properties, while ensuring that the theory remains invariant under the shifts of Eq. (2). To this end, \( H_{FL} \) is constructed in a way that is independent of \( \mu_{0\sigma} \); it is expressed in terms of excitations relative to a reference ground state with distribution \( n\sigma^0 \) and spin-dependent chemical potentials \( \epsilon_{d\sigma} \), chosen at some arbitrary values close to but not necessarily equal to \( \mu_{0\sigma} \).

The FL parameters are then functions of \( U \), \( \Delta \) and the energy differences \( \epsilon_{d\sigma} - \epsilon_{0\sigma} \). Importantly, and in keeping with their status of depending only on ground-state properties, they do not depend on the actual quasiparticle distribution functions \( n\sigma \), which are the only entities in the FL theory that depend on the actual chemical potential and temperature.

\( H_{FL} \) is used to calculate \( \delta\sigma(\epsilon, n\sigma) \) for a general quasiparticle distribution \( n\sigma \), to lowest nontrivial order in the interactions. The result amounts to an expansion of the phase shift in powers of \( \epsilon - \epsilon_{0\sigma} \) and \( \delta\sigma = n\sigma - n\sigma^0 \), which are assumed small. Since the reference energies \( \epsilon_{0\sigma} \) are dummy variables on which no physical observables should depend, this expansion must be independent of \( \epsilon_{0\sigma} \). This requirement leads to a set of so-called “Fermi liquid relations” between the FL parameters, which can be used to express them all in terms of various local ground-state observables, thereby completing the specification of \( H_{FL} \).

Finally, \( H_{FL} \) is used to calculate transport properties at low temperature and voltage.

C. Low-energy effective model

The phenomenological FL Hamiltonian has the form

\[ H_{FL} = \sum_{\sigma} \int \epsilon b_{\epsilon\sigma}^\dagger b_{\epsilon\sigma} + H_a + H_\phi + \ldots, \]  

(3a)

\[ H_a = -\sum_{\sigma} \int_{\epsilon_1,\epsilon_2} \frac{\alpha_{1\sigma}}{2\pi} (\epsilon_1 + \epsilon_2 - 2\epsilon_{0\sigma}) \]  

\[ + \frac{\alpha_{2\sigma}}{4\pi} (\epsilon_1 + \epsilon_2 - 2\epsilon_{0\sigma})^2 b_{\epsilon_1\sigma}^\dagger b_{\epsilon_2\sigma}, \]  

(3b)

\[ H_\phi = \int_{\epsilon_1,\ldots,\epsilon_4} \phi_{\epsilon_1}^\dagger \phi_{\epsilon_4} \frac{\phi_{\epsilon_2}^\dagger}{4\pi} (\epsilon_1 + \epsilon_2 - 2\epsilon_{01}) \]  

\[ + \phi_{\epsilon_3} \frac{\phi_{\epsilon_4}}{4\pi} (\epsilon_3 + \epsilon_4 - 2\epsilon_{01}), \]  

(3c)
It is a perturbative low-energy expansion involving excitations with respect to a reference ground state with chemical potentials $\varepsilon_{\sigma 0}$ and distribution function $n_{\sigma 0}(\varepsilon) = \theta(\varepsilon_{\sigma 0} - \varepsilon)$. The dummy reference energies $\varepsilon_{\sigma 0}$ should be chosen close to $\mu_{\sigma 0}$ for this expansion to make sense. Here, $b_{\sigma}^\dagger$ creates a quasiparticle in a scattering state with spin $\sigma$ and excitation energy $\varepsilon - \varepsilon_{\sigma 0}$ relative to the reference state; it already incorporates the zero-temperature phase shift $\delta_{\sigma 0}$. Moreover, $: :$ denotes normal ordering w.r.t. the reference state, with

$$b_{\sigma}^\dagger b_{\sigma} : = b_{\sigma}^\dagger b_{\sigma} - n_{e_{\sigma 0}}^0(\varepsilon) .$$  (4)

$H_\alpha$ and $H_\phi$ describe elastic and inelastic scattering processes, respectively. Their formal structure can be justified using conformal field theory and symmetry arguments [44,64,65], summarized in Supplementary section S-IV of Ref. [46]. They contain the leading and subleading terms in a classification of all possible perturbations according to their scaling dimension, which characterize their importance at low excitation energies with respect to the reference state. The coupling constants, which characterize their importance at low excitation energies, are the model’s nine FL parameters, which we will generically denote by $y \in \{\delta_{0\sigma}, \alpha_{1\sigma}, \alpha_{2\sigma}, \phi_1, \phi_{2\sigma}\}$.

In the wide-band limit considered here, all FL parameters depend on the model parameters only in the form

$$y = y(U, \Delta, \varepsilon_{d\sigma} - \varepsilon_{0\sigma}) ,$$  (5)

because the chemical potential $\varepsilon_{0\sigma}$ of our reference ground state is the only possible point of reference for the local energies $\varepsilon_{d\sigma}$. Writing $\varepsilon_{0\sigma} = \varepsilon_0 - \sigma \Delta_0/2$, we thus note that all FL parameters satisfy the relations

$$-\partial_{\varepsilon_0} y = \partial_{\Delta} y, \quad -\partial_{\varepsilon_0} y = \partial_{\Delta} y .$$  (6)

The form of $H_{\text{FL}}$ in Eq. (3) is similar to that used in Ref. [46], but with two changes, both due to considering $B \neq 0$. First, because the magnetic field breaks spin symmetry, some FL coefficients are now spin-dependent, namely those that occur in conjunction with excitation energies of the form $(\varepsilon - \varepsilon_{0\sigma})$. Second, the FL theory of Ref. [46] was developed around the point $B = 0$, the FL parameters there were taken to be independent of field, and the system’s response to a small field was studied by explicitly including a small Zeeman term in $H_{\text{FL}}$. In contrast, in the present formulation, the FL parameters are functions of $B$ that explicitly incorporate the full magnetic-field dependence of all ground-state properties, hence our $H_{\text{FL}}$ does not need an explicit Zeeman term.

To conclude this subsection, we note that the form of $H_{\text{FL}}$ presented above can be derived by an explicit calculation in a particular limiting case: the Kondo limit of the Anderson Hamiltonian where it can be mapped onto the Kondo Hamiltonian, studied in the limit of very large magnetic field. By doing perturbation theory in the spin-flip terms of the Kondo Hamiltonian, one arrives at effective interaction terms that have precisely the form of $H_\alpha$ and $H_\phi$ above. This calculation, presented in detail in Appendix A, is highly instructive, because it elucidates very clearly how the reference energies $\varepsilon_{0\sigma}$ enter the analysis and how the relations (5) and (6) come about.

## D. Relating FL parameters to local observables

Having presented the general form of $H_{\text{FL}}$, the next step is to express the FL parameters in terms of ground-state observables. The corresponding relations are conveniently derived by examining the elastic phase shift of a single quasiparticle excitation [53]. We suppose that the system is in an arbitrary state, not too far from the ground state, characterized by the spin-dependent number distribution $\langle b_{\sigma 0}^\dagger b_{\sigma\sigma}\rangle = n_{\sigma}(\varepsilon) \delta(\varepsilon - \varepsilon_0)$, with arbitrary $n_{\sigma}(\varepsilon)$. The elastic phase shift of a quasiparticle with energy $\varepsilon$ and spin $\sigma$ scattered off this state is obtained from the elastic part $H_{\text{fl}}$, in addition to the Hartree diagrams inherited from $H_{\text{fl}}$, thus $\delta_{\sigma}(\varepsilon, n_{\sigma}) = \delta_{\sigma 0} + \pi \partial (H_{\alpha} + H_{\phi})/\partial n_{\sigma}(\varepsilon)$. One finds the expansion

$$\delta_{\sigma}(\varepsilon, n_{\sigma}) = \delta_{0\sigma} + \alpha_{1\sigma}(\varepsilon - \varepsilon_{0\sigma}) + \alpha_{2\sigma}(\varepsilon - \varepsilon_{0\sigma})^2$$

$$- \int \varepsilon' \left[ \phi_1 + \frac{1}{2} \phi_{2\sigma}(\varepsilon - \varepsilon_{0\sigma}) + \frac{1}{2} \phi_{2\sigma}(\varepsilon' - \varepsilon_{0\sigma}) \right] \delta n_{\sigma}(\varepsilon') .$$  (7)

Due to the normal ordering prescription for $H_{\phi}$, all terms stemming from the latter involve the difference between the actual and reference distribution functions, $\delta n_{\sigma} = n_{\sigma} - n_{\sigma 0}$, where $\sigma$ denotes the spin opposite to $\sigma$. Now, though expansion (7) depends on $\varepsilon_{0\sigma}$ both explicitly and via the FL parameters $\gamma(U, \Delta, \varepsilon_{d\sigma} - \varepsilon_{0\sigma})$, these dependencies have to conspire in such a way that the phase shift is actually independent of $\varepsilon_{0\sigma}$. Thus the following conditions must be satisfied:

$$\partial_{\varepsilon_0} \delta_{\sigma}(\varepsilon, n_{\sigma}) = 0, \quad \partial_{n_{\sigma}} \delta_{\sigma}(\varepsilon, n_{\sigma}) = 0 .$$  (8)

Inserting Eq. (7), setting the coefficients of the various terms in the expansion (const., $\sim(\varepsilon - \varepsilon_{0\sigma})$, $\propto \int \delta n_{\sigma}$) to zero and exploiting Eq. (6), we obtain a set of linear relations among the FL parameters, to be called “Fermi liquid relations”:

$$\frac{\partial \delta_{0\sigma}}{\partial \varepsilon_{d}} = \phi_1 - \alpha_{1\sigma}, \quad \frac{\partial \delta_{0\sigma}}{\partial B} = \frac{\sigma}{2} (\phi_1 + \alpha_{1\sigma}),$$  (9a)

$$\frac{\partial \alpha_{1\sigma}}{\partial \varepsilon_{d}} = \frac{1}{2} \phi_{2\sigma} - 2 \alpha_{2\sigma}, \quad \frac{\partial \alpha_{1\sigma}}{\partial B} = \frac{\sigma}{2} \left( \phi_{2\sigma} + 2 \alpha_{2\sigma} \right),$$  (9b)

$$\frac{\partial \phi_1}{\partial \varepsilon_{d}} = - \frac{1}{2} (\phi_{2\sigma} + \phi_{2\sigma}), \quad \frac{\partial \phi_1}{\partial B} = \frac{\sigma}{4} (\phi_{2\sigma} - \phi_{2\sigma}).$$  (9c)

They are important for three reasons. For fixed values of the model parameters, they ensure by construction that $\delta_{\sigma}(\varepsilon, n_{\sigma})$ is invariant under spin-dependent shifts of the dummy reference energies $\varepsilon_{0\sigma}$. Second, for fixed values of $\varepsilon_{0\sigma}$, they ensure that for any distribution $n_{\sigma}$ with well-defined chemical potentials $\mu_{\sigma}$, the function $\delta_{\sigma}(\varepsilon, n_{\sigma})$ is invariant, up to a shift in $\varepsilon$, under simultaneous spin-dependent shifts [cf. Eq. (2)] of the physical model parameters $\varepsilon_{d\sigma}$ and $\mu_{\sigma}$, say by $\delta \mu_{\sigma} = \delta \mu - \frac{1}{2} \sigma h'$:

$$\delta_{\sigma}(\varepsilon + \delta \mu_{\sigma}, n_{\sigma})|_{\varepsilon_{d\sigma}, \mu_{\sigma} + \delta \mu_{\sigma}} = \delta_{\sigma}(\varepsilon, n_{\sigma})|_{\varepsilon, \mu_{\sigma}} .$$  (10)

Conversely, an alternative way to derive Eq. (9) is to impose Eq. (10) as a condition on the expansion (7). [Verifying this is particularly simple at zero temperature, e.g., using $n_{\sigma} = n_{\mu_{\sigma}}^0$] In the parlance of Nozières [31], Eq. (10) is the “strong universality” version of his “floating Kondo resonance” argument, applied to the Anderson model. Pictorially speaking, for each
Spin species, the phase shift function “floats” on the Fermi sea of the corresponding spin: if the Fermi surface \( \mu_\sigma \) and local level \( \varepsilon_{d\sigma} \) for spin \( \sigma \) are both shifted by \( \delta \mu_\sigma \), the phase shift function \( \delta \sigma (\varepsilon, n_{d\sigma}) \) shifts along without changing its shape.

Third, the Fermi liquid relations, in conjunction with Friedel’s sum rule, can be used to link the FL parameters to ground-state values of local observables. To this end, we henceforth set \( \varepsilon_{0\sigma} = \mu_\sigma \) and focus on the case of zero temperature with ground-state distribution \( n_{0\sigma} \). Then only the first term in Eq. (7) survives when writing down Friedel’s sum rule for the phase shift at the chemical potential:

\[
\delta \sigma (\mu_\sigma, n_{0\sigma}) = \delta \sigma_0 = \pi n_{d\sigma}.
\]  

(11)

Let \( n_d = \sum_\sigma n_{d\sigma} \) and \( m_d = \frac{1}{2} \sum_\sigma \sigma n_{d\sigma} \) denote the average local charge and magnetization, respectively, and let us introduce corresponding even and odd linear combinations of the spin-dependent FL parameters, to be denoted without or with overbars, e.g., \( \alpha_1 = \frac{1}{2} \sum_\sigma \sigma \alpha_{1\sigma} \) and \( \overline{\sigma}_1 = \frac{1}{2} \sum_\sigma \sigma \alpha_{1\sigma} \). Then we have \( n_d = 2\delta_0/\pi \) and \( m_d = \overline{\delta}_0/\pi \). By differentiating these relations with respect to \( \varepsilon_d \) and \( B \), we obtain various local susceptibilities, which can be expressed, via the derivatives occurring in Eq. (9), as linear combinations of FL parameters:

\[
\begin{align*}
\chi_c &= -\frac{\partial n_d}{\partial \varepsilon_d} = \frac{2}{\pi} (\alpha_1 - \phi_1), \quad (12a) \\
\chi_s &= \frac{\partial m_d}{\partial B} = \frac{1}{2\pi} (\alpha_1 + \phi_1), \quad (12b) \\
\chi_m &= -\frac{\partial m_d}{\partial \varepsilon_d} = \frac{1}{\pi} \overline{\sigma}_1, \quad (12c) \\
\frac{\partial \chi_c}{\partial \varepsilon_d} &= -\frac{\partial^2 n_d}{\partial \varepsilon_d^2} = -\frac{4}{\pi} \left( \alpha_1 - \frac{3}{4} \phi_2 \right), \quad (12d) \\
\frac{\partial \chi_s}{\partial B} &= \frac{\partial^2 m_d}{\partial B^2} = \frac{\alpha_2 + \frac{3}{4} \phi_2}{2}, \quad (12e) \\
\frac{\partial \chi_m}{\partial \varepsilon_d} &= -\frac{\partial^2 m_d}{\partial \varepsilon_d^2} - \frac{\partial^2 n_d}{\partial B \partial \varepsilon_d} = -\frac{2}{\pi} \left( \overline{\sigma}_2 - \frac{\phi_4}{4} \right), \quad (12f) \\
\frac{\partial \chi_m}{\partial B} &= \frac{\partial^2 n_d}{\partial \varepsilon_d \partial B} = \frac{1}{\pi} \left( \alpha_2 + \frac{\phi_4}{4} \right). \quad (12g)
\end{align*}
\]

Equation (12c) reproduces a standard thermodynamic identity, and implies similar identities for higher derivatives, \( \partial \chi_m/\partial \varepsilon_d = -\partial \chi_c/\partial B \) and \( \partial \chi_m/\partial B = -\partial \chi_s/\partial \varepsilon_d \). By inverting the above relations, we obtain the FL parameters in terms of local ground-state susceptibilities:

\[
\begin{align*}
\alpha_1 &= \chi_c + \frac{1}{4} \chi_s, \quad \alpha_2 = \frac{3}{4} \frac{\partial \chi_m}{\partial B} - \frac{1}{16} \frac{\partial \chi_c}{\partial \varepsilon_d}, \quad (13a) \\
\phi_1 &= \chi_c - \frac{1}{4} \chi_s, \quad \phi_2 = \frac{\partial \chi_m}{\partial B} + \frac{1}{4} \frac{\partial \chi_c}{\partial \varepsilon_d}, \quad (13b) \\
\overline{\sigma}_1 &= \chi_m, \quad \overline{\sigma}_2 = \frac{1}{2} \frac{\partial \chi_s}{\partial B} - \frac{3}{8} \frac{\partial \chi_m}{\partial \varepsilon_d}, \quad (13c) \\
\overline{\phi}_2 &= \frac{1}{2} \frac{\partial \chi_s}{\partial B} + \frac{1}{2} \frac{\partial \chi_m}{\partial \varepsilon_d}. \quad (13d)
\end{align*}
\]

implying that \( \phi_2 = -\overline{\sigma}_2 \phi_1 \) and \( \overline{\phi}_2 = 2\overline{\delta}_B \phi_1 \). These equations are a central technical result of this paper. Those for the even FL parameters \( \alpha_{1,2} \) and \( \phi_{1,2} \) are equivalent to the ones obtained, for zero field, in Ref. [46]. The expressions for \( \alpha_1 \) and \( \phi_1 \) have been shown [46] to be equivalent to the relation

\[
\frac{4\chi_c}{(g\mu_B)^2} + \chi_s = \frac{6\gamma_{\text{imp}}}{\pi^2 k_B^2},
\]

(14)

(physical units have been reinstated in this equation) between the spin/charge susceptibilities and the impurity specific heat coefficient \( \gamma_{\text{imp}} \). This relation in fact derives from Ward identities [32,33] associated with the \( U(1) \) symmetry of the model. We expect that the other expressions in Eq. (13) also originate from Ward identities involving higher-order derivatives.

Equations (13) can be checked independently in two limits: for a noninteracting impurity, and at large magnetic field in the Kondo model, see Appendix A for the latter. The former case, \( U = 0 \), reduces to a resonant level model in which spin and charge susceptibilities are easily obtained. We have verified that they give \( \phi_1 = \phi_{2\sigma} = 0 \), so that the interaction \( H_\phi = 0 \) in Eq. (3) vanishes, and that the phase shift expansion (7) reproduces that expected for the resonant level model.

All of the susceptibilities introduced above are calculable exactly by Bethe ansatz, and hence the same is true for all the FL parameters. In the particle-hole symmetric case, \( \varepsilon_d = -U/2 \), semianalytical expressions for the local charge and magnetization have been derived with the help of the Wiener-Hopf method. A comprehensive review on this approach can be found in Ref. [65] and we summarize the resulting analytical expressions in the [66]. They have been used to produce Figs. 1 to 4 below with excellent accuracy.

Away from particle-hole symmetry, where the Wiener-Hopf method is not applicable, the Bethe ansatz coupled integral equations (see Eq. (S3a) and (S3b) in Ref. [29]) have to be solved numerically. This direct method is used in Figs. 6 and 7. In Fig. 4, we have verified that at particle-hole symmetry it agrees nicely with the accurate Wiener-Hopf solution.

To conclude this section, we briefly discuss some special cases, for future reference. (i) Zero magnetic field: Eqs. (13) for the odd FL parameters yield zero for \( B = 0 \),

\[
\overline{\sigma}_1 = \overline{\sigma}_2 = \overline{\phi}_2 = 0,
\]

(15)

since \( m_d \) is an antisymmetric function of \( B \).

(ii) Particle-hole symmetry: At \( \varepsilon_d = -U/2 \) we have

\[
n_d = 1, \quad \delta \sigma_0 = \pi \left( \frac{1}{2} + \sigma n_d \right), \quad \overline{\sigma}_1 = \phi_2 = 0.
\]

(16)

for any \( B \). The three FL parameters vanish since \( n_d - 1 \) is an antisymmetric function of \( \varepsilon_d - U/2 \), implying the same for \( \chi_m \) and \( \delta \chi_c/\partial \varepsilon_d \), so that both vanish at \( \varepsilon_d = -U/2 \).

(iii) Kondo limit. If the limit \( U/\Delta \to \infty \) is taken at particle-hole symmetry while maintaining a finite Kondo temperature, local charge fluctuations are frozen out completely and the Anderson model maps onto the Kondo model. All susceptibilities involving derivatives of \( n_d \) with respect to \( \varepsilon_d \) vanish, namely, \( \chi_c = \chi_m = \delta \chi_c/\partial \varepsilon_d = \delta \chi_s/\partial \varepsilon_d = 0 \), so that equations (16) are supplemented by

\[
\begin{align*}
\alpha_1 &= \phi_1 = \chi_s, \quad \frac{4\alpha_2}{\pi} = \frac{\phi_2}{\pi} = 2 \frac{\partial \chi_s}{\partial B}. \quad (17)
\end{align*}
\]

Since \( \chi_s \) and \( \delta \chi_s/\partial B \) are strictly positive and negative, respectively, the same is true for \( \alpha_1, \phi_1 \) and \( \overline{\phi}_2, \overline{\phi}_2 \).
(iv) Kondo limit at large fields. In the limit $B \gg T_K$ of the Kondo model, its Bethe ansatz solution yields the following results for the leading asymptotic behavior of the magnetization and its derivatives, with $\beta_r = \frac{x_r}{2} (B/T_K)^2$:

$$m_d = \frac{1}{2} - \frac{1}{2 \ln (x^*_r)^2}, \quad \chi_s = \frac{1}{B (\ln (x^*_r)^2)^2}.$$  \hspace{1cm} (18a)

$$\frac{\partial \chi_s}{\partial B} = -\frac{1}{B^2 (\ln (x^*_r)^2)^2}.$$ \hspace{1cm} (18b)

Thus all the FL parameters in Eq. (17) vanish asymptotically in the large-field limit.

E. Characteristic FL energy scale

As mentioned repeatedly above, the FL approach only holds for excitation energies sufficiently small, say $|\varepsilon - \mu_0| \ll E_s$, that all terms in expansion (7) for $\delta_\sigma (\varepsilon, n_\sigma) - \delta_\sigma$ are small. In the local moment regime of the Anderson model, the FL scale $E_s$ can be associated with the Kondo temperature $T_K$, but in the present context we need a definition applicable in the full parameter space of the Anderson model. Following Ref. [46], we define $E_*$ in terms of the FL coefficient of the leading term in expansion (7),

$$E_* = \frac{\pi}{4x_1} = \frac{1}{4\chi_c + \chi_e},$$ \hspace{1cm} (19)

and $T_K$ in terms of the zero-field spin susceptibility,

$$T_K = \frac{1}{4\chi_{B=0}}.$$ \hspace{1cm} (20)

While both definitions involve some arbitrariness, they are mutually consistent, in that the zero-field value of $E_*$ equals $T_K$ in the Kondo limit $U/\Delta \to \infty$, where we have

$$E_{B=0}^* = T_K, \quad E_{B=T_K}^* = \frac{1}{2} B (\ln (\beta_r)^2).$$ \hspace{1cm} (21)

More generally, $E_{B=0}^*$ and $T_K$ are roughly equal throughout the local-moment regime where $\chi_c \approx 0$, i.e., for $U \gg \Delta$ and $-\Delta \lesssim \varepsilon_d \lesssim \Delta$. In this regime, $T_K$ is well described by the analytic formula (af), [46,67,68]

$$T_K^{(af)} = \sqrt{\frac{U\Delta}{2}} e^\pi \frac{x_1}{\pi} \varepsilon - \pi \varepsilon^2,$$ \hspace{1cm} (22)

where $x = (\varepsilon_d + U/2)\sqrt{\pi/(2U\Delta)}$ measures the distance to the particle-hole symmetric point. At the latter, $T_K^{(af)}|_{x=0}$ can be derived analytically from the Bethe ansatz equations for $\chi_{B=0}$ [65]. The factor $e^{2\varepsilon^2}$, familiar from Haldane’s RG treatment of the Anderson model [67], phenomenologically includes the effect of particle-hole asymmetry. Throughout the local moment regime, Eq. (22) yields excellent agreement with a direct numerical evaluation of Eq. (20) via the Bethe ansatz equations for $\chi_{B=0}$ (see Fig. 6 below).

III. SPECTRAL FUNCTION AND NONLINEAR CONDUCTANCE

A. General results

For the remainder of this paper we consider a single-level quantum dot with symmetric tunnel couplings to left and right leads with chemical potentials $\pm eV/2$, described by the two-lead, single-level Anderson model. The nonlinear conductance of this system can be expressed by the Meir-Wingreen formula as [69]

$$G(V, T) = \frac{e^2}{h} \int_{-\infty}^{\infty} [f_L (\varepsilon) - f_R (\varepsilon)] A(\varepsilon).$$ \hspace{1cm} (23)

Here, $f_{L/R} (\varepsilon) = [e^{(\varepsilon + e\pm e/2)/T} + 1]^{-1}$ are the distribution functions of the left and right leads, $A (\varepsilon) = \sum_\sigma A_\sigma (\varepsilon)$ is the local spectral function with spin components $A_\sigma (\varepsilon) = -\pi \rho_0 |\chi_{\nu} (\varepsilon)|^2$, where $\chi_{\nu} (\varepsilon)$ is the $T$ matrix for spin $\sigma$ conduction electrons scattering off the local level. A FL calculation of the low-energy behavior of $A_\sigma (\varepsilon)$ and $G(V, T)$ has been performed in detail at zero magnetic field in Ref. [46], following similar studies in Refs. [37,52,54,55]. The strategy of the calculation is rather straightforward. First, one introduces even and odd linear combinations of operators from the two leads. The odd ones decouple, resulting in an effective one-lead Anderson model for a dot coupled to the even lead, whose low-energy behavior is described by the Hamiltonian $H_{FL}$ introduced above. Then, in the spirit of the standard Landauer-Büttiker formalism [70], the current operator is expanded over a convenient single-particle basis of scattering states accounting for both the lead-dot geometry and the FL elastic phase shifts. Interactions between electrons stemming from $H_{FL}$ are included perturbatively when calculating the average current in the Keldysh formalism [71].

The calculation described above trivially generalizes to the case of nonzero field, since the two spin components give separate contributions to the current. The results from Ref. [46] for the low-energy expansion of the conductance can thus be directly taken over, modified merely by supplying FL parameters with spin indices. A corresponding low-energy expansion for the spectral function can then be deduced via Eq. (23). We now present the results obtained in this manner, starting with the $T$ matrix and spectral function, since these form the basis for understanding the resulting physical behavior.

For the $T$ matrix, written as the sum of elastic and inelastic contributions, the results of Ref. [46] (Supplementary section S-V) imply

$$T_\sigma^{el} (\varepsilon) = -\frac{i}{2\pi \nu_0} (1 - e^{2i\delta_\sigma (\varepsilon)}),$$ \hspace{1cm} (24a)

$$T_\sigma^{inel} (\varepsilon) = -\frac{i e^{2i\delta_\sigma}}{2\pi \nu_0} \phi_1^2 \left[ e^{\varepsilon^2 + (\pi T)^2} + \frac{3}{4} (eV)^2 \right].$$ \hspace{1cm} (24b)

Here, $T_\sigma (\varepsilon)$ is determined by the phase shift $\delta_\sigma (\varepsilon)$ obtained from Eq. (7) using $n_{\nu} (\varepsilon) = \left[ f_{\nu} (\varepsilon) + f_{\nu} (\varepsilon) \right]$ as a quasiparticle distribution function for the even lead:

$$\delta_\sigma (\varepsilon) = \delta_{10} + \alpha_{10} \varepsilon + \alpha_{2r} \varepsilon^2 - \frac{1}{12} \phi_{2r} \left[ (\pi T)^2 + \frac{3}{4} (eV)^2 \right].$$ \hspace{1cm} (25)

(In Ref. [61] this equation contained an error, which leads to incorrect physical conclusions, see Ref. [72].) Note that the inelastic $T$ matrix has the same dependence on temperature and bias, which occur only in the combination $(\pi T)^2 + \frac{3}{4} (eV)^2$ [73]. This is significant, since it implies that knowing the spectral function’s leading temperature dependence in equilibrium suffices to deduce its leading bias dependence in
nonequilibrium. The spectral function, expanded to second order in $\epsilon$, $T$, and $eV$, can thus be written as [74]

$$A(\epsilon) = A_0 + A_1 \epsilon - \tilde{C}_A \left[ \frac{1}{2} (\pi T)^2 + \frac{3}{4} (eV)^2 \right] - C_A \epsilon^2,$$  \hspace{0.5cm} (26)

with expansion coefficients

$$A_0 = \sum_{\sigma} \sin^2(\delta_{\sigma 0}), \quad A_1 = \sum_{\sigma} \alpha_{1\sigma} \sin(2\delta_{\sigma 0}),$$  \hspace{0.5cm} (27a)

$$\tilde{C}_A = - \sum_{\sigma} \left[ \frac{3}{2} \rho_\sigma^2 \cos(2\delta_{\sigma 0}) - \frac{1}{2} \rho_{2\sigma} \sin(2\delta_{\sigma 0}) \right],$$  \hspace{0.5cm} (27b)

$$C_A = - \sum_{\sigma} \left[ \left( \alpha_{1\sigma}^2 + \frac{1}{2} \rho_{1\sigma}^2 \right) \cos(2\delta_{\sigma 0}) + \alpha_{2\sigma} \sin(2\delta_{\sigma 0}) \right].$$  \hspace{0.5cm} (27c)

These results hold for all values of $U$, $\Delta$, $\epsilon_d$, and $B$.

Inserting Eq. (26) into (23) and using the relations

$$\partial_v \int [f_L - f_R] \epsilon^2 = e \left[ \frac{1}{3} (\pi T)^2 + \frac{1}{4} (eV)^2 \right],$$

$$\partial_v \int [f_L - f_R] \left[ \frac{1}{3} (\pi T)^2 + \frac{1}{4} (eV)^2 \right] = e \left[ \frac{1}{3} (\pi T)^2 + \frac{3}{4} (eV)^2 \right],$$  \hspace{0.5cm} (28)

one obtains an expansion for the conductance of the form

$$G(V, T) = \tilde{G} = \left( 2e^2/h \right) (C_T T^2 + C_V (eV)^2).$$  \hspace{0.5cm} (29)

Here, $\tilde{G} = \frac{1}{2} A_0 G_0$ is the zero-temperature, linear conductance, $G_0 = 2e^2/h$ is the conductance quantum, and the expansion coefficients of the quadratic terms are

$$C_T = \frac{1}{6} \pi^2 (\tilde{C}_A + C_A), \quad C_V = \frac{1}{8} (\tilde{C}_A + \frac{1}{2} C_A).$$  \hspace{0.5cm} (30)

Equations (30) and (27) are consistent with expressions for $C_T$ and $C_V$ recently derived by Oguri and Hewson [62] (see Appendix C).

The four $C$ coefficients introduced above all have dimensions of (energy)$^{-2}$. If we express them as

$$\tilde{C}_A = \frac{\epsilon_A}{E_\sigma^2}, \quad C_X = \frac{c_X}{E_\sigma^2}, \quad X = A, \text{ or } V, \text{ and } T,$$  \hspace{0.5cm} (31)

where $E_\sigma$ is the FL scale of Eq. (19), the resulting four $c$ coefficients are dimensionless, with $C_T$ and $C_V$ corresponding to the coefficients calculated in Ref. [46]. For asymmetric couplings to the leads [75–77], not considered here, the conductance also contains a term linear in $V$, as also discussed in Ref. [54], where the same formalism has been applied.

Equations (27) instructively reveal which role the various FL parameters play in determining the shape of the local spectral function $A(\epsilon)$ at the chemical potential, characterized by its “height” $A(0)$, slope $A_1$, and curvature $C_A$. The ground-state phase shifts $\delta_{\sigma 0}$ fix the height at zero temperature and bias, $A_0$. The elastic couplings $\alpha_{1\sigma}$ and $\alpha_{2\sigma}$ of $H_0$ affect only the slope and curvature, but not the height. The inelastic couplings $\phi_1$ and $\phi_{2\sigma}$ determine the leading effect of temperature and bias on the height via $\tilde{C}_A$, while $\phi_1$ also contributes to the curvature $C_A$. Moreover, via the sine and cosine factors, the relative contributions of all terms depend sensitively on the ground-state phase shifts $\delta_{\sigma 0}$, and hence can change significantly when these are tuned via changing parameters such as $B$ or $\epsilon_d$.

### B. Spectral function at particle-hole symmetry

When the single-level, two-lead Anderson model is tuned into the local moment regime, the local spectral function exhibits a Kondo peak that splits with magnetic field. Correspondingly, the nonlinear conductance exhibits a zero-bias peak that likewise splits with increasing field. Our goal is to use FL theory to study the peak splittings of both the spectral function and the nonlinear conductance in qualitative detail. For this purpose, we will focus on the particle-hole symmetric point in this subsection and the next, leaving particle-hole asymmetry to Sec. IIIID.

We begin with a qualitative discussion, based on the results of numerous previous studies of the local moment regime [12,48,78–83]. At zero field, the two components of the local spectral function, $A_\uparrow$ and $A_\downarrow$, both exhibit a Kondo peak at zero energy. An increasing field weakens these peaks and shifts them in opposite directions. When their splitting exceeds their width, which happens for $B$ of order $T_K$, then $A_\uparrow + A_\downarrow$ develops a local minimum at zero energy, implying that $C_A$ changes from positive to negative. We will denote the “splitting field” where $C_A = 0$ by $B_A$. (For $B \gg T_K$ the subpeaks in $A_\uparrow + A_\downarrow$ are located at $\epsilon \approx \pm B$, modulo corrections of order $B / \ln(B/T_K)$ [12,81,83].)

For small fields, where the Kondo peak is well developed, an increasing temperature or bias tends to weaken it, thus reducing the zero-energy spectral height $A(0)$. We thus expect $C_A$ to be a decreasing but positive function of $B$ for small fields. However, this trend can be expected to be reversed for fields of order $T_K$ or larger, where Kondo correlations are weak or absent, in which case we may expect $C_A$ to become negative. We will denote this field by $B_A$. To study this behavior quantitatively, we specialize the results of the previous subsection to the case of particle-hole symmetry using Eq. (16), obtaining

$$A_0 = 2 \cos^2(\pi m_d),$$  \hspace{0.5cm} (32a)

$$\tilde{C}_A = 3 \phi_0^2 \cos(2\pi m_d) + \frac{1}{2} \phi_2 \sin(2\pi m_d),$$  \hspace{0.5cm} (32b)

$$C_A = (2\alpha_1^2 + \phi_1^2) \cos(2\pi m_d) + 2\phi_2 \sin(2\pi m_d).$$  \hspace{0.5cm} (32c)

Figure 1 shows the $B$ dependence of $\epsilon_A = E_\sigma^2 \tilde{C}_A$ and $c_A = E_\sigma^2 C_A$ for several values of $U/\Delta$. (We multiply by the $B$-dependent scale $E_\sigma^2$ [cf. Eq. (31)], since this better reveals the large-field behavior, for reasons explained below.)

The main finding of Fig. 1 is that with increasing field, both $c_A$ and $\epsilon_A$ decrease and change sign, as expected from our qualitative discussion. The sign change for $c_A$ implies that our FL approach reproduces the field-induced splitting of the Kondo peak in the spectral function. Moreover, we find [Fig. 1(e)] that the scale for the fields $B_A$ and $B_A$ is universal, in the usual sense familiar from many aspects of Kondo physics in the Anderson model: the ratios $B_A/T_K$ and $B_A/T_K$ are of order unity and depend only weakly on $U/\Delta$, tending to a constant value in the Kondo limit $U/\Delta \to \infty$. Their limiting value, namely, $B_A = B_A = 0.75073 T_K$, agrees with previous numerical estimates [78,79].
weak interactions, $U/\Delta \lesssim 5$, but becomes increasingly similar with increasing $U/\Delta$. To understand their behavior in the Kondo limit $U/\Delta \to \infty$, we first consider that of $\tilde{C}_A$ and $C_A$. Equations (32) and (17) show that they are equal in this limit, given by

$$\tilde{C}_A = C_A = 3\alpha^3 \cos(2\pi m_d) + 2\beta_1 \sin(2\pi m_d), \quad (33)$$

with zero-field values (indicated by a superscript $K$ for “fully developed Kondo effect”) of

$$\tilde{C}_A^K = C_A^K = \frac{3\pi^2}{16} \frac{1}{T_K^2} \quad (B = 0), \quad (34a)$$

and asymptotic large-field behavior [obtained via (18)]

$$\tilde{C}_A = C_A = -\frac{\pi^2}{B^2 (\ln \beta_r)^4} \ln \beta_r \quad (B \gg T_K). \quad (34b)$$

This confirms that $\tilde{C}_A$ and $C_A$ both become negative at large fields. Their magnitude changes in scale from $\sim 1/T_K^2$ for small fields to becoming negligibly small, $\sim 1/B^2 (\ln \beta_r)^4$, for large fields. We now also see why it is useful to study the $C$ coefficients in the normalized form $c = E^2 C$ of Eq. (31), as done in Fig. 1: $E^2$ increases with $B$ and in the large-field limit [see (21)] compensates the small prefactor in Eq. (34b). Correspondingly normalized, Eqs. (33) and (34) yield

$$\tilde{c}_A^K = c_A^K = \frac{3\pi^2}{16} \quad (B = 0), \quad (36a)$$

$$\tilde{c}_A = c_A = -\frac{1}{3} \ln \beta_r \quad (B \gg T_K). \quad (36b)$$

The $-\ln \beta_r$ term in Eq. (36b) explains the behavior of the Kondo limit curves (thick solid) in Figs. 1(a) and 1(b).

As a consistency check, we note that inserting the Kondo-limit coefficients $\tilde{c}_A^K$ and $C_A^K$ of Eq. (34a) into Eq. (26) for $A(\epsilon)$ yields the low-energy expansion of the spectral function of the spin-$1/2$ Kondo model at $B = 0$. Indeed, the result so obtained,

$$A^K(\epsilon) = 2 - \frac{3\pi^2}{16} \left[ \frac{e^2}{T_K^2} + \frac{3}{(\pi T)^2} + \frac{1}{4} (eV)^2 \right], \quad (37)$$

is consistent with previous studies of the Kondo model for $V = 0 \ [31, 38, 48, 65]$ [see for example Eq. (4) of Ref. [38], where the coefficients of this expansion, called $c_s$ and $c_T'$ there, were checked numerically using NRG].

For completeness, we mention that the opposite limit of weak interactions yields, for $\epsilon_d = U = 0$,

$$\tilde{c}_A = 0, \quad c_A = \frac{\pi^2}{8} \frac{\Delta^2 - 3B^2/4}{\Delta^2 + B^2/4}. \quad (38)$$

**C. Conductance at particle-hole symmetry**

We now turn our attention to transport properties, and again begin with a qualitative discussion. The behavior of the local spectral function discussed in the preceding subsection fully determines, via the Meir-Wingreen formula (23), that of the

![FIG. 1. Low-energy properties of the spectral function at particle-hole symmetry. (a) The normalized height coefficient $\tilde{c}_A^2/c_k^2$ and (b) curvature coefficient $c_A/c_k^3$ of the local spectral function at particle-hole symmetry, plotted as functions of magnetic field [in units of $T_K$, as defined in Eq. (20)], for three values of the interaction parameter $U/\Delta$, including the Kondo limit $U/\Delta = \infty$ [given by Eq. (35)]. The sign change for $C_A$ signals the splitting of the Kondo resonance into two resonances due to the breaking of the Kondo singlet by the magnetic field. (c) The characteristic fields $B_A$ and $\tilde{B}_A$, where $\tilde{C}_A$ and $C_A$ vanish, respectively, plotted in units of $T_K$ as functions of $U/\Delta$. In the Kondo limit, $U/\Delta \to \infty$, they approach the same limiting value, $B_A = \tilde{B}_A = 0.75073T_K$.](image-url)
FIG. 2. FL transport properties at particle-hole symmetry and $U/\Delta = 5$, plotted as functions of $B/T_K$. Left axis: normalized FL transport coefficients $c_V/c_K^+$ (thick solid line) and $c_T/c_K^+$ (thick dashed line). The fields $B_T$ and $B_V$ where $c_T$ and $c_V$ change sign are essentially equal and of order $T_K$. Right axis: normalized zero-temperature linear conductance $G/G_0 = \cos^2(\pi m_d)$ [from Eq. (32a)] (thin solid line).

nonlinear differential conductance. At zero field $G(V, T)$, studied as a function of $V$, exhibits a peak around zero bias which weakens with temperature, and which splits with increasing field.

The details of these changes are quantified by Eq. (30): as $c_A$ and $c_A$ decrease with increasing field and eventually turn negative, the same will happen for $c_T$ and $c_V$. We will denote the “splitting fields” at which $c_T$ or $c_V$ equal zero by $B_T$ or $B_V$, respectively. Since in Eq. (30) the relative weight of $c_A$ to $c_A$ is three times larger in $c_V$ than in $c_T$, the behavior of these two coefficients, and that of the corresponding splitting fields $B_V$ and $B_T$, can thus differ quantitatively.

In the noninteracting limit, where $c_A = 0$, $c_T$, and $c_V$, and $c_A$ are proportional to each other for all fields, $c_V = \frac{1}{2\pi^2}c_T = \frac{1}{4}c_A$, implying splitting fields of $B_T = B_V = (2/\sqrt{3})\Delta$ [see Eq. (38)]. At this field value, the magnetization equals $\frac{1}{6}$ and the zero-temperature linear conductance is $\tilde{G} = \frac{1}{2}e^2/h$, i.e., $\frac{1}{3}$ of the unitary value $G_0 = 2e^2/h$.

With increasing $U/\Delta$, the behavior of $c_T$ and $c_V$ are strikingly similar for small fields and begin to differ only for fields well above $T_K$. This is already evident in Fig. 2, which shows the $B$ dependence of $\tilde{G}$, $c_T$, and $c_V$, for $U/\Delta = 5$. With increasing field, $\tilde{G}$ is smoothly suppressed on a field scale set by $T_K$, while $c_T$ and $c_V$ both decrease and change sign, at essentially the same scales: $B_T$ and $B_V$ are both of order $T_K$, a property that they directly inherit from $B_A$ and $B_A$. However, the large-field values reached by $c_T$ and $c_V$ for $B \gg T_K$ are different. For $U/\Delta$ not too large ($\lesssim 5$, as in Fig. 2), they correspond to the empty-orbital asymptotic forms found in Ref. [46],

$$c_T^o = -\frac{\pi^4}{16}, \quad c_V^o = -\frac{3\pi^2}{64}. \quad (39)$$

A systematic study of the splitting fields $B_T$ and $B_V$ as functions of $U/\Delta$ yields the results shown in Fig. 3. They show qualitatively similar behavior, remaining of order $T_K$ for all values of $U/\Delta$. This implies that $B_T$ and $B_V$ are universal in the same sense as $B_A$.

In the Kondo limit, Eqs. (30), (33), and (34) yield

$$c_T \approx \frac{c_V}{c_T^o} = \frac{c_V}{c_T^o} = \frac{\partial B_{\chi s}}{3\pi^2} \sin(2\pi m_d). \quad (40)$$
with zero-field values and large-field behavior given by

\[ c_T^x = \frac{\pi^4}{16}, \quad c_V^x = \frac{3\pi^2}{32} \quad (B = 0), \]  

\[ \frac{c_T}{c_V} = \frac{c_T^x}{c_V^x} = -\frac{1}{3} \ln \beta_r \quad (B \gg T_K). \]  

To conclude this section, we remark that it is instructive to compare the predictions of our FL theory with those of Hewson, Bauer, and Oguri [30], who computed \( B_v \) for the case of particle-hole symmetry using renormalized perturbation theory (RPT) [see the discussion after their Eqs. (19) and (27)]. For example, for \( U/\Delta = 4\pi \), they find \( \frac{1}{2}B_v \approx 0.584T_K \) [after their Eq. (27)]. This is comparable in magnitude, but not equal, to our result \( B_v \approx 0.7506T_K \) (see our Fig. 3) for the same value of \( U/\Delta \). However, we note that in Ref. [30] the coefficients playing the roles of our \( \alpha_{2x} \) and \( \phi_{2x} \) were computed perturbatively in terms of the renormalized parameters of RPT (the same three parameters are also used at zero magnetic field [40]), and are therefore approximate. As noted in the concluding section of Ref. [46], it is not clear whether this RPT approach contains enough parameters to accurately evaluate \( B_v \).

In an attempt to track down the difference, we have expressed our FL parameters in terms of the RPT parameters needed in general to characterize the local impurity Green’s function (see Appendix B). This can be done by simply expanding the RPT spectral function to second order in \( \epsilon \), \( T \), and \( eV \) and equating the result to our Eqs. (26) and (27). The resulting equations (B8) provide a RPT-FL dictionary that relates the RPT parameters to our FL parameters. Since the latter are computable exactly via the Bethe ansatz, this dictionary provides a number of exact constraints on the RPT parameters. We were not able to ascertain that the expressions provided in Ref. [30] for their RPT parameters satisfy these constraints. We suspect that at finite magnetic field or out of particle-hole symmetry, the second-order RPT (perturbative in the renormalized interaction \( U \)) becomes approximate for the calculation of the coefficients \( \alpha_{2x} \) and \( \phi_{2x} \) [84]. However, we would like to suggest a converse strategy: one could set up a RPT whose input parameters are computed exactly by Bethe ansatz via the RPT-FL dictionary in Appendix B. Doing so would be an interesting goal for future work, since RPT offers the welcome prospect of smoothly linking the exact FL description of the impurity’s low-energy behavior to a description, albeit approximate, that is also useful at higher energies.

Very recently, Oguri and Hewson have taken a decisive step forward which completes the RPT program and puts it on a fully rigorous footing [62]: they used Ward identities together with the analytic and antisymmetry properties of the vertex function of the Anderson impurity model to fully determine all parameters needed in RPT. In doing so, they also presented a microscopic derivation of the FL relations arising from a low-energy expansion of the self-energy and the vertex. Their results are in full agreement with the FL theory presented in Sec. II of this work. Indeed, we show in Appendix C that our analytical expressions for \( C_T \) and \( C_V \) coincide, for general values of \( \epsilon_d \), with those obtained by them. For the case of particle-hole symmetry, they combined their FL analysis with NRG computations of the FL parameters. Their prediction for the splitting field for the zero-bias conductance peak is \( B_v/2 = h_v \simeq 0.4T_K \) for \( U/\Delta = 4\pi \), implying \( B_v/T_K \simeq 0.8 \). This is in fairly good agreement with our prediction at \( U/\Delta = 4\pi \), namely \( B_v/T_K = 0.7506 \). The difference is likely due to different methods for numerically determining the FL parameters—NRG in their work, Bethe ansatz in ours.

As another consistency check for our FL analysis, we have used NRG to compute the equilibrium spectral function \( A(\epsilon) \) and extracted \( C_T \) and \( C_V \) from its leading dependence on \( T \) and \( \epsilon \). The results of this analysis, presented in Appendix D, are consistent with the FL results for \( C_T \) and \( C_V \) of Fig. 2, and \( B_T \) and \( B_V \) of Fig. 3.

D. \( c_V \) away from particle-hole symmetry

Finally, let us examine the behavior of the transport coefficient \( c_V \) away from particle-hole symmetry. We consider only \( \epsilon_d/U > -\frac{1}{2} \) (from which the opposite case follows by particle-hole symmetry). The quantum dot is in a strongly correlated Kondo singlet state as long as the dot is in the local-moment regime \((U/2 < \epsilon_d < -\Delta)\). As \( \epsilon_d \) crosses over through the mixed-valence regime \((|\epsilon_d| < \Delta)\) into the empty-orbital regime \((\epsilon_d \gtrsim \Delta)\), Kondo correlations die out completely. In the previous section, we showed that \( c_V \) changes sign at particle-hole symmetry for splitting fields \( B_V \) of the order of \( T_K \) [see Fig. 3(b)]. Our aim here is to study the evolution of \( B_V \) as \( \epsilon_d/U \) is tuned through the transition from the local-moment regime to the empty-orbital regime. The numerical results reported below were obtained by numerically solving the Bethe ansatz equations for the Anderson model [85] in the form reported in Ref. [29].

Figure 6(a) shows a color-scale plot of \( c_V \) for a large, fixed interaction of \( U/\Delta = 20 \), plotted as a function of field \( B \) and level energy \( \epsilon_d \). Figure 6(b) shows the same data as function of \( B \) along several fixed values of \( \epsilon_d \). We find that throughout the local-moment regime, an increasing field yields a sign change for \( c_V \) as a function of \( B \) around field values that distinctly follow the \( \epsilon_d \) dependence of the Kondo temperature \( T_K \) of Eq. (20) (grey triangles). The latter is well approximated by the analytic formula \( T_K^{(a)} \) of Eq. (22) (black solid line) and coincides with the FL scale \( E_* \) of Eq. (19) at \( B = 0 \) (grey squares), with deviations only in the empty orbital regime \((\epsilon_d \gtrsim \Delta)\).

The behavior of \( c_V \) is strongly modified as soon as the renormalized level increases past the Fermi surface \((\epsilon_d \gtrsim \Delta)\) and the charge on the dot changes from 1 to 0, so that Kondo correlations are completely absent. For low magnetic fields, \( c_V \) is negative and with increasing field evolves through a double sign change with a positive-valued peak in between, see Figs. 6 and 7. This behavior can be understood as follows. At zero magnetic magnetic field, the dot is empty and in a local-moment regime [86], so that its conductance increases with zero-field values and large-field behavior given by
involving doubly occupied intermediate dot states. A perturbative calculation following Haldane [67] yields [87]:

$$\bar{\epsilon}_d = \epsilon_d + \frac{\Delta}{\pi} \ln \frac{\epsilon_d + U}{\alpha \epsilon_d},$$

where $\alpha$ is a constant of order one. For the choice $\alpha \simeq 1.62$ the resonance field values $B = 2\bar{\epsilon}_d$, indicated by vertical solid lines in Fig. 7, indeed match the observed peak positions for $c_V$ rather well.

For $\epsilon_d > \Delta$, the full dependence of $c_V$ on the magnetic field can be well captured analytically by second-order perturbation theory in the dot-lead hybridization [88], using the spin-down state of the dot as virtual intermediate state. Appendix E presents corresponding results for $n_{dd}$ as function of the bare level position $\epsilon_d$ and Zeeman field $B$, from which $c_V$ can be obtained using the formulas of Sec. II. Using the substitution $\bar{\epsilon}_d \to \epsilon_d$ in the final results, one obtains the solid curves for $c_V$ shown in Fig. 7, which agree nicely with our numerical results (symbols). In the limit $\epsilon_d \gg \Delta$, where the spin-down state can be totally neglected, the shape of the $c_V$ peak can be computed by considering a single noninteracting resonant level. The result is

$$c_V = \frac{1}{3} \frac{\Delta^2 - 3(\frac{1}{2}B - \epsilon_d)^2}{\Delta^2 + (\frac{1}{2}B - \epsilon_d)^2},$$

which is peaked symmetrically around the resonance field $B = 2\epsilon_d$.

In the mixed-valence and empty-orbital regimes, the nontrivial $B$ dependence exhibited by $c_V$ is equally well visible in $C_V = c_V/E^2$, see Fig. 7(b) (in contrast to the Kondo regime, where $C_V$ rapidly approaches zero for $B \gtrsim T_K$, cf. Fig. 5).

The reason is that in the mixed-valence and empty-orbital regimes the FL scale $E_\omega$ does not become very large with increasing $B$, because both the spin and charge susceptibilities $\chi_s$ and $\chi_c$ are sizable, ensuring that $E_\omega$ remains small [cf. Eq. (19)]. In fact, both susceptibilities become maximal, and $E_\omega$ minimal, in the regime near near $B \simeq 2\bar{\epsilon}_d$, where the empty and singly occupied dot states are in resonance. This
IV. SUMMARY AND CONCLUSIONS

We extended the FL framework of Ref. [46] to the single-impurity Anderson model at finite magnetic field where low-energy properties can be calculated in the whole phase diagram. Using a generalization of the “floating Kondo resonance” argument of Nozières, we expressed all parameters of the low-energy effective FL Hamiltonian in terms of the zero-temperature local occupation functions \( n_{d0} \) and their derivatives with respect to level energy and magnetic field. Our results are in full agreement with a recent analysis of Oguri and Hewson [62]. We evaluated our expressions for the FL parameters using precise Bethe ansatz calculations. Focussing on strong interaction, zero temperature and particle-hole symmetry where the Kondo singlet forms, we obtained exact results for the magnetic-field dependence of \( \tilde{c}_A \) and \( c_A \), two parameters that characterize the zero-energy height and curvature of the equilibrium spectral function, respectively. We also computed the splitting field \( B_A \) at which \( c_A \) changes sign, signaling the onset of a field-induced splitting of the equilibrium Kondo peak, and find that \( B_A \) is of order \( T_K \) throughout the local-moment regime, as expected.

We next performed exact calculations of the FL transport coefficients \( c_T \) and \( c_V \) at particle-hole symmetry but for arbitrary magnetic fields. In the local-moment regime, we find that both \( c_T \) and \( c_V \) change sign at a field of order \( T_K \), as expected. Finally, we also calculated the magnetic-field dependence of \( c_V \) throughout the crossover from the local-moment through the mixed-valence into the empty-orbital regime. Throughout the former, the behavior of \( c_V \) is qualitatively similar to that found at particle-hole symmetry. However, it changes dramatically upon entering the empty orbital regime: there, \( c_V \) is negative at zero magnetic field, but with increasing field traverses a positive-valued peak at twice the renormalized level energy, \( B \simeq 2\tilde{\varepsilon}_d \), arising from a spin-polarized resonance between the empty and singly-occupied dot states.

It would be an interesting challenge for experimental studies of nonequilibrium transport through quantum dots to check our peak-splitting predictions by detailed measurements of the nonlinear conductance as a function of bias voltage and field. Since the specifics of our peak-splitting predictions are model dependent, it would be important to strive for a faithful implementation of the single-level Anderson model, requiring a small dot with a very large level spacing, and to make the ratio \( U/\Delta \) as large as possible.

To conclude, we have used exact tools to address the question posed in the title of our paper, finding \( B_T = B_V = 0.75073T_K \) in the Kondo limit. On a quantitative level, our work establishes exact benchmark results against which any future numerical work on the nonequilibrium properties of the Anderson model can be tested.
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APPENDIX A: KONDO MODEL AT LARGE MAGNETIC FIELD

In this Appendix, we perform a consistency check of the FL theory of the main text by considering the Kondo model in the large-field limit \( B \gg T_K \). To this end, we derive an effective FL Hamiltonian from the Kondo Hamiltonian by doing second-order perturbation theory in spin-flip scattering. This yields explicit expressions, in terms of the bare parameters of the Kondo model, for the FL parameters \( \delta_{\sigma \tau}, \alpha_{\sigma \tau} \), and \( \phi_{\sigma \tau} \), and hence, via the FL relations (13), also for \( m_d, \chi_s \), and \( \partial \chi_s / \partial B \). Satisfyingly, the latter expressions turn out to fully agree with the corresponding Bethe ansatz results in the large-field limit.

A standard mapping exists between the Anderson model, Eq. (1), and the Kondo model \( H_K = -B S_z + \sum_{\sigma, k} \epsilon_k c_{\sigma k}^\dagger c_{\sigma k} + H_{\text{ex}} \) with the spin-exchange interaction

\[
H_{\text{ex}} = J S \cdot s, \quad (A1)
\]

where \( s = \sum_{\sigma, k} c_{\sigma k}^\dagger \tau_{\sigma \sigma'} c_{\sigma' k} \) denotes the local spin of conduction electrons and \( \tau_{\sigma \sigma'} \) is a vector composed of the Pauli matrices. The mapping holds at particle-hole symmetry, where \( J, \epsilon \) order perturbation theory in spin-flip scattering. This yields the Hamiltonian from the Kondo Hamiltonian by doing second-order perturbation with respect to \( H_p \). The mapping holds at particle-hole symmetry, where \( J, \epsilon \) order perturbation theory in spin-flip scattering. This yields the Hamiltonian from the Kondo Hamiltonian by doing second-order perturbation with respect to \( H_p \).

The FL Hamiltonian of Eq. (3) can be derived perturbatively at large magnetic fields \( B \gg T_K \). A strong magnetic field polarizes the impurity and a perturbation expansion with respect to the impurity in the spin up state \( |\uparrow\rangle \) can be formulated. The result is a perturbative Hamiltonian \( H_{\text{pert}} = H_1 + H_2 + \ldots \) written as a series with increasing powers of \( J \), in which the spin impurity has disappeared. The leading order \( H_1 \) is simply obtained by averaging the exchange Kondo term over the spin up state,

\[
H_1 = \langle |H_{\text{ex}}| \rangle = \frac{J}{2} \sum_{\sigma, k} c_{\sigma k}^\dagger c_{\sigma k}, \quad (A2)
\]

corresponding to a spin-selective potential scattering term inducing the phase shifts \( \delta_{\uparrow \uparrow} = \pi - \pi \nu_0 J / 4 \) and \( \delta_{\uparrow \downarrow} = \pi \nu_0 J / 4 \).

The next order, \( H_2 \), arises from virtual impurity spin-flip processes in which an electron-hole pair (with opposite spins) is excited. It is obtained by using the standard Schrieffer-Wolff technique, with the outcome

\[
H_2 = \frac{J^2}{8} \sum_{\{k\}} \frac{1}{B + \epsilon_3 - \epsilon_4} c_{\uparrow k_1}^\dagger c_{\downarrow k_2}^\dagger c_{\downarrow k_1} c_{\uparrow k_2} + \text{H.c}. \quad (A3)
\]

In order to compare this result with the FL form of Eq. (3), we normal order the two equal-spin pairs of operators in Eq. (A3) with respect to a reference ground state with spin-dependent chemical potentials \( \epsilon_{0\sigma} = -\frac{1}{2} \sigma B_0 \) close to \( \mu_{0\sigma} = 0 \) (in the Kondo limit, where \( \epsilon_d = -\infty \), there is no need to use \( \epsilon_0 \neq 0 \)),

\[
\begin{align}
&c_{k_1}^\dagger c_{k_1}^\dagger = -c_{k_1}^\dagger c_{k_1}^\dagger + \delta_{k_1, k_2} \hat{\theta} (\epsilon_2 - \epsilon_0) , \quad (A4a) \\
c_{k_1}^\dagger c_{k_2}^\dagger = c_{k_1}^\dagger c_{k_2}^\dagger + \delta_{k_1, k_2} \hat{\theta} (\epsilon_1 - \epsilon_1) . \quad (A4b)
\end{align}
\]

Inserting these expressions into Eq. (A3) yields, up to a constant term, \( H_2 = H_{\text{a}} + H_{\phi} \), with

\[
\begin{align}
H_{\text{a}} &= \frac{J^2}{8} \sum_{\sigma, k, k_1} \sigma \ln \left[ \frac{\sigma (\epsilon_1 - \epsilon_0)}{\epsilon_1 - \epsilon_0} \right] c_{\sigma k_1}^\dagger c_{\sigma k} + \text{H.c}. , \quad (A5) \\
H_{\phi} &= \frac{J^2}{8} \sum_{\sigma, k} \frac{\epsilon_2 - \epsilon_4}{B - B_0 + (\epsilon_3 - \epsilon_0) - (\epsilon_4 - \epsilon_0) + \text{H.c}.} . \quad (A6)
\end{align}
\]

where \( D \) is the high-energy cutoff of the Kondo model. \( H_{\text{a}} \) describes elastic potential scattering. It can be expanded by assuming \( (\epsilon_{1, 2} - \epsilon_{0\sigma}) \ll B - B_0 \). The zeroth order gives the first logarithmic correction to the zero-energy phase shifts,

\[
\left\{ \begin{array}{l}
\delta_{\uparrow \uparrow} = \frac{\pi}{4} + \frac{\nu_0 J}{4} - \frac{\nu_0 J^2}{4} \ln \frac{D}{B - B_0} . \quad (A7)
\end{array} \right.
\]

Changing from wave vector to energy summations, the first and second orders obtained from Eq. (A5) reproduce precisely \( [90] \) \( H_{\text{a}} \) in Eq. (3), with \( \alpha_1 = 0, \alpha_2 = 0, \) and

\[
\alpha_1 = -\frac{\nu_0 J^2}{4(4B - B_0)}, \quad \alpha_2 = -\frac{\nu_0 J^2}{8(4B - B_0)^2}. \quad (A8)
\]

Next, expand \( H_{\phi} \) to first order in \( (\epsilon_3 - \epsilon_0)/B - B_0 \). The result coincides with \( H_{\phi} \) in Eq. (3), with \( \phi_2 = 0, \)

\[
\phi_1 = -\frac{\nu_0 J^2}{4(4B - B_0)} . \quad (A9)
\]

Equations (A7) to (A9) are the main results of this Appendix. They explicitly give all the FL parameters in terms of the bare parameters of the Kondo model and the dummy reference energies \( \epsilon_{0\sigma} = -\frac{1}{2} \sigma B_0 \), illustrating explicitly that the latter occur only in the combination \( B - B_0 \) [cf. Eq. (5)]. It is easy to verify explicitly that Eqs. (A7) to (A9) satisfy the FL relations (9) (in the latter, all derivatives w.r.t. \( \epsilon_d \) vanish in the Kondo limit). Moreover, the above derivation clarifies the underlying reason for why the FL parameters necessarily must be mutually interrelated: they arise as expansion coefficients of the actual physical Hamiltonian in the large-field Kondo limit, namely \( H_2 \) of Eq. (A3), whose functional form fully fixes all terms in the expansion \( H_2 = H_{\text{a}} + H_{\phi} + \ldots \).

Equations (A7) to (A9) can also be used to test our predictions (17) for how the FL parameters are related to susceptibilities. To this end, we remove the dependence on the dummy reference energy by setting it to \( \epsilon_{0\sigma} = \mu_{0\sigma} = 0 \) [as done in Eq. (11)]. Then, we directly compute the magnetization and spin susceptibility at large magnetic field. The Bethe ansatz solution provides a universal expression for the magnetization of the Kondo model,

\[
m_d = \frac{1}{2} - \frac{1}{2 \pi^2} \int_0^{\infty} dt \frac{\sin(\pi t) (\beta_t t)^{-1}}{t} \Gamma \left( \frac{1}{2} + t \right) . \quad (A10)
\]
where the ratio $\beta_c = \frac{1}{2}(B/T_K)^2 \geq \frac{1}{2}$ is written in terms of the Kondo temperature $T_K$ extracted from the zero-field spin susceptibility [Eq. (20)]. At large magnetic fields, Eq. (A10) can be expanded in powers of $1/\ln\beta_c$. Noting that (we use that $T_K \sim D e^{-1/\nu_0}/J$)

$$\frac{2}{\ln\beta_c} \approx \frac{v_0 J}{1 + v_0 J \ln(B/D)} \approx v_0 J + \ldots, \quad (A11)$$

we also find an expansion for $v_0 J \ll 1$. At large magnetic fields, one obtains

$$m_d = \frac{1}{2} - \frac{v_0 J}{4}, \quad \chi_x = \frac{(v_0 J)^2}{4B}, \quad \frac{\partial\chi_x}{\partial B} = -\frac{(v_0 J)^2}{4B^2}. \quad (A12)$$

Inserting these susceptibilities into Eqs. (17) for the FL parameters, we recover Eqs. (A8), (A9), which serves as a nice consistency check for Eqs. (17). [Eq. (A12) for $m_d$ does not strictly approach $\frac{1}{2}$ in the limit $B \to \infty$, because the calculation is perturbative in $v_0 J$.] In summary, in this Appendix, we explicitly derived the FL Hamiltonian at large magnetic field and checked the FL relations advertised in this paper.

**APPENDIX B: RPT-FL DICTIONARY**

It is instructive to relate the FL parameters introduced in this work to the parameters that are used in renormalized perturbation theory (RPT) [30,39–41,43] to parametrize the low-energy behavior of the retarded local Green’s function of the impurity, $G_{d\sigma}(\omega) = 1/(\omega - \Sigma_{\sigma}(\omega))$. If $\omega, T,$ and $eV$ are so small that the impurity self-energy may be expanded to second order in these variables, this correlator can be expressed in the form

$$G_{d\sigma}(\omega) = \frac{\tilde{z}_\sigma}{\omega - \tilde{\varepsilon}_{d\sigma} + i\tilde{\Delta}_{\sigma} + \tilde{R}_{\sigma} + i\tilde{I}_{\sigma}}. \quad (B1)$$

All parameters carrying tildes are understood to be functions of magnetic field. $\tilde{z}_\sigma = [1 - \delta_\sigma \Sigma_{\sigma}(0)]^{-1}$ is the quasiparticle weight, $\tilde{\varepsilon}_{d\sigma} = \{\varepsilon_{d\sigma} + \Sigma_{\sigma}(0)\} \tilde{z}_\sigma$ the renormalized position of the local level with spin $\sigma$, and $\tilde{\Delta}_{\sigma} = \tilde{z}_\sigma \Delta_{\sigma}$ its renormalized width. $\tilde{R}_{\sigma}$ and $\tilde{I}_{\sigma}$ are the real and imaginary parts of $-\Sigma_{\sigma}(2)\tilde{z}_\sigma$, coming from the second-order term in the self-energy, which we parametrize as

$$\tilde{R}_{\sigma} = R_{\omega\sigma}(\omega) \omega^2 + \tilde{R}_{\omega\sigma} \left[\frac{1}{2}(\pi T)^2 + \frac{1}{2}(eV)^2\right], \quad (B2a)$$

$$\tilde{I}_{\sigma} = \tilde{I}_{\omega\sigma} \left[\frac{1}{2}\omega^2 + \frac{1}{2}(\pi T)^2 + \frac{1}{2}(eV)^2\right], \quad (B2b)$$

where $R_{\omega\sigma}, \tilde{R}_{\omega\sigma}$, and $\tilde{I}_{\omega\sigma}$ are constants independent of $\omega, T$, and $eV$. The imaginary part of the second-order self-energy can only depend on the combination of energy, temperature, and bias stated in Eq. (B2b), because it is governed by the second-order term of the inelastic $T$ matrix, which we know to depend only on this combination [Eq. (24b)]. The corresponding real part, however, requires two separate coefficients for its energy dependence and its temperature and voltage dependence [Eq. (B2a)], because the former also receives a contribution from the elastic $T$ matrix, but the latter does not.

The spin-resolved version of the FL spectral function discussed in the main text is normalized such that $A_{\sigma}(0) = 1$ for the symmetric Anderson model at $T = V = B = 0$. It is related to the imaginary part of the local Green’s function by $A_{\sigma}(\omega) = -{(\pi \Delta)}^{\frac{1}{2}} \text{Im} G_{\omega\sigma}(\omega)$, hence [from Eq. (B1)]

$$A_{\sigma}(\omega) = \frac{\Delta_{\sigma} (\Delta_{\sigma} + \tilde{I}_{\sigma})}{(\omega - \tilde{\varepsilon}_{d\sigma} + \tilde{R}_{\sigma} + i\tilde{I}_{\sigma})^2}. \quad (B3)$$

When this expression is expanded in the form of the spin-resolved versions of Eq. (26),

$$A_{\sigma}(\omega) = A_{0\sigma} + A_{1\sigma} \omega - \tilde{C}_{A\sigma} \left[\frac{1}{2}(\pi T)^2 + \frac{1}{2}(eV)^2\right] - C_{A\sigma} \omega^2, \quad (B4)$$

and the expansion coefficients are expressed in terms of

$$\tilde{\rho}_\sigma = -\frac{1}{\pi} \text{Im} G_{d\sigma}(0) = \frac{\tilde{\Delta}_\sigma}{\tilde{\Delta}_\sigma^2 + \frac{1}{2} \tilde{\varepsilon}_{d\sigma}^2}, \quad (B5)$$

$$\frac{\sin(\delta_{d\sigma})}{\sqrt{\tilde{\Delta}_\sigma^2 + \frac{1}{2} \tilde{\varepsilon}_{d\sigma}^2}} = \frac{\tilde{\varepsilon}_{d\sigma}}{\sqrt{\tilde{\Delta}_\sigma^2 + \frac{1}{2} \tilde{\varepsilon}_{d\sigma}^2}}. \quad (B6)$$

one readily obtains

$$A_{0\sigma} = \sin^2(\delta_{d\sigma}), \quad (B7a)$$

$$A_{1\sigma} = \pi \tilde{\rho}_\sigma \sin(2\delta_{d\sigma}), \quad (B7b)$$

$$\tilde{C}_{A\sigma} = -\pi \tilde{\rho}_\sigma \left[\tilde{R}_{\omega\sigma} \sin(2\delta_{d\sigma}) + \tilde{I}_{\omega\sigma} \cos(2\delta_{d\sigma})\right], \quad (B7c)$$

$$C_{A\sigma} = -\pi \tilde{\rho}_\sigma \left[\tilde{R}_{\omega\sigma} \sin(2\delta_{d\sigma}) + \frac{1}{2} \tilde{I}_{\omega\sigma} \cos(2\delta_{d\sigma})\right]$$

$$+ (\pi \tilde{\rho}_\sigma)^2 [4 \sin^2(\delta_{d\sigma}) - 3]. \quad (B7d)$$

By comparing Eq. (B7) to the expressions (27) of the main text, we can express all the FL parameters in terms of RPT parameters. Equations (B7b) and (B7c) imply

$$\alpha_{1\sigma} = \pi \tilde{\rho}_\sigma, \quad \phi_1 = \frac{2}{3} \pi \tilde{\rho}_\sigma \tilde{I}_{\omega\sigma}, \quad \phi_{2\sigma} = -4\pi \tilde{\rho}_\sigma \tilde{R}_{\omega\sigma}. \quad (B8a)$$

Inserting these into Eq. (27c) and solving for $\alpha_{2\sigma}$, we find

$$\alpha_{2\sigma} = (\pi \tilde{\rho}_\sigma)^2 \cot(\delta_{d\sigma}) + \pi \tilde{\rho}_\sigma \tilde{R}_{\omega\sigma}. \quad (B8b)$$

Equations (B8) constitute a useful dictionary that relates the RPT parameters, which characterize the impurity dynamics, to the FL parameters, which characterize the quasiparticle dynamics.

In conjunction with Eq. (13), the RPT-FL dictionary can be used to express the RPT parameters in terms of local ground-state susceptibilities; they can thus be computed exactly via the Bethe ansatz. Moreover, if alternative strategies (e.g., NRG) are used to compute the RPT parameters, then the relations (15) to (18) between various FL parameters that hold for certain special cases (zero field, or particle-hole symmetry, or the Kondo limit), suitably transcribed using the RPT-FL dictionary, provide useful consistency checks on the RPT parameters.

**APPENDIX C: AGREEMENT OF THE TRANSPORT COEFFICIENTS $C_T$ AND $C_V$ WITH THOSE OF OGURI AND HEWSON**

In this Appendix, we verify that our expressions for the transport coefficients $C_T$ and $C_V$, given by Eqs. (30) and (27), are consistent with those recently derived by Oguri and Hewson.
The conductance expansion (29) reads
\[ G(V, T) = \frac{2e^2}{h} \sum_{\sigma} \left[ \sin^2(\delta_{0\sigma}) - \tilde{C}_{T,\sigma}T^2 - \tilde{C}_{V,\sigma}(eV)^2 \right], \]
with
\[ \tilde{C}_{T,\sigma} = \frac{\pi^2}{6} \left[ -\cos(2\delta_{0\sigma}) (\chi^2_{\sigma\sigma} + 2\chi^2_{\uparrow\downarrow}) \right. \]
\[ + \frac{\sin(2\delta_{0\sigma})}{2\pi} \left( \frac{\partial \chi_{\sigma\sigma}}{\partial \epsilon_d^t} + \sigma \frac{\partial \chi^{\uparrow\downarrow}}{\partial h} \right) \left. \right], \]
\[ \tilde{C}_{V,\sigma} = \frac{\pi^2}{8} \left[ -\cos(2\delta_{0\sigma}) (5\chi^2_{\sigma\sigma} + 2\chi^2_{\uparrow\downarrow}) \right. \]
\[ + \frac{\sin(2\delta_{0\sigma})}{2\pi} \left( \frac{\partial \chi_{\sigma\sigma}}{\partial \epsilon_d^t} + \sigma \frac{\partial \chi^{\uparrow\downarrow}}{\partial h} + 2\sigma \frac{\partial \chi^{\uparrow\downarrow}}{\partial h} \right) \left. \right]. \]

In which \( 2h = B \) and \( \chi_{\sigma\sigma'} = -\partial n_{d\sigma}/\partial \epsilon_{d\sigma'} \). Notice that \( \chi_{\sigma\sigma'} = \chi_{\sigma'\sigma} \), as \( n_{d\sigma}(\epsilon_d, h) = n_{d-\sigma}(\epsilon_d, -h) \). In this notation, after making the substitutions
\[ \frac{\partial}{\partial \epsilon_d^t} = \frac{\partial}{\partial \epsilon_d^t} + \frac{\partial}{\partial \epsilon_d^\dagger}, \]
our susceptibilities (12) read
\[ \chi_m = \frac{\chi^{\uparrow\downarrow} - \chi^{\downarrow\uparrow}}{2}, \quad \chi_t = \frac{\chi^{\uparrow\downarrow} + \chi^{\downarrow\uparrow} - 2\chi^{\uparrow\downarrow}}{4}, \]
\[ \chi_e = \chi^{\uparrow\downarrow} + \chi^{\downarrow\uparrow} + 2\chi^{\uparrow\downarrow}. \]

Comparing Eqs. (C2) with our Eqs. (27) and (30) for \( C_T \) and \( C_V \), one finds that they are consistent provided that the following relations hold:
\[ \pi^2 (\chi^2_{\sigma\sigma} + 2\chi^2_{\uparrow\downarrow}) = \alpha^2_{t\sigma} + 2\phi^2, \]
\[ \pi^2 (\chi^2_{\sigma\sigma} + 5\chi^2_{\uparrow\downarrow}) = \alpha^2_{t\sigma} + 5\phi^2, \]
\[ \frac{\pi}{2} \left( \frac{\partial \chi_{\sigma\sigma}}{\partial \epsilon_d} + \sigma \frac{\partial \chi^{\uparrow\downarrow}}{\partial h} \right) = \frac{1}{4} \phi_{2\beta} - \alpha_{2\sigma}, \]
\[ \frac{\pi}{2} \left( \frac{\partial \chi_{\sigma\sigma}}{\partial \epsilon_d} + \alpha \frac{\partial \chi^{\uparrow\downarrow}}{\partial h} \right) = \frac{3}{4} \phi_{2\beta} - \alpha_{2\sigma}. \]

This is indeed the case. Equalities (C5) and (C6) readily follow from the substitution
\[ \phi_1 = -\pi \chi^{\uparrow\downarrow}, \quad \alpha_{1\sigma} = \sigma \pi \chi_{\sigma\sigma}. \]

Equation (C7) is shown by writing its right-hand side in the form \( \phi_{2\beta}/4 - \alpha_{2\sigma} = \pi (\partial_{\epsilon_d} \chi_{\sigma\sigma} + \partial_{\epsilon_d} \chi_{\uparrow\downarrow})/2 \), then by using the substitution (C3) on the left-hand side of Eq. (C7), and using \( \partial_{\epsilon_d} \chi_{\sigma\sigma} = \partial_{\epsilon_d} \chi_{\sigma\sigma} \). The equality (C8) is shown in a similar fashion: applying Eq. (C4) on the right-hand side, the equality is derived provided that \( \partial_{\epsilon_d} \chi_{\sigma\sigma} + \sigma \partial_{h} \chi^{\uparrow\downarrow} - (\partial_{\epsilon_d} - \sigma \partial_{h})(\chi^{\uparrow\downarrow} + \chi^{\downarrow\uparrow})/2 = 0 \), which is readily shown after substitution (C3).

APPENDIX D: NRG COMPUTATION OF \( C_T \) AND \( C_V \)

In this Appendix, we describe a consistency check for our FL theory. We consider the case of particle-hole symmetry \( (\epsilon_d = -U/2) \), and use the numerical renormalization group (NRG) [57,58] to compute the equilibrium impurity spectral function, \( A(\epsilon) \), as a function of temperature and magnetic field. Although this is an equilibrium quantity, it contains sufficient information to determine not only \( C_T \) but also \( C_V \)—the point is that both these transport coefficients are fully determined by the expansion coefficients \( \tilde{C}_\lambda \) and \( C_\lambda \) [See Eq. (26)], which can be extracted from the low-energy behavior of the equilibrium spectral function \( A(\epsilon) \). As shown below, the NRG results for the magnetic-field dependence \( C_T \) and \( C_V \) are consistent with the FL predictions obtained in the main text.

1. Method, definitions, and conventions

We employ the full-density-matrix NRG approach (fdm-NRG) [59,91], based on a complete basis sets [25]. We also fully exploit non-Abelian symmetries [92] where applicable. Here, this is SU(2) spin when there is no magnetic field \( (B = 0) \), and SU(2) particle-hole symmetry. During NRG iterative diagonalization, we keep track of symmetry multiplets rather than individual states, and \( N_{\text{kept}}^\ast \) specifies the reduced, i.e., effective dimensionality in terms of number of kept multiplets. The discrete spectral data is \( z \)-averaged [93,94] by averaging over \( n_z \) equally spaced \( z \) shifts, with \( z \in (0, 1] \), for the logarithmically discretized conduction band energies, \( \Lambda^{-\nu\omega} \), with the discretization parameter \( \Lambda \gtrsim 2 \) and \( n \) being integers.

At particle-hole symmetry and in equilibrium, Eq. (26) for the low-energy behavior of the impurity spectral function simplifies to
\[ A(\epsilon) \equiv \sum_{\sigma} A_{\sigma}(\epsilon) = \Lambda_0 - \frac{1}{3} \tilde{C}_A(\pi T)^2 - C_A\epsilon^2. \]

The output of an NRG computation of \( A(\epsilon) \) yields a representation of this function as a weighted sum over discrete delta functions. Usually, these are broadened individually to obtain a smooth, continuous curve [58,91,95]. The coefficients in Eq. (D1) may then be obtained by fits to such broadened curves. However, a much better way to extract these coefficients is from integrals of the discrete data itself—this avoids the need for broadening and hence yields significantly lower error bars on the Fermi liquid coefficients [38,91]. A convenient way of extracting \( \tilde{C}_A \) and \( C_A \) from the discrete NRG data is to consider the integral
\[ g_A(T) \equiv \frac{1}{2} \int d\epsilon A(\epsilon) \frac{-df_A(\epsilon)}{d\epsilon}, \]
where \( \frac{1}{2} A \) is the spin-averaged spectral function, and \( f_A(\omega) = [1 + e^{\omega/(\alpha T)}]^{-1} \) a Fermi function with temperature scaled by a factor \( \alpha \). For \( \alpha = 1 \), Eq. (D2) corresponds to the dimensionless version of the linear conductance of Eq. (29). \( g(T) \equiv g_1(T) = G(0, T)/G_0 \). Inserting Eq. (D1) into Eq. (D2), we obtain
\[ g_A(T) \equiv \frac{1}{2} A_0 - C_A T^2, \quad \text{with} \quad C_A = \frac{\pi^2}{6} (\tilde{C}_A + \alpha^2 C_A). \]
The coefficient $C_a$ can be extracted from the curvature of $g_a(T)$ in the limit $T/T_K \ll 1$, and $C_T$ or $C_V$ are found, via Eq. (30), by doing this for $\alpha = 1$ or $\alpha = 1/\sqrt{3}$:

\[
C_T = \frac{1}{6} \pi^2 (\tilde{C}_A + C_A) = C_1, \quad (D4a)
\]

\[
C_V = \frac{3}{8} \left( \tilde{C}_A + \frac{1}{3} C_A \right) = \left( \frac{3}{2 \pi} \right)^2 C_1/\sqrt{3}. \quad (D4b)
\]

In the Kondo limit $U/\Delta \to \infty$, the zero-field values of these coefficients follow from Eq. (34),

\[
C_T^K = C_V^K = \frac{\pi^4}{16 T_K^2}, \quad \text{and} \quad C_V^K = \frac{3 \pi^2}{32 T_K^2}, \quad (D5)
\]

with $T_K \equiv 1/4 \chi_B^{\mu=0}$ defined from the zero-field impurity spin susceptibility.

2. Numerical results

Our NRG calculations were performed for the single-impurity Anderson model with a box-shaped density of states with half-bandwidth $D = 1$, which thus sets the unit of energy unless specified otherwise. For the results shown in Fig. 8, we used a hybridization strength $\Delta = 10^{-3}$, $U/\Delta = 5$, $\varepsilon_d = -U/2$, resulting in a Kondo temperature of $T_K = 2.990 \times 10^{-4}$. Since both $U$ and $\Gamma$ are much smaller than the bandwidth, and the local dynamics is cut off by the energy scale $U$, the parameter regime analyzed essentially is equivalent [38] to an infinite bandwidth scenario as considered in the main text.

Our NRG results for the temperature-dependent linear conductance, $g(T) = g_{a=1}(T)$, are shown in Fig. 8(a), for a fine-grained set of $B$ values uniformly distributed around $T_K$ on a logarithmic grid. To determine the Fermi liquid coefficient $C_T = C_{a=1}$ for a given field, the curvature of the corresponding curve must be extracted in the regime $t \equiv T/T_K \ll 1$. On the other hand, $t$ must be sufficiently large that the temperature-dependent variation in $g(T)$ exceeds the NRG resolution (typically, $\delta g \gtrsim 10^{-3}$). In practice, we constrain the fitting interval to $t \in [0.01, 0.05] \times \max(T_K, B)$ [vertical dashed lines in Figs. 8(b)–8(d)]. Since we use a fine-grained logarithmic grid for $t$, cutting out $t < 0.01$ is also required to avoid a bias of the fit towards a dense set of data points at $t = 0$.

We perform a symmetrized ($p = 4$)-th order polynomial fit, by also including the mirror image $t \rightarrow -t$ of the data. This way, even only even polynomial coefficients are nonzero.

Two exemplary fits are shown in Figs. 8(e) and 8(d). In panel (c), $C_T \approx 0$, indicating that the field is close to the value $B_T$ where the curvature $C_T$ changes sign. In contrast, Fig. 8(d) analyzes the conductance data for the magnetic field where the upward curvature in the conductance is maximal [this corresponds to the minimum of $C_T$ in Fig. 8(e)]. Both panels (c) and (d) show that $g(T)$ deviates significantly from the quadratic regime already for $t \approx 0.1$. Hence smaller $t$ is required for the fit (here we use $t \lesssim 0.05$) while already allowing for quartic corrections. Moreover, note that $g_a(T)$ varies by $\lesssim 0.5\%$ over the fitting interval, illustrating that an accurate determination of the curvature requires $g_a(T)$ to be known with an accuracy of order $\lesssim 0.1\%$.

Figure 8(e) shows the curvatures $C_T$ and $(2\pi/3)^2 C_V$ extracted from all the curves in panel (a), normalized by $C_T^K$ and plotted as dots, as functions of $B/T_K$. The NRG results are in very good agreement with the FL predictions (Bethe ansatz data, solid lines, replotted from Fig. 3 of main text). For the specific value $U/\Delta = 5$ used in this plot, the field at which $C_T$ vanishes, as obtained by interpolation from the discrete set of NRG data points, is $B_T/T_K = 0.767$. This agrees to within about 1% with the FL prediction. Panel (f) replots the data from (e) on a log-x scale, showing good agreement down to the smallest magnetic fields.

We have repeated the above analysis for a range of interaction strengths to extract $B_T$ and $B_V$ as functions of $U/\Delta$. The results are shown in Fig. 9. The NRG results are consistent with the FL predictions within the indicated simple error estimates.
Note that the error estimates increase with decreasing $U/\Delta$, because this causes the Kondo peak to become broader, making it more difficult to accurately extract curvature coefficients. The fact that the error estimates are quite sizable, varying between 3% and 12%, reflects the challenge of extracting coefficients $\tilde{C_A}$ and $\tilde{C_A}$ at nonzero $T$ had been flawed, which is why we now instead use $C_1$ and $C_1/\sqrt{\gamma}$ to determine $C_T$ and $C_V$, as described above.

APPENDIX E: PERTURBATION RESULTS IN THE $\epsilon_d \gg \Delta$ LIMIT

The FL coefficients needed to derive the spectral coefficients $\tilde{C_A}$, $c_A$ and transport coefficients $c_V$, $c_T$, depend on the zero-temperature dot occupation functions $n_{d\sigma}$ and their derivatives with respect to the level energy $\epsilon_d$ and magnetic field $B$. Deep in the empty-orbital regime, where $\epsilon_d \gg \Delta$, the leading corrections to the noninteracting occupations,

$$n_{d\uparrow}^0 = \frac{1}{2} - \frac{1}{\pi} \arctan \left( \frac{\epsilon_d - \frac{1}{2} B}{\Delta} \right),$$  

(E1)

can be computed perturbatively in the dot-lead hybridization, using the spin-down state of the dot as intermediate state (see also Ref. [88]), with the result

$$n_{d\uparrow} = n_{d\uparrow}^0 - \frac{\Delta}{\pi} \left( U n_{d\downarrow}^0 \left( 1 - n_{d\uparrow}^0 \right) \right) \left( \epsilon_d + \frac{1}{2} B \right),$$

(E2a)

and

$$n_{d\downarrow} = \frac{\Delta}{\pi} \left( 1 - n_{d\uparrow}^0 \right) \left( \epsilon_d + \frac{1}{2} B \right) + \frac{n_{d\uparrow}^0}{\epsilon_d + U + \frac{1}{2} B}. $$

(E2b)

All FL parameters can be straightforwardly computed from these expressions using Eqs. (12) and (13). To compare with the numerical results in Fig. 7, we substitute $\epsilon_d \rightarrow \tilde{\epsilon}_d$ [cf. Eq. (42)] in the final result for $c_V$.

In Ref. [61], the last term in Eq. (25) erroneously contained a factor $\phi_{2\theta}$ instead of $\phi_{2\beta}$. Consequently, most subsequent expressions for $\tilde{C}_A$ were incorrect. For example, Eq. (27b) contained an $\phi_{2\theta}$ instead of $\phi_{2\beta}$, and Eq. (32b) an incorrect sign, minus instead of plus, in front of the $\tilde{g}_2$ term. This lead to the wrong conclusion that in the Kondo limit $\tilde{C}_A$ and $C_V$ remain positive for large fields—instead, they turn negative; and that “the conductance retains a (very weak) zero-bias maximum even for strong magnetic fields”—instead, the zero-bias maximum turns into a minimum at a field $B_V$ of order $T_K$.

Expression (24b) for $T_{\text{inel}}$ stems from the quadratic contribution of the $\phi_1$ term in $H_\phi$ to the quasiparticle self-energy. Its $\varepsilon^2 + (\pi T)^2$ contribution is well known in an equilibrium context [31,65]. We obtained its ($\varepsilon V)^2$ contribution as follows. Since $\varepsilon^2$, $T^2$, and ($\varepsilon V)^2$ all characterize the phase space available for inelastically scattering, a quasiparticle having energy $\varepsilon$, their contributions all have the same general form, differing only by numerical prefactors. We deduced that of ($\varepsilon V)^2$ to be $1/2$ by inserting a general low-energy expansion for $A(\varepsilon)$ into (23) for $G(T,V)$, expanding the latter in the form (29) and equating the resulting expression for $C_V$ to the quantity $\varepsilon V/E_s^2$ found in Ref. [46] by a direct calculation of the current. The resulting combination $[\varepsilon^2 + (\pi T)^2 + 1/4(\varepsilon V)^2]$ in Eq. (24b) for $T_{\text{inel}}^*(\varepsilon)$ is consistent with that reported in Eq. (43) of Ref. [96] for the imaginary part of the local self-energy in renormalized perturbation theory.

The numerical prefactor for $\tilde{C}_A$ was chosen to ensure that $\tilde{C}_A = C_A$ in the Kondo limit at zero field, see Eq. (34a).
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