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Abstract

Tests of accuracy in interpersonal perception take many forms. Often, such tests use designs and scoring methods that produce overall accuracy levels that cannot be directly compared across tests. Therefore, progress in understanding accuracy levels has been hampered. The present article employed several techniques for achieving score equivalency. Mean accuracy was converted to a common metric, \( pi \) [Rosenthal, R., & Rubin, D. B. (1989). Effect size estimation for one-sample multiple-choice-type data: Design, analysis, and meta-analysis. Psychological Bulletin, 106, 332–337] in a database of 109 published results representing tests that varied in terms of scoring method (proportion accuracy versus correlation), content (e.g., personality versus affect), number of response options, item preselection, cue channel (e.g., face versus voice), stimulus duration, and dynamism. Overall, accuracy was midway between guessing level and a perfect score, with accuracy being higher for tests based on preselected than unselected stimuli. When item preselection was held constant, accuracy was equivalent for judging affect and judging personality. However, comparisons must be made with caution due to methodological variations between studies and gaps in the literature.

1. Introduction

Interpersonal sensitivity—defined as accuracy in judging others' traits and states—has been a topic of research for a very long time (e.g., Jenness, 1932; Vernon, 1933). Interpersonal sensitivity is correlated with many aspects of psychological functioning (Davis & Kraus, 1997; Hall, Andrzejewski, & Yopchick, in press) and is embraced as an important skill in both personality and social psychology (Funder, 2001a; Hall and Bernieri, 2001; Rosenthal, Hall, DiMatteo, Rogers, & Archer, 1979; Vogt and Colvin, 2003).

However, there are still significant gaps in understanding. These include the origins of interpersonal sensitivity and the nature of causal paths between interpersonal sensitivity and other variables. Another gap, which is the subject of the present article, concerns an understanding of mean levels of accuracy on tests of interpersonal sensitivity. Specifically, we asked whether accuracy for judging traits, such as extraversion, is different from accuracy for judging states, such as emotions. These two traditions of research have had little contact with each other, and the two kinds of accuracy have hardly ever been...
measured in the same group of perceivers (for an exception, see Realo et al., 2003). However, even if they are measured in
the same perceivers, the use of incompatible scoring metrics would still prevent direct comparison of accuracy. We also asked
how accuracy varied as a function of cue channel (e.g., face versus voice), still versus dynamic stimuli, length of stimulus
exposure, and the preselection of stimuli by the test makers. The analysis was based on a database of 109 published results
representing many standard and nonstandard interpersonal sensitivity tests.

These questions have not been asked on any scale up until this time. A major contributing reason for this is the wide
variation in test designs and scoring systems that exists in this literature. Most crucially, different tests produce scores on
different metrics, making comparison difficult to impossible. There are so many ways to measure interpersonal sensitivity that,
according to Zebrowitz (2001), it is hard to develop an empirical understanding of what the field shows and ultimately to
develop a coherent theory of this kind of skill. In fact, Zebrowitz compared those who study interpersonal sensitivity to
the blind men who all declared they were touching a different animal when, in fact, they were all touching the same
elephant.

Accuracy of judging traits (e.g., personality or intelligence) is nearly always measured by asking perceivers to make scalar
ratings of stimuli, such as videotaped interpersonal interactions, with accuracy calculated as a correlation between judg-
ments and criterion values (e.g., Murphy, Hall, & Colvin, 2003; Watson, 1989). Accuracy of judging states (e.g., emotions)
is nearly always measured by having perceivers make categorical judgments of stimuli such as photographs of facial expres-
sions, using a multiple-choice answer format. On such tests, accuracy is calculated as the proportion or percentage correct
(e.g., Bond & DePaulo, 2006; Nowicki & Duke, 1994; Rosenthal et al., 1979). The correlational approach and the proportion-
correct approach are each well suited to the nature of the content being judged—continuous and categorical, respectively—but they create an “apples and oranges” problem because the scores that each method yields are not on the same metric and
therefore cannot be combined or compared directly. This incompatibility is addressed in the present article.

Another incompatibility problem, also addressed here, applies to the proportion-correct approach. For tests within that
methodological tradition, accuracy levels often cannot be compared directly because the number of response options varies
from test to test. A proportion correct of .50, for example, does not mean the same thing when it is based on a test with two
response options versus a test with six options. On the former test a proportion correct of .50 is right at the guessing level
whereas on the latter test the same proportion is far above the guessing level.

In the present review, both of these sources of incompatibility were resolved by applying simple conversion procedures
whereby all results in the database were expressed using a common metric. This metric was the Proportion Index, or \( \pi \),
developed by Rosenthal and Rubin (1989). Applying a common metric was an essential step before meaningful comparisons
across tests could be made.

Lack of a common metric is not always a problem for research synthesis. When the goal is to combine or compare associa-
tions between variables, as in a typical meta-analysis, standard effect size indices such as Cohen’s \( d \) or the Pearson corre-
lation can be used that do not require variables to be measured on the same metric from study to study (Cooper & Hedges,
1994; Rosenthal, 1991). However, for any application in which means will be combined or compared, a common metric is
necessary.

Summarizing and comparing means across studies is a recognized, though infrequently applied, method of research syn-
thesis (Rosenthal, 1991). In the field of interpersonal sensitivity measurement, Russell (1994) averaged the mean accuracy of
decoding basic facial expressions of emotion across studies in order to examine accuracy as a function of the national origins
of the perceivers. Bond and DePaulo (2006) averaged the mean accuracy of detecting deception across studies in order to
look at overall accuracy levels and also to relate accuracy to study characteristics. In both of those reviews, the authors lim-
ited their summaries to tests that used compatible metrics. Juslin and Laukka (2003) used the \( \pi \) statistic to compare accuracy
rates for judging vocally expressed emotions across tests with different designs, and to compare accuracy rates for
vocally expressed emotion versus musical renditions of emotion.

In the present summary of published test results, we describe the comparison between accuracy in judging personality versus
affect, as well as other methodological comparisons, and we discuss issues that are important when considering accuracy
levels on interpersonal sensitivity tests.

2. Method

2.1. Database

In the tests of interpersonal sensitivity included here, perceivers made judgments of adult strangers’ recorded expressions
or behavior, or of adult strangers in live, though minimal, interaction, after which the researcher scored the judgments for
accuracy against a criterion that independently described the targets on the construct in question.

2.1.1. Standard tests

Certain tests were considered to be standard, that is, they were established instruments that were supported by psychome-
tric and validity studies. For these standard tests, results used in the present article were the normative data reported in
test manuals or in large validity studies. Tests treated in this manner, described in more detail in Appendix A (along with
citation information), were: (1) Profile of Nonverbal Sensitivity (PONS: full-length PONS, face and body video PONS, face
and body photo PONS, voice PONS), (2) Interpersonal Perception Task (IPT: 30-item and 15-item versions), (3) Diagnostic Analysis of Nonverbal Accuracy (DANVA: faces, postures, voices), (4) Pictures of Facial Affect (POFA), and (5) Japanese and Caucasian Facial Expressions of Emotion (JACFEE). Only one result was entered into the database for each of these tests; when results from multiple perceivers samples were reported in the test manuals or validity studies, they were averaged to yield one result. Two additional tests were considered standard: (6) the Communication of Affect Receiving Ability Test with categorical scoring (CARAT) and (7) the Japanese and Caucasian Brief Affect Recognition Test (JACBART), but for these two tests there were no published normative data, per se. Therefore, for these two tests we averaged the results from all the studies we located (11 and 7, respectively) and entered the mean into the database as a single entry for each of those tests. All of the standard tests were based on categorical judgments, and they all scored accuracy in terms of proportion correct, that is, the number of correct answers divided by the number of test items.

2.1.2. Nonstandard tests

For tests that were not standard (see definition above), all individual results that fulfilled the criteria described below were included as separate entries. Because of the different treatment of standard versus nonstandard tests, the number of entries for a particular test or kind of test is not proportional to the frequency of its use in the literature. For example, the single entry for the standard PONS test consists of the average accuracy over 62 groups of participants reported by Rosenthal et al. (1979), whereas the single entry for a typical nonstandard test consists of the accuracy of a single group of participants. In the present article, this is not a problem because the goal was simply to describe accuracy levels, not to describe how often different tests have been used.

Nonstandard tests used both the proportion-correct scoring method (see above) and a correlational method of scoring which we call the across-stimuli accuracy correlation.1,2,3 In this method, accuracy for an individual perceiver is scored as the agreement between his/her judgments of a set of stimuli (target persons) and the criterion values for those stimuli as indexed by the Pearson correlation. To illustrate, Lippa and Dietz (2000) obtained perceivers’ extraversion ratings of 32 30-s video clips, each showing a different target person’s behavior. For a given perceiver, accuracy of judgment was calculated as the correlation between the perceiver’s ratings and the targets’ actual extraversion (measured with a standard personality scale), across the 32 targets. These correlations were then averaged to describe the accuracy of the group of perceivers.

2.2. Search strategy

Results were obtained from the following sources: (1) studies that had been previously gathered for two unrelated meta-analyses (psychosocial and cognitive correlates of interpersonal sensitivity, respectively), including both the studies that were used in those meta-analyses as well as studies that were rejected for not meeting the original authors’ inclusion criteria, which were irrelevant for present purposes (Hall et al., in press; Murphy & Hall, in preparation), (2) studies in our own reprint files, (3) PsychINFO search using the term “accuracy”, and (4) reference checking in obtained studies. Because

---

1 In the present article, we discuss correlational accuracy only if it was scored as an across-stimuli correlation, because this case is conceptually analogous to the proportion-correct approach and can therefore be directly compared once both are converted to \(pi\). Readers should be aware, however, that there are other correlational measurement approaches. Correlational accuracy can be calculated as a correlation across ratings on multiple items for a given target (across-ratings correlation). To illustrate, Kolar, Funder, and Colvin (1996) correlated, for each perceiver judging a given target, 41 trait items rated by the perceiver with the same 41 items self-rated by the target. This correlation expresses how well the profile of perceiver ratings matches the profile of target self-ratings (Hall, Bernieri, & Carney, 2005; Kenny & Winquist, 2001). Though in a strict statistical sense the null value for the across-ratings correlation is 0.00, there has been debate over whether the relevant null value is actually larger than 0.00 because of the possibility that the perceiver can obtain some “accuracy” simply by knowing base rates of the traits being judged (stereotype accuracy; Cronbach, 1955; Funder, 2001b; Kenny & Winquist, 2001). This discussion is beyond the scope of the present article. Because the across-ratings correlation and the across-stimuli correlation ask different questions about accuracy (does the perceiver accurately describe a target in terms of a collection of traits or states, versus can the perceiver accurately distinguish among targets for a given trait or state), these two approaches need not be correlated and therefore cannot be considered interchangeable indices. The across-ratings accuracy correlation is not discussed in the present article.

2 Across-stimuli correlational accuracy can also be calculated at the group as well as individual level (Hall et al., 2005) by averaging perceivers’ ratings before the accuracy correlation is calculated, meaning that individual perceivers do not earn accuracy scores; rather, one correlation expresses the accuracy of the whole group of perceivers. Fifty-one retrieved results were not included in the current database because they calculated accuracy in this way. For those 51 results, the overall \(pi\) was .61 (range = .38–.80), no different from the analogous \(pi\) for studies that calculated correlational accuracy for individual perceivers (see text). This is not what one would expect based on psychometric theory, as there should be benefits associated with aggregation due to the reduction of measurement error. A more controlled comparison was available in three studies where both of these methods were calculated for the same stimuli. In Watson (1989), individual and group accuracy (\(pi\) for judging the Big 5 traits were .57 and .59, respectively. In Zebrowitz, Hall, Murphy, and Rhodes (2002), a meta-analysis of previously published studies of judging intelligence yielded both kinds of calculation; here the individual and group \(pi\) were .60 and .65, respectively. Reynolds and Gifford (2001) examined accuracy of judging intelligence in a laboratory study and also found individual and group \(pi\) of .60 and .65, respectively (averaged across three channels of presentation). Thus, there is some, though not very strong, evidence that aggregation brings an increase in accuracy. Because results calculated using the group correlation approach should, in principle, be larger than analogous correlations based on individual perceivers, the group correlations should not be combined with, nor compared directly to, accuracy based on any method that is based on individual perceivers (Bernieri, Gillis, Davis, & Grahe, 1996).

3 Another correlational method that was excluded assessed accuracy by correlating perceivers’ ratings with a criterion using perceivers as the sampling units (i.e., \(N\) for the correlation is the number of perceivers in the group; called nomothetic by Kolar, Funder, & Colvin, 1996). For example, Hall, Horgan, Stein, and Roter (2002) assessed patients’ accuracy in knowing how likely they were by their physicians by correlating patients’ ratings of how much their physician liked them with their respective physicians’ actual liking for them. This method, like that described in Footnote 2, yields no individual accuracy scores but rather one correlation that describes accuracy for the entire group (but the \(N\) for the correlation is perceiver-target pairs, not targets as described in Footnote 2).
the number of potentially eligible results in the published literature is unknown but undoubtedly very large, we did not attempt to exhaustively locate all reports of mean accuracy on an interpersonal sensitivity test. Instead, we reasoned that a representative and unbiased database was achieved by (a) comprehensively including the key standard tests, and (b) including a large number of results based on nonstandard tests using selection criteria that had nothing to do with a given study’s accuracy level.

2.3. Inclusion and exclusion criteria

Inclusion/exclusion criteria were: (1) only published studies or test manuals were used, (2) only works in English were used, (3) to minimize variance due to factors unrelated to the test used, studies with perceivers younger than high school, older than approximately 65 years, or identified as nontypical (e.g., clinically diagnosed groups including learning disabled, alcoholic, institutionalized, or mentally ill) were excluded, and (4) for the same reason, studies with either perceivers or targets (expressors) who were mainly from non-Western countries were excluded.

With respect to instrument characteristics, scoring, and reporting, the following criteria were used: (1) any content domain of interpersonal sensitivity except for lie detection was included (studies of lie detection were excluded because Bond & DePaulo’s (2006) meta-analysis comprehensively covered this topic), (2) the scoring system was based on proportion correct or on correlation of the across-stimuli type for individuals, (3) studies based on free response were excluded because it was not clear what the guessing level would be (e.g., Ickes, 2001), and (4) studies in which accuracy was measured in people who made their judgments of a partner during or after a live interaction with that person were excluded because, in such a paradigm, judgment accuracy by one person is confounded with the other person’s accuracy of expression (e.g., Ickes, 2001; Snodgrass, 1985).

2.4. Definition of sampling units

If a given published source contained more than one independent study or perceiver subgroup, these were counted as separate entries (results) in the database. An exception is for perceiver sex, for which the averaged performance of men and women was entered, when it was reported or could be calculated, in order to minimize variance due to sex. However, if a study consisted of only one sex, that entry was included.

If the same group of perceivers was given more than one accuracy test (which did not happen often), these were counted as separate entries. Because of this, the entries in the database are not completely independent in terms of the perceivers whose accuracy is measured. However, because the focus of interest is not on perceivers but on tests, the small amount of nonindependence thus introduced was ignored. This was additionally not a problem because no significance testing was done as explained below.

2.5. Coded variables

2.5.1. Study characteristics

The characteristics that were coded for each result were: (1) specific test (PONS version; DANVA version; IPT version; POFA; CARAT; JACFEE; JACBART; specific nonstandard test), (2) channel (face; voice; body; face and body; face, body, and voice; other), (3) dynamism (still; moving), (4) content domain (intelligence; personality; emotions/affect; status; other) (specific emotions such as anger were not separately analyzed, and if the domain was personality, the specific trait was noted), (5) stimulus exposure duration, and (6) whether the researcher stated that the stimuli were preselected in a way that the present authors thought was likely to influence accuracy (no, yes, can’t tell).

This issue of preselection has important implications for comparing accuracy across tests because the difficulty level of a test is easily altered at the design stage. For example, the PONS test was designed to have a proportion accuracy of about .75 (midway between the guessing level of .50 and perfect accuracy of 1.00), in the belief that scores midway between guessing and perfect accuracy would be optimal for revealing individual differences, a goal that was met by varying the duration of the stimulus exposure during pilot testing until the desired level of accuracy was achieved. As another example, the DANVA faces test was designed to have a proportion accuracy of .80–.90 and this was accomplished by selecting photographs from a larger corpus. Finally, the POFA, JACFEE, and JACBART all included, by design, only prototypic basic facial expressions of emotion known through pretesting and/or anatomical measurement to be very easily judged. In contrast to these examples of stimuli that were selected to have a desired difficulty level, a test developer might have created a test containing relatively unselected stimuli by, for example, using all of the stimuli at hand or selecting stimuli from a larger corpus on grounds other than ease or difficulty of judgment (e.g., Gifford, 1994).

2.6. Calculation of pi

2.6.1. Proportion-correct scoring

One source of incompatibility between tests stems from differing numbers of response options on the answer sheet. As indicated earlier, a given proportion correct does not mean the same thing if the number of response options differs. To
solve this problem, we applied the one-sample effect size estimator called the Proportion Index, or \( p_i \) (Rosenthal & Rubin, 1989). \( p_i \) converts any mean accuracy that originates as a proportion (or percentage, but we will refer to proportion in this article), no matter how many response options each item had, to its equivalent proportion were it to have been based on two options. Thus, for any multiple-choice instrument, performance can be expressed on the common metric, \( p_i \).

If a test has two response options per item, the chance level of accuracy expressed as a proportion is .50 (i.e., people should be right half the time if they guess). No conversion is required for such a test because the proportion correct is already \( p_i \). But if the test has, say, four response options and an associated guessing level of .25, the \( p_i \)-converted guessing level would now be .50, reflecting the fact that .25 accuracy on a four-option test is equivalent to .50 accuracy on a two-option test, and the obtained proportion correct would change accordingly. Below is the formula supplied by Rosenthal and Rubin (1989), where \( P \) refers to the obtained proportion correct and \( k \) refers to the number of response options:

\[
p_i = (P(k-1))/(1 + (P(k-2))).
\]

Applying this formula, a proportion correct of .78 on the four-option test would convert to a \( p_i \) of .91, reflecting the fact that .78 on a four-option test is a much higher level of accuracy than the same .78 would be on a two-option test. After conversion to \( p_i \), the guessing level of the test is now .50 instead of whatever value it initially had.

### 2.6.2. Correlational scoring

To convert a mean accuracy score that is based on correlational scoring to \( p_i \), we applied the logic of the Binomial Effect Size Display (BESD; Rosenthal & Rubin, 1982; see Bosch, Steinkamp, & Boller, 2006, for a similar application). The BESD is a device for depicting the empirical meaning of a correlation coefficient in terms of proportions in a population. The relevance to tests of interpersonal sensitivity is obvious because we would like to estimate the proportion correct for a test that was scored in terms of a correlation. To calculate the BESD, one hypothesizes equal marginal frequencies in a \( 2 \times 2 \) table in which the two dimensions are the two variables in question. The correlation is then translated into the cell proportions of the BESD using the formula:

\[
\text{BESD values} = .50 \pm (r/2).
\]

As an example, consider the accuracy correlation of \( r = .28 \) from the study of Lippa and Dietz (2000) described above. The two dimensions of the \( 2 \times 2 \) BESD table would be dichotomized versions of these two continuous variables (i.e., perceived and actual extraversion), with equal marginal frequencies: perceived extraversion (low, high) and actual extraversion (low, high). The two cells representing accuracy are the “high–high” and “low–low” cells (i.e., those showing concordance between judgment and criterion). In the \( 2 \times 2 \) BESD table, these two cells will always have the same proportion, and the other two cells will always have the same (complementary) proportion. Application of the BESD formula in the Lippa and Dietz study reveals that the proportion in the accuracy cells is .64, which can be considered the success or accuracy rate. This figure is an estimate of the proportion accuracy that would have resulted directly from scoring responses as right or wrong without going through the steps of calculating the correlation and applying the BESD formula.

In studies reporting correlationally scored tests, therefore, \( p_i \) can be estimated. These estimates cannot be validated empirically because there were no actual proportion-correct scores reported in the original studies. However, it can be shown that whenever the null (chance) level for the proportion correct is .50 and the row and column marginals are equal, the BESD-estimated proportion correct and the actual proportion correct will coincide exactly, as demonstrated in Appendix B. The appendix shows a hypothetical test involving a two-option multiple choice format. Scoring the test as proportion correct (which is already \( p_i \) because it is a two-choice situation) yields a proportion of .60 (6/10 of the answers are correct). Calculating accuracy as a correlation directly from the raw data (by correlating binary values of the responses and stimuli together) yields \( r = .20 \), and, finally, estimating the proportion correct (\( p_i \)) from this correlation using the BESD formula yields the same proportion of .60.

Because \( p_i \) and the correlation are linear transformations of each other, it follows that they are correlated perfectly with one another (\( r = 1.00 \)) and that both will produce the same results when entered into further statistical analysis. For example, the single-sample \( t \)-test to see whether mean accuracy is significantly greater than chance will be the same regardless of which metric is used. Appendix C illustrates this equivalence.

A feature of the BESD is that it does not exactly reproduce the original cell proportions if the original table (if there was one) had highly uneven marginals, that is, the rows and/or columns deviated substantially from a 50:50 split (Hsu, 2004; Thompson & Schumaker, 1997). How much of a problem this is for reaching valid conclusions has been debated, though it is agreed that small deviations have little impact (Crow, 1991; McGraw, 1991; Rosenthal, 1990, 1991; Strahan, 1991). The purpose of the BESD as stated by its developers (see Rosenthal, 1991) is, of course, not to reproduce the original cell proportions but to depict the cell proportions that would be associated with the obtained \( r \) if there were equal marginal distributions.

In the current context, this debate is moot because, in applying the BESD to an accuracy correlation, we are not able to compare the resulting estimated proportion correct with the actual proportion correct because in such studies perceivers never made any categorical judgments that could directly yield a proportion correct score. Instead, in applying the BESD as we do in this article, the goal is to estimate what the proportion correct would have been if the same study had been conducted in categorical format with equal row and column marginals.
2.7. Coder reliability

The first two authors and the last author divided the coding between them. Reliability checks between the first two authors (n = 13 results) and between the second author and the last author (n = 15 different results) both had a median percentage agreement of 100% (range = 77–100% and 73–100%, respectively).

2.8. Analysis

Results are presented descriptively only, with no significance testing. The goal of the research was to describe accuracy for different instruments, domains, and so forth, in the obtained sample of studies, not to formally test hypotheses about such differences. A further reason not to conduct statistical tests was that the amount of data contributing to a given pi varied dramatically, as explained above. One pi might be based on the average across numerous large perceiver samples, while another might be based on a single small perceiver sample. The resulting very great variance in standard errors would present a serious problem for significance testing.

3. Results

The search yielded 109 results. Overall, the mean pi was .72 (range = .49–.98), indicating that accuracy was approximately midway between guessing (.50) and perfect accuracy (1.00). There were approximately equal numbers of results using proportion correct versus correlational scoring. Other methodological features are shown in Table 1.

3.1. Pi based on correlational scoring

For the 54 results using the correlational method, the mean pi was .62 (range = .49–.78). Table 2 shows pi according to channel and dynamism. Only for six results (all on judging intelligence from the face; see table note) were photographs used as stimuli; all other results were based on moving stimuli. Results were rather homogeneous across channels, with the face being most accurate and the voice least accurate.4

Table 3 breaks down the correlational results according to content domain. There was substantial variation, from a low of pi = .49 (slightly below chance) for judging how much in love two targets were to a high of pi = .71 for judging teacher effectiveness (one result each). The second highest accuracy was for judging extraversion (pi = .70, n = 7 results).

---

4 Excluded from the present analyses was a hybrid scoring method in which the accuracy correlation was calculated across the N of constructs X N of targets (Realo et al., 2003).
Tests scored correlationally were rarely based on preselected stimuli; indeed, 94% of this kind of study used unselected stimuli according to our coding. Accuracy was greater for the three results that used preselected stimuli ($pi = .71$) than for those that did not ($pi = .61, n = 50$ results).

Stimulus exposure durations ranged from 5 s to 45 min (the latter for studies where perceivers and targets spent time together in minimal interaction). Accuracy was weakly associated with exposure duration, $r(51) = -.20$ (for one study, exposure duration could not be ascertained). Accuracy levels for the shortest and longest durations were very similar and there were no trends evident for durations in between. One of the articles in the database presented a more controlled analysis of stimulus durations (Carney, Colvin, & Hall, 2007). Those investigators systematically varied the exposure durations of the same set of stimuli while perceivers judged agreeableness, extraversion, neuroticism, openness, conscientiousness, and intelligence. Averaging over these constructs, there was an increase in accuracy across exposure durations of 5 s, 20 s, 45 s, 1 min, and 5 min (see Carney et al. for more detail).5

### 3.2. Pi based on proportion correct

For the 55 results based on proportion correct, the mean $pi$ was .81 (range = .60–.98). The tests considered standard (see Method and Appendix A for list) produced almost the same overall level of accuracy ($pi = .83, n = 14$ results) as the nonstandard tests ($pi = .81, n = 41$ results). Table 4 shows $pi$ broken down by standard versus nonstandard tests, dynamism, and channel. For the most part, a comparison of standard versus nonstandard tests revealed similar levels of accuracy. A deviation from this trend occurred for the upper face channel (i.e., eyes), where the eyes from the POFA produced much higher accuracy than the Eyes Test developed by Baron-Cohen, Jolliffe, Mortimore, and Robertson (1997). However, this is not surprising considering that the POFA eyes were from highly prototypical, basic emotional facial expressions known to be easily judged, whereas the Eyes Test represented a number of different affective states, many of them not basic (e.g., “concerned”) and of unknown a priori judgeability.

---

5 Ambady and Rosenthal (1992), in a meta-analysis of studies in which meaningful outcomes were predicted from ratings of excerpts of behavior, found that the duration of the excerpt did not moderate those correlations. Though not measuring accuracy of judgment per se, the studies in their review were testing the informational value of the excerpts and therefore their result is relevant to the present results.
For vocal cues, though the nonstandard tests were very similar to the averaged standard tests (PONS and DANVA), in fact those two tests were very discrepant from each other (Table 4). Two explanations seem possible. First, the PONS uses content-masking techniques (electronic filtering and random splicing) that may make voice samples intrinsically harder to judge than the standard-content method used in many studies including the DANVA (Wallbott & Scherer, 1986) (in the standard-content method, expressors read or say the same affectively neutral material while varying voice tone to convey different affective states). Second, the DANVA stimuli were selected to produce proportion-correct accuracy in excess of .70 (because the test has four response alternatives, this translates to a \( \pi \) of .88) whereas the PONS vocal clips were not selected for high accuracy. The full-length PONS test, which includes those vocal clips, was designed to have midrange accuracy (\( \pi \) of approximately .75), but this goal was not applied to the vocal clips in particular, and in any case selection for a \( \pi \) of approximately .75 is a less extreme selection than that used with the DANVA. Therefore, stimulus selection factors and possibly method of content masking may account for the variation in accuracy for vocal cues across these two tests.

Striking in Table 4 is the very high accuracy of judging facial expressions from photographs. Again, stimulus selection probably plays an important role. The POFA, JACFEE, and JACBART all used highly prototypical, basic, discrete expressions of emotion, preselected to be accurately judged or determined by anatomical coding to show the desired emotions. The DANVA faces test contains basic emotional expressions chosen to produce proportion-correct accuracy in excess of .80 (because this test has four response alternatives, this translates to a \( \pi \) of .92). For their part, the remaining tests using facial photographs also used basic and/or posed, discrete emotions that one would expect to show similarly high levels of accuracy.

Table 4 also compares still to moving stimuli for the visual channels. Mostly, the differences were minor, with the only sharp contrast occurring for the face, where still faces had higher levels of accuracy than moving faces. Inspection of the types of studies that used still versus moving faces suggests that the nature and selection of the stimuli explain this difference rather than dynamism per se. On the CARAT test, perceivers guess which emotionally evocative slide is being viewed by the targets whose faces they see. Because the targets did not know their faces were being recorded, this task therefore involves facial expressions that are spontaneous and probably nonprototypical. Finding a lower level of accuracy than typically found in the still presentation format (i.e., photographs with posed expressions) is therefore not a surprise. The same interpretation can be applied to the other moving face studies because five of the seven involved the same slide- (or film-) viewing paradigm (though not the CARAT per se); the sixth study asked perceivers to guess what kind of task the targets were doing; and the seventh asked perceivers to guess what kind of emotional situation the targets were thinking about. All of these tests involve judgments of spontaneous, nonbasic, nonprototypical expressions for which we might expect lowered levels of accuracy.

The great majority of the multiple-choice tests measured accuracy in judging emotion (50/57 or 88% of the results). When the few non-emotion studies were removed, the results in Table 4 changed very little. An interesting case is the IPT, which was classified as non-emotion because its content covers kinship, intimacy, competition, status, and deception. Though all of these may produce emotional expressions, perceivers are not asked to judge emotion per se. Accuracy for the IPT was lower than found for other tests showing face, body, and voice, and the same was true of the similarly designed Social Interpretations Task, the precursor to the IPT (SIT; Archer & Akert, 1977). The IPT’s and SIT’s lower accur-
racy could be due to their relatively non-emotional content or to their relatively spontaneous, unscripted nature (i.e., people talking about themselves or interacting with others). Certainly, if emotions are involved in the IPT and SIT they are not of the basic, prototypical type.

The PONS, like the IPT, asks for situational inferences (e.g., is the target person ordering food in a restaurant or talking to a lost child), but it also asks perceivers to make explicitly emotional inferences (e.g., is the target expressing jealous anger, or expressing motherly love). We classified the PONS as emotional because, on balance, the items were more clearly about affect than was the case with the IPT. As Table 4 shows, accuracy on the PONS was well below that found for still facial photograph studies. In all likelihood, this is due to the PONS developers’ choice to set overall accuracy (pi) at the midrange of about .75 (see above), though it is also the case that the PONS stimuli, while intentionally encoded, were relatively spontaneous and unscripted (Rosenthal et al., 1979). The fact that the moving and still versions of the face and body PONS did not differ in accuracy (Table 4) suggests again that dynamism, per se, is not what matters but rather the nature of the content being shown (e.g., prototypical, basic emotional expressions versus more spontaneous, nonbasic emotional expressions).

The duration of stimulus exposure was not related in a linear fashion to pi, r(28) = −.10. This analysis is not definitive because exposure duration could not be ascertained in 25 studies (e.g., sentences of unknown duration, self-paced viewing of photographs, stimuli of highly varying lengths in the same test). But it can be noted that for prototypical facial expressions shown for 1 s or less, accuracy was still very high (pi = .93, n = 3 results).

3.3. Combined analyses

As the preceding sections made clear, the important comparison between accuracy for judging personality versus affect was complexly related to the methods used. Table 5 shows just the 84 results for personality and affect (omitting intelligence). The first thing that is very evident in this table is the gaps—results for judging personality were limited to correlational scoring with unselected stimuli. Although we cannot be sure that there are truly no unretrieved results in the empty cells, it is probably safe to say that such results are not common. The table has more informative data for judgments of affect.

Selected stimuli produced higher accuracy than unselected stimuli, and results based on proportion correct produced higher accuracy than results based on correlational scoring. Accuracy was practically the same for judging personality and for judging affect in studies using the correlational method with unselected stimuli.

4. Discussion

By applying simple scoring conversions, accuracy levels from across the interpersonal sensitivity literature could be combined and compared using the common metric pi (Rosenthal & Rubin, 1982, 1989). Overall, across all 109 results, the mean pi was in the midrange of possible values (.72). Thus, interpersonal sensitivity based on “thin slices” of behavior (Ambady & Rosenthal, 1992) can be dramatically higher than chance (.50). As noted earlier, the present review did not include accuracy in distinguishing truth from lies. Bond and DePaulo (2006) conducted a summary of lie detection accuracy across 292 perceiver samples in which proportion correct was the scoring method and found an overall pi of only .54. Though even this relatively low figure was highly significantly above the guessing level of .50, it is clear that accuracy of lie detection as measured in laboratory studies is far lower than accuracy of judging the states and traits reviewed in the present article.

Accuracy varied with the extent to which the stimuli were preselected for specific accuracy levels. The highest accuracy was for photographed facial expressions, which were mostly prototypical, posed, basic, discrete emotions that were typically picked precisely because they were very good exemplars of the desired expressions. Studies that used less selected expressions and behavior samples showed lower levels of accuracy. These less selected stimuli were also much more likely to be spontaneous and to be presented in dynamic, multichannel modalities. These generalizations also apply to studies of lie detection (Bond & DePaulo, 2006), where accuracy is low, researchers are very unlikely to employ preselection of stimuli, and the stimuli are dynamic and multichannel. Because stimuli of this kind have better ecological validity than posed prototypical photographs, the accuracy levels found with the more spontaneous kinds of stimuli are probably a better approximation of accuracy in daily life. Ecological validity does not, however, necessarily reflect on the predictive validity of a test (a topic we do not address in this article).

Table 5

<table>
<thead>
<tr>
<th>Content domain and type of scoring</th>
<th>Selected stimuli</th>
<th>Unselected stimuli</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Affect</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proportion correct</td>
<td>.85(21)</td>
<td>.79(19)</td>
</tr>
<tr>
<td>Correlation</td>
<td>.71(3)</td>
<td>.59(7)</td>
</tr>
<tr>
<td><strong>Personality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proportion correct</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Correlation</td>
<td>−</td>
<td>.61(34)</td>
</tr>
</tbody>
</table>

Note. Numbers in parentheses indicate how many results were available for each type.
Accuracy based on proportion correct was higher than accuracy based on correlational scoring. Interpreting this must take into account the high degree of confounding between method and content: proportion-correct scoring was mostly used for judging states (primarily discrete emotions), while the correlationally scored tests were mostly used for judging traits (primarily personality and intelligence). A possible conclusion, therefore, is that traits are more difficult to judge than affective states. However, among correlationally scored studies there was no difference in accuracy between judging personality and judging affect (Table 5). But the gaps that were so evident in Table 5, especially for correlational studies using preselected stimuli, make any conclusions tentative. Whether there would be a difference between judging traits and affective states for correlationally scored studies using preselected stimuli, or for multiple-choice tests of both kinds of content, cannot be assessed on the basis of the present database.

Any insights gained from the current analyses are simply hypotheses to be tested under more controlled circumstances. Such future studies will benefit from the application of the scoring conversions described in the present article. Because the between-studies comparisons we made could not be well controlled, it is important for investigators to make comparisons (e.g., between accuracy for judging personality versus affect) based on the same corpus of behavior samples, thus controlling for stimulus duration, channel, selection, and other potentially confounding factors.

The present database has limitations. The two scoring methods discussed—proportion correct and the across-stimuli correlational method—do not exhaust all the scoring methods that researchers use (e.g., see Footnotes 1–3). Also, the database was not an exhaustive compilation of studies of interpersonal sensitivity. However, even if one were to assemble a much larger and more comprehensive collection of results, there would still be confounded variables and ambiguities. For many research questions, within-study comparisons that can effectively control confounding are much to be preferred. However, the present summary did reveal the potential value of having a common metric of measurement in furthering the development of a theory of interpersonal sensitivity (Zebrowitz, 2001).

Appendix A. Standard tests: Description and data source information for pi

A.1. Full-length Profile of Nonverbal Sensitivity (PONS: face, body, and voice)

The PONS is a 220-item test containing 2-s clips of all combinations of face, body, electronically filtered speech, and random-spliced speech (total of 11 channels) of an adult female expressor deliberately portraying 20 different affective situations. Pi was based on the mean of 62 non-children samples reported in Rosenthal et al. (1979).

A.2. Face and body video PONS

The face and body video PONS consists of the 20 face-only and the 20 body-only items from the full-length PONS, administered as a separate test. Pi was based on one non-children sample reported in Rosenthal et al. (1979).

A.3. Face and body still photographs PONS

The face and body still photographs PONS consists of one still frame from each of the 40 items in the face and body video PONS. Pi was based on one non-children sample reported in Rosenthal et al. (1979).

A.4. Voice PONS

The voice PONS consists of the 40 voice-only items from the full-length PONS, administered as a separate test. Pi was the mean of two non-children samples reported in Rosenthal et al. (1979).

A.5. Face Diagnostic Analysis of Nonverbal Accuracy (DANVA)

The DANVA-2-AF test consists of 24 posed photographs of adult facial expressions of four basic emotions. Pi was based on norm data reported for perceivers ages 15–60 (Nowicki, no date).

A.6. Voice DANVA

The DANVA-2-AV test consists of 24 posed vocal clips consisting of a standard-content sentence expressed as four basic emotions. Pi was based on norm data reported for perceivers ages 15–60 (Nowicki, no date).

A.7. Body Postures DANVA

The DANVA-2-POS test consists of 32 posed photographs of bodily expressions of four basic emotions. Pi was based on one non-children sample reported in Pitterman and Nowicki (2004).
A.8. Interpersonal Perception Task (IPT)

The IPT items are audiovisual excerpts of individual expressors talking or small groups of expressors interacting. Content covers intimacy, kinship, competition, status, and deception. Although deception was not included in the present review, the IPT was included because only a small minority of items concern deception. \( pi \) was the mean of norm data for the IPT-15 (15 items; Costanzo and Archer, no date) and the IPT-30 (30 items; Costanzo and Archer, 1989). (Note: IPT items have either two or three response alternatives. The latter were converted to \( pi \) and then averaged with the two-response items to calculate \( pi \) for the total test.)

A.9. Communication of Affect Receiving Ability Test (CARAT)

The CARAT consists of 30 spontaneous facial video clips of adult targets watching four categories of emotionally evocative slides. The standard scoring method for the CARAT is proportion correct (i.e., perceivers guess which slide the target was watching); for this, \( pi \) was the mean of 11 studies that used this method. Accuracy can also be scored using the across-stimuli accuracy correlation, based on correlating pleasantness ratings made by targets with corresponding ratings made by perceivers. When this method was used (in four studies), the entries were left separate because this method was considered nonstandard.


The JACFEE consists of 56 photographs of prototypical facial expressions of seven basic emotions posed by adult expressors. \( pi \) was based on three samples reported in the instrument’s manual (Matsumoto and Ekman, 1988). (For the JACFEE we used only data for Caucasian targets judged by Caucasian perceivers.) Two additional published studies that used the JACFEE had very similar results to the norm data and were not included in the quantitative summaries.

A.11. Japanese and Caucasian Brief Affect Recognition Test (JACBART)

The JACBART consists of 56 extremely short (1/5 s or shorter) presentations of JACFEE expressions, each “sandwiched” by neutral expressions by the same expressor. \( pi \) was the mean of seven studies that used categorical scoring (Matsumoto et al., 2000).

A.12. Pictures of Facial Affect (POFA)

The POFA consists of 110 facial photographs of adult targets who posed specific muscle configurations and whose expressions were judged very consistently in pretests. \( pi \) was based on data in the test manual (Ekman, 1976). (For the POFA we also located 10 studies that used the full-face version of that instrument, but we did not enter them into the database because their mean \( pi \) was very similar to the POFA normative data reported in the manual.)

Appendix B. Illustration of conversions involving proportion correct, correlational index of accuracy, and binomial effect size display (BESD)

A test shows sad or angry facial expressions and participants choose whether each face is sad or angry. Shown are hypothetical test data for a participant.

<table>
<thead>
<tr>
<th>Item</th>
<th>Participant’s answer</th>
<th>Criterion (correct answer)</th>
<th>Scored item</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sad</td>
<td>Sad</td>
<td>Correct</td>
</tr>
<tr>
<td>2</td>
<td>Angry</td>
<td>Angry</td>
<td>Correct</td>
</tr>
<tr>
<td>3</td>
<td>Sad</td>
<td>Sad</td>
<td>Correct</td>
</tr>
<tr>
<td>4</td>
<td>Angry</td>
<td>Angry</td>
<td>Correct</td>
</tr>
<tr>
<td>5</td>
<td>Angry</td>
<td>Sad</td>
<td>Incorrect</td>
</tr>
<tr>
<td>6</td>
<td>Sad</td>
<td>Sad</td>
<td>Correct</td>
</tr>
<tr>
<td>7</td>
<td>Angry</td>
<td>Angry</td>
<td>Correct</td>
</tr>
<tr>
<td>8</td>
<td>Sad</td>
<td>Angry</td>
<td>Incorrect</td>
</tr>
<tr>
<td>9</td>
<td>Angry</td>
<td>Sad</td>
<td>Incorrect</td>
</tr>
<tr>
<td>10</td>
<td>Sad</td>
<td>Angry</td>
<td>Incorrect</td>
</tr>
</tbody>
</table>

Proportion accuracy (\( pi \)) = .60 (6 out of 10 correct).
Correlational index = .20 (correlation of answers coded 0, 1 with criterion coded 0, 1 where 0 = sad, 1 = angry; \( N = 10 \)).
Proportion accuracy (\( pi \)) based on correlational index = .60, using BESD formula in text.
Appendix C. Single-sample t-tests for proportion correct and correlational index

Seven hypothetical participants took the test shown in Appendix B. The participant depicted in Appendix B is the first participant in the display that follows.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Proportion correct</th>
<th>Correlational index</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.60</td>
<td>.20</td>
</tr>
<tr>
<td>2</td>
<td>.65</td>
<td>.30</td>
</tr>
<tr>
<td>3</td>
<td>.66</td>
<td>.32</td>
</tr>
<tr>
<td>4</td>
<td>.54</td>
<td>.08</td>
</tr>
<tr>
<td>5</td>
<td>.55</td>
<td>.10</td>
</tr>
<tr>
<td>6</td>
<td>.65</td>
<td>.30</td>
</tr>
<tr>
<td>7</td>
<td>.70</td>
<td>.40</td>
</tr>
<tr>
<td>Mean</td>
<td>.62</td>
<td>.24</td>
</tr>
<tr>
<td>t(6)</td>
<td>5.37a</td>
<td>5.37b</td>
</tr>
<tr>
<td>p</td>
<td>&lt;.002</td>
<td>&lt;.002</td>
</tr>
</tbody>
</table>

a Single-sample t-test against chance level of .50.
b Single-sample t-test against chance level of .00.
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