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Abstract

In order to reuse data for clinical research it is then necessary to overcome two main challenges - to formalize data sources and to increase the portability. Once the challenge is resolved, it then will allow research applications to reuse clinical data. In this paper, three data models such as entity-attribute-value, ontological and data-driven are described. Their further implementation at University Hospitals of Geneva (HUG) in the data integration methodologies for operational healthcare data sources of the European projects such as DebugIT and EHR4CR and national project the Swiss Transplant Cohort Study are explained. In these methodologies the clinical data are either aligned according to standardised terminologies using different processing techniques or transformed and loaded directly to data models. Then these models are compared and discussed based on the quality criteria. The comparison shows that the described data models are strongly dependent on the objectives of the projects.
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Introduction

The research of eHealth usually faces the problem of data reuse and consequently the semantic data interoperability. Solution of this problem is essential for the sustainable use of information. Electronic health records (EHR) are the growing part of the eHealth, ranging from clinical findings to genome structures where continuous electronic processes improve coordination and rapid exchange of information among stakeholders. However, the up cycling (secondary utilisation of data) of clinical data to improve healthcare quality and patient safety are very limited. Therefore, the need to integrate heterogeneous data from multiple sources and sharing information in a distributed and collaborative environment are highly challenging. The data integration process for the research environment is a complex task, which has to take into account the following questions: 1) How the system will be used? 2) Who will use the system?

The data model could influence the research facilities starting from defining what kind of data can be stored to how the information will be queried and extracted. To date, there are some models, which became widely used in research domains, for instance OMOP Data Model of OHDSI [1], archetypes of openEHR [2] and the dimensional modelling of i2b2. Since there is no solution to identify the generic data model able to
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be efficient for any research need we propose various data models selected for the
projects conducted at University Hospitals of Geneva: 1) the cohort project aims to acquire high quality data about patients with chronic diseases. The Swiss Transplant Cohort Study (STCS), launched in 2008, was the first module implemented in this project. This module is daily used in Switzerland to follow the complete population of transplanted patients since 2008. Other active cohorts have since joined the project to allow follow-up and statistical studies over more than 5000 patients; 2) In a context where the emergence and increase of antimicrobial resistance is problematic, the European FP7 DebugIT project [3], [4] aimed to improve and monitor prescriptions of antibiotics and thus reduce antimicrobial resistance; 3) EHR4CR - provides adaptable, reusable and scalable solutions for data reuse systems of EHRs for clinical research. The project addresses four main scenarios: the feasibility of clinical protocols, identification and patient recruitment, execution of clinical trials and reporting of side effects [5].

We should notice that this paper doesn’t aim the description of the legal dimension of medical data reuse.

1. Methods

We present the data integration methodologies implemented by University Hospitals of Geneva (HUG), which promote technical and semantic interoperability for operational healthcare data sources. The selection of the data model is based on the needs of the projects. We present 3 different data models: 1) Entity-attribute-value evolved from the legacy system 2) ontology-driven data model which is built from scratch in order to extract antibiotic-relevant information and 3) data-driven model, the existing data model (i2b2 star schema) is adapted to the needs of the project.

1.1. Entity-attribute-value model

The STCS project and as well as the 4 other cohort projects of HUG are based on the entity-attribute-value (EAV) information model. Since at the beginning it was an institutional project the information model of the project is based on the legacy clinical system. Every row in EAV model is composed of three fields: 1) an entity representing a described item (a consultation with a patient); 2) an attribute describing the entity (e.g. cardiac frequency) and 3) the value of the attribute (e.g. 64 beats/min), which can be of any type. For each cohort project an ad-hoc web application was developed to allow an interaction with the clinical data. This interaction is based on the object-relational mapping tool. The data-model is patient oriented. The semantics of data is based on the terms, specially developed by clinicians to match the needs of the project. Since the number of patients per institution was not large, the population of data model is done manually by data-managers of the defined medical centres.

The data is usually extracted from EAV model on demand and sent to a central-data-manager, it is then cleaned and processed to be easily usable for analysis. There are currently more than 80 research projects that have passed the ethical and scientific committees and use these data for research.
1.2. Ontological model

The DebugIT project performed a bottom-up approach for the data integration. The data model is done from scratch. Initially, clinical data from different hospitals were collected and organized in virtualized clinical data directories. Thus, each pilot site has a relational database fulfilled by information on microbiology, medicaments and patient administration. This information was standardised by terminologies such as NEWT and WHO-ATC. The goal of a pilot site – to formalise the data so that it can be ubiquitously accessed using a formal query language. The queries constructed in a manner to answer a specific question related to antibiotic resistance, e.g. “What is the evolution of bacteria resistance to antibiotic during period at location?” For this purpose, the underlying database content is transformed into a formal language representation. This is achieved by defining the elements, their classes, properties, instances and relationships, using a formal ontology language [6]. In this case, the formalized data model (FDM) is a direct map of the original database schema to an ontological model. The FDM vocabulary directly reflects the table and column names of the source model. The FDM is then connected to the underlying non-formal database so that it can provide data in the RDF format and be accessed through a SPARQL query protocol.

1.3. Data-driven model

In the context of EHR4CR project, the HUG as a pilot site has chosen a model-driven approach for data integration. The pilot sites agreed to expose their data in a form of Clinical Data Warehouse (CDW). HUG’s CDW is based on the platform of Informatics for Integrating Biology and the Bedside (i2b2) [7]. Since the scenarios of the project are patient-centric. The choice of i2b2 data model is rather rational, it fits the patient-centric scenarios and is represented as a five-axis star: Patient, Visit, Observation, Concept and Provider [7]. The clinical data of HUG corresponding to such axis as Patient, Visit and Provider were integrated directly to the i2b2 schema. Since clinical data of laboratory analysis (Labs) is not using the international standardization code such as LOINC we have created local concepts of Labs for the CONCEPT dimension. The semantic interoperability with the research environment is implemented outside of the data model. In order to federate all heterogeneous clinical data sources the project had addressed some semantic interoperability aspects and the clinical data storage model through: 1) the terminology mapping service for dynamical translation of concepts of the central to local terminologies [8]; 2) the query system developed to transform eligibility criteria into queries that interrogate heterogeneous local data warehouses [9].

2. Results

In order to compare the three different data models we have used the data quality criteria defined in [10], see Table 1. In this table the criteria defined in [10], is adapted for the clinical data models as following: 1) completeness – does the data coverage fit the project needs; 2) integration – does the model link all data dimensions (Patient, observation, visit, laboratory analysis) correctly?; 3) understandability – do the data structure and concept make sense to all end users (data investigators, data managers, clinicians, etc)?; 4) simplicity – is it easy to transform data elements to the model?; 5) flexibility – is it
possible to extend the project scope within the data model (e.g. to add new elements without changing the schema)?

Table 1. Evaluation of data models according to quality dimensions

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Ontology-driven</th>
<th>Data-driven</th>
<th>EAV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completeness</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Integration</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Understandability</td>
<td>partly</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Simplicity</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Flexibility</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
</tbody>
</table>

Since the models were maintained in the framework of the projects we have excluded the criterion as implementability from the list of dimensions. This criterion depends on some parameters such as time, cost and technical facilities which vary from project to project.

3. Discussion and Conclusions

Since medical science is constantly evolving, the need to modify the database is permanent and the capacity to update the database without affecting the general model is important. Flexibility or extensibility is a major advantage for the data model. For instance the EAV model by adding new fields in the database doesn't require changes in schema. Adding new rows in a specific table can easily do it. But, the disadvantage of this model concerns mostly performance issues (e.g. time of performance, query complexity).

The data coverage of research questions together with data integration are the major parameters for model selection. Thus, the achieved results of the ontology-driven model [11-14] showed the adequacy of the semantic integration methods developed by the project consortium. One of the main benefits demonstrated by this approach is increased portability of the semantically formalized data sources. Though the ontological data integration was achieved, local semantic formalization was not fully interoperable. In the ontology-based integration system, the automatic mapping from global to local ontologies using first-order logic hinders logical consistency [15]. Consequently, various local ontologies were not completely resolved in the global model. However, regarding the flexibility criterion, in DebugIT, query templates must be defined centrally for each new data source.

The choice of the data model based on i2b2 [16-19] for the EHR4CR environment is rather rational [20]. The data model of i2b2 was easily adapted to EHR4CR needs since the patient-centric model matched the patient-centric scenarios of the project. The understandability made an i2b2 to be an admired tool for data integration and querying by clinical users. The semantic interoperability was achieved through external EHR4CR software such as terminology services. It is also worth to notice one of the differences between the DebugIT and EHR4CR environments is that in the latter one the query templates are defined locally. Moreover, the clinical data warehouse based on i2b2 data model relies on the relational database mechanism where the query construction to access data is less complex than for the ontology-driven model.
The data integration approaches such as ontology-driven and data-driven are able to homogenize the distinct data sources. In the EAV model due to the specificity of the project, the homogenization is done on demand.

Conclusively, the described projects have different goals and to define a suitable data integration model which would fit the needs of every project is not realistic.
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