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Abstract

This volume details tools and procedures for data collections of hard-to-reach, hard-to-survey populations. Inside, readers will discover first-hand insights from experts who share their successes as well as their failures in their attempts to identify and measure human vulnerabilities across the life course. Coverage first provides an introduction on studying vulnerabilities based on the Total Error Survey framework. Next, the authors present concrete examples on how to survey such populations as the elderly, migrants, widows and widowers, couples facing breast cancer, employees and job seekers, displaced workers, and teenagers during their transition to adulthood. In addition, one essay discusses the rationale for the use of life history calendars in studying social and psychological vulnerability while another records the difficulty the authors faced when trying to set-up an online social network to collect relevant data. Overall, this book demonstrates the importance to have, from the very beginning, a dialogue between specialists of survey methods and the researchers working on social dynamics across the life span. [...]
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1 Introduction

This book matches two concepts, one substantive, and the other methodological: ‘vulnerability’ and ‘survey quality’. It concerns the challenges involved in conducting high quality social research using survey methods in non-standard contexts, to learn about vulnerable people and their experiences of vulnerability. The volume brings together nine contributions to a major Swiss research infrastructure named ‘LIVES – Overcoming Vulnerability: Life Course Perspectives’, each of which touches on the tension between the pursuit of elaborate, often delicate substantive research aims, and the demand for methodological rigour. The LIVES research programme has been funded by the Swiss Confederation through the National Science Foundation’s National Centres of Competence in Research (NCCR) scheme, which
is designed to promote long-term research networks in areas of strategic importance for Swiss science, the Swiss economy and Swiss society. As the name ‘LIVES’ suggests, this multifaceted project aims to address human vulnerabilities across life trajectories, from the cradle to the grave. Yet while LIVES’s defining feature and its raison d’être is its ambitious substantive focus, much of the research being carried out by the NCCR is equally driven and characterised by two specific epistemological features: the multidisciplinary nature of the work being undertaken, and a strong emphasis on quantitative methods and survey data collection. These features, along with the thematic focus of the research, present a double challenge to the researchers involved, the first of which is simply how best to obtain “meaningful” data about vulnerabilities and populations at risk, and the second of which is whether ‘quality’ is best achieved by applying standard, widely-accepted techniques for gathering new data, or by adapting these methods to the specific populations of interest, or research conditions.

The pertinence of this challenge – the methodological aspects of which have long troubled comparative researchers (Harkness et al. 2010; Davidov et al. 2010) – extends beyond LIVES and beyond Switzerland. In this sense the nine chapters of this volume contribute to crucial scientific debates in survey methodology, as well as in both psychological and social sciences. They provide detailed presentations of concrete experiences of conducting surveys and using other innovative approaches to study vulnerabilities and vulnerable individuals (belonging or not to populations considered to be vulnerable). Each one highlights the importance of a proper integration of theory, concepts, questionnaire content and design, procedures of data collection, analytical methods, and interpretations, to develop original perspectives in an area of research, which continues to gain in popularity. Indeed, the topic of ‘vulnerability’ has seen an explosion of interest in the scientific world over the course of the past 20 years, partly in response to demands from stakeholders and citizens, in spite of – or maybe because of – the fact that the concept of vulnerability is not clearly defined. Its many connotations and uses have both general and specific implications for the methods used to investigate the phenomena to which it pertains, and notably, for the various decisions involved in the design of quantitative surveys.

This book tackles the challenge of using survey research methodology – either on its own or in combination with other innovative approaches (such as social networks and observation) – to collect data from vulnerable population subgroups, to investigate their experiences of vulnerability and the resources available to them for surmounting ‘vulnerabilising’ contexts, events and life transitions. While at the same time aspiring to uphold the scientific standards of survey research methodology, researchers interested in vulnerability face a number of distinctive challenges. Many are extensions of existing problems affecting the quality with which any survey can be carried out.

Apart of being helpful for people working with data produced within the LIVES project, this book is mainly addressed to researchers specialized on topics around vulnerability, survey practitioners and survey methodologists who aim at questioning their routines, as well as to young researchers looking for examples of honest and innovating social science making.
After this introductory chapter, which discusses the contribution of the following chapters, the book is organized as follows: the first six chapters are grouped around the surveyed topics and populations: elder people for chapters “Representation of Vulnerability and the Elderly. A Total Survey Error Perspective on the VLV Survey” and “Adapting Quantitative Survey Procedures: The Price for Assessing Vulnerability? Lessons from a Large-Scale Survey on Aging and Migration in Switzerland”, harsh events (such as widowhood and cancer) during middle age for chapters “Vulnerability Following a Critical Life Event: Temporary Crisis or Chronic Distress? A Psychological Controversy, Methodological Considerations, and Empirical Evidence” and “A Survey of Couples Facing Breast Cancer in Women”, working careers and disruptions for chapters “Career Pathways and Professional Transitions: Preliminary Results from the First Wave of a 7-Year Longitudinal Study and “How to Survey Displaced Workers in Switzerland: Ways of Addressing Sources of Bias”. The last three chapters are more focused on a specific survey tool: life calendars for chapter “Using Life History Calendars to Survey Vulnerability”, online social networks for chapter “Studying Youth Transitions Through a Social Network: First Impressions” and panels for chapter “Attrition in the Swiss Household Panel: Are Vulnerable Groups More Affected than Others?”.

1.1 Background to This Volume

At the origin of this collection is an international workshop organized by LIVES called ‘Methodological and Substantive Challenges in Measuring vulnerability across the Life Course’, held at the University of Lausanne, Switzerland, in June, 2012. The aim of the workshop was to address some of the methodological challenges involved in measuring vulnerability and resilience using social surveys. The workshop brought together substantive specialists in researching these topics from within LIVES, and invited international experts in survey methodology to shed light on some of the shared methodological challenges being faced by the thematic research projects that make up LIVES. The challenges discussed at the workshop included (1) sampling and surveying ‘hard-to-reach’ populations; (2) the risk of low and differential rates of participation across important sub-groups, and attrition for surveys with a longitudinal design; (3) difficulties associated with using traditional data collection methods, including telephone under-coverage and the high cost of face-to-face interviewing, which have increased the demand for mixed mode data collection; and (4) measurement challenges including the collection of retrospective data (e.g. event histories and retrospective evaluations of personal wellbeing across different points of the life course), and the potential for interviewer effects on data quality. Understanding the nature of such challenges and the implications they have for the substantive aims of the LIVES project was one of the primary objectives of the workshop. A secondary, and relatively seldom pursued aim, was to forge a dialogue between substantive and methodological specialists, to try to
seek solutions that could help to ensure the best possible synergy between the substantive goals of the LIVES research, and the methods used to gather new data. With this latter aim in mind, the program for the conference was based around three substantive areas of central interest to the LIVES project: (a) specific vulnerable populations – notably, national minorities, and younger and older people; (b) transitions in and out of employment, and (c) vulnerability in family life, with each session incorporating presentations from the methodological experts and the substantive specialists conducting research within the NCCR.

Though the specific focus of this volume is on the Swiss context (as for the workshop), the issues addressed have a broader significance in the social sciences, and provide lessons for quantitative researchers working in other European and North American contexts, as well as elsewhere. As in many countries, survey data in Switzerland play a central role in the social sciences, with more and more researchers carrying out secondary analysis of large-scale datasets available through national data archives, as well as conducting their own original data collection. In LIVES, major national studies of the general population (including notably, the Swiss Labour Force Survey (SLFS), and the Swiss Household Panel Survey (SHP)) have been supplemented by several purpose-designed quantitative surveys focused on different aspects of vulnerability and resilience among special subpopulations living in Switzerland. The chapters in this book have been contributed by the researchers responsible for designing and carrying out these new surveys and broadly reflect the three areas of focus addressed by in the workshop.

The LIVES surveys include (1) a study of a cohort sample of young adults, including an over-sample of second generation immigrants from Albanian-speaking countries in the former Yugoslavia being surveyed alongside the third sample of the SHP (Gomensoro and Bolzman 2015), and an associated pilot survey that was designed to field test a suitable sampling strategy (Elcheroth et al. 2011); (2) two studies investigating pathways out of unemployment, including a survey looking at the impact of mass redundancy among ex-employees of five firms that closed down between 2009 and 2010 (chapter “How to Survey Displaced Workers in Switzerland: Ways of Addressing Sources of Bias” in this volume), and a survey of the newly unemployed in the canton of Vaud (chapter “Studying Youth Transitions Through a Social Network: First Impressions”); (3) a seven-wave longitudinal survey of workers and the impact of individual characteristics and resources on professional trajectories (chapter “Career Pathways and Professional Transitions: Preliminary Results from the First Wave of a 7-Year Longitudinal Study”); (4) a two-wave extension of an existing panel survey of married and unmarried couples looking at changing family configurations in response to critical events (Widmer et al. 2013); (5) a two-wave panel study of the role of the couple relationship as a source of support for women facing breast cancer (chapter “A Survey of Couples Facing Breast Cancer in Women”); (6) a longitudinal survey of divorcees and widows investigating the effects of losing an intimate partner in the second half of life (chapter “Vulnerability Following a Critical Life Event: Temporary Crisis or Chronic Distress? A Psychological Controversy, Methodological Considerations,

In the next section, we discuss the concept of vulnerability, providing some definitions to help clarify the substantive ambitions of the authors of this volume. Then, we discuss issues related to survey quality, to provide a context for understanding the various methodological challenges related to surveying vulnerable individuals and populations, and measuring vulnerabilities in surveys. Along the way, we refer to the various contributions to the volume, touching on their substantive aims and their methodological concerns, in an effort to piece together the various pieces of the jigsaw. We conclude with a reflection on lessons learned, relating in particular to the need for close collaboration between substantive and methodological experts when producing new data, and the importance of transparency in interdisciplinary research.

2 Vulnerability

2.1 The Ambiguous Success of the Concept “vulnerability”

A simple search in English for the term “vulnerability” on Google Scholar shows its almost inexistence in the academic literature until the mid-1980s, its marginal presence in the 1990s and its sudden explosion from 2000, confirmed and amplified in more recent years. It seems that the original concept appeared in risk research when questions were raised about the naturalness of natural disasters. It was used at a macro and meso level to disentangle the physical hazard and the resulting disaster, and to take into account the various capabilities of structures and institutions to prevent or attenuate the consequences of a disaster, resulting in differential impact on and responses from different subpopulations (Henke 2015). The widespread appeal of the concept developed later, however, when vulnerability was adopted in many fields of research that have in common a micro – individual-level – approach to inequalities in human development, which has largely been promoted in recent decades by the life course/life span perspective (Mayer 2009; Oris et al. 2009). Hanappi and her colleagues (2015) have recently provided a statistical account of this association based on a content analysis of some 10,632 abstracts of articles published since 2000. They highlight the centrality of the concept of vulnerability across a variety of disciplines, from psychology to sociology and demography, and
from youth studies to gerontology, covering more than 30 specific fields of study, including personality disorders and single motherhood, to take just two examples in a long list.

On the basis of this statistical assessment but also of a more qualitative literature review, Spini and colleagues (2013) conclude that the concept of vulnerability has a terrific advantage when you have interdisciplinary ambitions, which is its disciplinary neutrality. However, at least a part of its success is related to the absence of an accepted definition, authorizing a range of uses of the term based on implicit disciplinary assumptions (see more in Perrig-Chiello et al. chapter “Vulnerability Following a Critical Life Event: Temporary Crisis or Chronic Distress? A Psychological Controversy, Methodological Considerations, and Empirical Evidence” of this volume). This field of research continues to grow tremendously but remains like the many pieces of still not unified puzzle. We do not have the arrogance to impose here the ultimate definition of vulnerability that could be recognized in the same way by all the many researchers concerned with the concept, but in the following we come up with one possible proposal and we make explicit how the contributors to this volume use the term, to then understand the questions they asked, to whom and how.

In LIVES, we see vulnerability “as a lack of resources, which in specific contexts, place individuals or groups at a major risk of experiencing (1) negative consequences related to sources of stress; (2) the inability to cope effectively with stressors; and (3) the inability to recover from the stressor or to take advantage of opportunities by a given deadline” (Spini et al. 2013, 19). Resources and stress are key elements in this definition that was inspired by the seminal works of Leonard Pearlin (1989) on stress, that consider the coping strategies and other resources individuals have to manage it. This definition of vulnerability, however, also reintegrates the notion of risk, and takes into account the context, the opportunities, as well as their temporality. Moreover, resources, stressors, and individual responses are all interrelated in a dynamic system that includes feedback, as well as spill-over effects across different life domains like family and work (Spini et al. 2013).

Generally speaking, vulnerability is considered as being particularly present in post-industrial societies, which can be characterized by growing uncertainty. According to this perspective, recent decades are contrasted with the Thirty Glorious Years (1945–1975) and the simultaneous apex of the welfare states after the Second World War. For Martin Kohli (2007), this period saw the peak of the life course institutionalisation with age-fixed related roles: being a child and studying, being a working adult and raising a family, and being retired. The life trajectories were highly standardized, the components of a transition like the one to adulthood were properly ordered and rapidly traversed. The whole resulted in a relatively normative but very transparent system, and provided a general sense of security about the life course. Then, with the globalization of the economy and increasing demands for

---

1This concept is not intrinsically linked to gerontology like frailty, or to sociology or socioeconomics like precariousness, etc.
flexibility in more competitive environments (Rudisill et al. 2010), with the myriad of changes affecting family and the multiplication and growing complexity of living arrangements (Fokkema and Liefbroer 2008), with the expansion of individualistic values (Giddens 1991; de Singly and Martucelli 2009), and the (albeit incomplete) gender revolution (Esping-Andersen 2009; Levy and Widmer 2013), life courses became de-standardized, desynchronized, more heterogeneous or disordered, more turbulent, less predictable, and increasingly insecure.

This double embedding of changes in history and in the individual life course makes up the dominant perspective in life course research. It is moreover completely coherent with the recent explosion of interest for the topic of ‘vulnerability’. Although this vision is far from undisputed (see for example, Widmer and Ritschard 2009), its prevalence explains why two sets of theories are often contrasted with one another in the literature, the first one tending to be associated with the past, the second one with more recent dynamics: the social stratification versus biographization approaches. Given that our aim here is not to initiate a long theoretical discussion but to try to be concrete, we will mainly refer to the case studies that are discussed more in-depth in the remainder of this book.

2.2 The Social Stratification Perspective on Vulnerabilities

Social stratification is an old and prestigious area of research (Grusky 2001; Tillmann nd Voorpostel 2012) that found an echo in the early 1970s in the seminal works of Matilda Riley (see Dannefer et al. 2005) on the age stratification of society. In this perspective individuals are vulnerable if they are located in the inferior (dominated) classes or strata, as well as when they are unable to fulfill age-related duties. This is the case for young adults when they do not manage to cope with the education system and succeed in their transition to a stable job. This group is the focus of chapter “Studying Youth Transitions Through a Social Network: First Impressions” in this volume, by Eicher and her colleagues, who confirm what is well-known by life course specialists, i.e. that transitional phases of life are moments of increasing exposure to risks (Levy et al. 2005). At the opposite end of the age spectrum are the older adults aged 65 and over studied in chapter “Representation of Vulnerability and the Elderly. A Total Survey Error Perspective on the VLV Survey”. Increasing longevity and the associated improvements in health and living conditions have been so great during the last few decades that we can no longer assume that the elderly are a vulnerable population just because of their age. However, rising life expectancies also implies that a growing proportion of people with limited resources, leading difficult lives, is now able to reach not only the age of retirement, but also very old age. In this sense, progress has resulted in growing inequality among the older population (Gabriel et al. 2015). A typical illustration are the old immigrants for whom vulnerabilities have been institutionally constructed through rules that have changed over time, and affected by other important determinants like their socioeconomic and family trajectories.
They are at the heart of Laure Kaeser’s chapter “Adapting Quantitative Survey Procedures: The Price for Assessing Vulnerability? Lessons from a Large-Scale Survey on Aging and Migration in Switzerland”.

More generally, social stratification is often associated with the theory of cumulative advantages and disadvantages (di Prete and Eirich 2006), which has gained great popularity in life course research and associated research designs (Elder et al. 2015). In this perspective, even modest initial differences in young age widen across life, little by little, leading to a maximal heterogeneity among the so-called “young old”, until differential mortality reduces this diversity (Oris and Lerch 2009).

This heterogeneity entails related scientific challenges in terms of identifying the diversity of vulnerabilities (psychological or physical health, socioeconomic conditions, isolation, etc.) and their degree or intensity. Identifying vulnerable individuals within a given population or subgroup is an issue for the elderly in contemporary developed societies, but this is true for all potentially vulnerable groups since any a priori categorization has to be challenged. The classical dialectic of inter- versus intra-variance remains crucial for any empirical assessment of vulnerability. Chapter “Vulnerability Following a Critical Life Event: Temporary Crisis or Chronic Distress? A Psychological Controversy, Methodological Considerations, and Empirical Evidence” (by Perrig-Chiello, Hutchinson and Knöpfli) provides an excellent illustration of this difficulty since the authors not only compare people who experienced the breakup of a long marital relationship with people who are still married, but also, within the divorced group, the most vulnerable with the least, regarding, among others, the circumstances surrounding the divorce. This discussion is related to the fact that vulnerability can not only be viewed as a state, but also as a process. This has at least two methodological consequences. First, it entails a longitudinal perspective that considers how vulnerabilities are constructed across the life course, based either on a retrospective approach using life calendars, or on a prospective construction with panel data. Both pose specific methodological challenges but both are part of the analytical strategy (discussed in more detail in the next section). Second, this longitudinal approach puts more attention on transitions or events in one sense, or on sequences, on the order or disorder of life, on the structure of the life course (Ritschard and Oris 2005). These are also central concerns in the second most important body of literature related to vulnerability, discussed next.

2.3 The Biographization Approach to Vulnerabilities

The second main approach to inequality and vulnerability across the life course, biographization, can be seen as a by-product of the recent changes at the macro and micro levels that were briefly discussed above. In this perspective, lives nowadays are more turbulent, with more incidents. The norm of self-realization imposes on the individual a responsibility to face the trials of his or her plural
life (professional, familial, etc.) and to be accountable for his/her successes, but consequently also for his/her failures. It is obviously a source of stress that can also result from uncertain or insecure social interactions in a “liquid” (Baumann 2006) and competitive world (Rudisill et al. 2010). Biographization is mainly concerned with event-based vulnerabilities associated with health problems, family discontinuities, and professional uncertainty. Typical examples addressed in this book are those who experienced the break-up of a long-term partnership (as mentioned, chapter “Vulnerability Following a Critical Life Event: Temporary Crisis or Chronic Distress? A Psychological Controversy, Methodological Considerations, and Empirical Evidence” by Pasqualina Perrig-Chiello and colleagues), couples where the woman has been diagnosed with breast cancer (chapter “A Survey of Couples Facing Breast Cancer in Women” by Linda Charvoz et al.), and displaced workers following the closure of an industrial enterprise (chapter “How to Survey Displaced Workers in Switzerland: Ways of Addressing Sources of Bias” of Isabel Baumann and colleagues).

In these kinds of contexts, the challenge for researchers is to capture the heterogeneity within the populations created by the event, not only associated with inequalities in personal and social resources, but also with the diversity resulting from the nature, intensity, and predictability of the stressor(s) (see here chapter “Using Life History Calendars to Survey Vulnerability” by Maggiori and his colleagues). Even more specifically, a crucial aim for these studies is to reveal the variety of responses to the event, which may include temporary crisis, chronic strain, adaptation, or even personal growth. The biographization theory tends to view more frequent life events as less harmful, provoking less permanent states and becoming part of more turbulent lives through a succession of limited failure and resilience phases (Vandecasteele 2010). However, some authors identify the long-term scarring effects of events like a dismissal (Antonini and Bühlmann 2015; Chauvel 2010). A similar debate contrasts psychological theories (see chapter “Vulnerability Following a Critical Life Event: Temporary Crisis or Chronic Distress? A Psychological Controversy, Methodological Considerations, and Empirical Evidence” by Pasqualina Perrig-Chiello and colleagues for an overview).

Of course, both from a social stratification and a biographization perspective, individuals are interconnected. Linked lives, significant others, social convoy and other forms of social support are not only significant resources, but they can also be a source of stress in case of inadaptive responses. Charvoz and her colleagues make this point very clearly in chapter “A Survey of Couples Facing Breast Cancer in Women” of this book, where they look at dyadic coping, at the reactions and interactions of couples where the woman is affected by breast cancer. Conversely Eicher and her co-authors (chapter “Studying Youth Transitions Through a Social Network: First Impressions”) highlight the distinction between bridging and bonding social relations, their differential protective effects for individuals as well the potential importance of group identity for dealing with vulnerabilities. However, theories of post-modernity assume a decrease in formal, obliged, institutional ties, and an increase in elective relationships grouped in configurations that an individual has to animate using personal resources to manage this social capital (Widmer 2010).
Along the same lines, institutions other than family are also supposed to become less important, at least in their capacity to frame people’s life courses and impose age- (and gender-) related norms. There is a consensus that formal recognition of vulnerability is a categorization process that often has negative drawbacks in terms of loss of self-esteem for the person or group being categorized, who become exposed to social stigmatization (Ruof 2004; Thomas 2008). There is also a general agreement that individualization implies an increasing role for the state and its various welfare components, which should be important in preventing vulnerability, and are particularly important in responses to so-called “social risks”, old or new, and consequently in the public management of vulnerable situations and individuals (Leisering 2003; Ranci 2010). We can cite the education system, unemployment offices, hospitals, and institutions caring for the elderly as examples considered in this volume. They all tend to be affected by the “activation” paradigm which is coherent with the values of individualization, and it is now recognized that like family configurations, institutions can be a source of support but also of stress (Bonvin et al. 2014).

Stress is also present in the two main theoretical approaches discussed previously. Pearlin (1989) explicitly associated a lower position in the socioeconomic structure with greater exposure to stress. More recently, as we discussed briefly earlier, post-modern or post-industrial societies have also been seen as structural producers of stress through their demands for flexibility and competition (Rudisill et al. 2010) and, more generally, through the ambivalence of the ideal of self-realization (Giddens 1991), the burden of being the actor of his or her life (Ehrenberg 1998). Pressure, insecurity, chronic strain, daily hassles, incivilities are obvious sources of vulnerability when their effects accumulate over time. Their impact is maximized by contexts of discrimination, xenophobia, or other attitudes that challenge fairness. These negative associations are specifically discussed in chapter “Career Pathways and Professional Transitions: Preliminary Results from the First Wave of a 7-Year Longitudinal Study” by Christian Maggiori and colleagues in the context of professional life.

From a survey research perspective, the challenge for researchers interested in measuring vulnerability is to properly locate individuals in a web of social interactions that is more or less dense, with different actors that have to be identified. It is also to analyze those interactions from an individual’s subjective point of view, in terms of perceived social support or discrimination (chapters “A Survey of Couples Facing Breast Cancer in Women” and “Career Pathways and Professional Transitions: Preliminary Results from the First Wave of a 7-Year Longitudinal Study”). It is finally to identify and measure chronic strain and daily hassles. Psychologists are of course the main contributors in relation to the latter (see chapters “A Survey of Couples Facing Breast Cancer in Women”, “Career Pathways and Professional Transitions: Preliminary Results from the First Wave of a 7-Year Longitudinal Study, and “Studying Youth Transitions Through a Social Network: First Impressions”) but all social scientists recognize the importance of subjective perception since another widely accepted definition of vulnerability is simply low levels of well-being (see chapter “Representation of Vulnerability and the Elderly. A Total Survey Error Perspective on the VLV Survey”).
Finally, if social stratification and biographization are often contrasted, for example, in research on poverty, the preceding discussion has shown that they have a lot of associated concepts in common, although with different modulations. Indeed, these two theoretical bodies should not be seen as incompatible as their integration promises much. An illustration of this potential is provided by Isabel Baumann and her colleagues who, in chapter “How to Survey Displaced Workers in Switzerland: Ways of Addressing Sources of Bias”, study a population defined by both its status and its experience of a vulnerabilising event: the workers of five factories which closed down, resulting in collective dismissals. They simultaneously lost their position and acquired an inferior one, as unemployed, because of an external shock that provoked a turning point in their professional lives and no doubt affected other domains, such as their family life.

3 Survey Quality

Survey research is at the center of the LIVES project, with over one hundred collaborators drawing on the new data sources described (as well as others) to develop new knowledge about the phenomenon of vulnerability and the resources people draw upon to overcome it, with a view to contributing to the development of innovative social policy measures informed by the findings of their research. The quality of the data collected is integral to the reliability and validity of these conclusions (Groves and Lyberg 2010), and the effectiveness of any recommendations derived from them. Yet the quality of all survey data is inevitably compromised by trade-offs made in the survey design process – trade-offs that even in general population surveys are becoming increasingly complex as a result of growing challenges associated with carrying out surveys using traditional tried-and-tested methods of data collection.

In particular, the LIVES studies face a unique set of challenges associated with sampling, and achieving an adequate representation of their chosen populations, many of which can be described as either ‘hard-to-reach’ or ‘hard-to-survey’, either because there are no suitable listings available for sampling purposes, or because they are notoriously hard to contact or reluctant to participate in surveys (see Riandey and Quaglia 2009; Tourangeau et al. 2014). Added to this, the substantive focus of the LIVES research poses quite particular, and often complex measurement challenges, such as how to ask about subjective phenomena likely to be perceived as sensitive by respondents, how best to capture life event histories (see chapter “Using Life History Calendars to Survey Vulnerability” by Davide Morselli and colleagues) or the configuration of social networks. To complicate matters, many of the LIVES surveys have a longitudinal design, incurring an additional threat to data quality due to the risk of selective sample attrition over the lifespan of the study (an issue addressed in chapter “Attrition in the Swiss Household Panel: Are Vulnerable Groups More Affected than Others?” by Rothenbühler and Voorpostel in relation to the SHP). Each of these challenges and the way in which they are managed in the survey design process has implications for the ‘quality’ (typically defined as accuracy) of the estimates derived from the data.
The accuracy of survey estimates is determined by the degree to which they are affected by different sources of error. In addition to sampling error, which can be controlled through the sampling design, these include a number of non-sampling errors: **coverage error** (associated with the failure to provide all eligible population members with a known and non-zero probability of being selected to participate in the survey); **nonresponse error** (resulting from nonparticipation among particular subgroups, and differences between the responding and nonresponding samples); and **measurement error** (resulting e.g. from problems with the design of the questionnaire, or the way in which respondents formulate their answers to the questions). Other sources of error may be present, such as data input errors, coding errors, processing errors (see Groves (1989) for a detailed discussion), but we focus on the principal sources here. The impact of survey errors on accuracy can be understood in terms of how each one affects the twin inferential processes of representation and measurement on which the accuracy of surveys depend (Groves et al. 2004). While the former concerns the process by which inferences to the population can be made on the basis of estimates derived from a sample (the success of which depends on the minimisation of coverage errors, sampling error, and nonresponse errors), the latter concerns estimate validity – the process by which inferences are drawn from survey statistics based on questions designed to tap the theoretical constructs of interest (for which it is essential to mitigate errors of measurement and processing errors and maximise reliability and validity).

This ‘Total Survey Error’ (Groves 1989) paradigm for thinking about survey quality continues to dominate the survey methodology literature and provides a helpful framework for thinking about the various challenges present in the LIVES empirical programme and comprehending the nature of the trade-offs that have been necessary in the survey designs. Nevertheless, it could be argued that surveying vulnerable populations presents such specific research challenges, that special rules in survey methodology should be applicable. Tourangeau et al. (2014), however, argues that the difficulties involved specifically in hard-to-survey populations can be classified in terms of the survey operations they affect – sampling, making contact, persuading people to participate, and measurement. In the following, we discuss how the different projects have negotiated these different features of the survey design in the context of surveying vulnerabilities and vulnerable populations.

### 3.1 Sampling and Contacting Vulnerable Populations

The populations studied in this volume are highly diverse, requiring diverse sampling strategies. For example, the entire Swiss population (resident in private households) is sampled by the SHP (chapter “Attrition in the Swiss Household Panel: Are Vulnerable Groups More Affected than Others?”); older adults, simply defined as all people aged 65 and over, are targeted by VLV, and those aged 40–89 by the study on the experience of divorce and widowhood (chapters “Representation of Vulnerability and the Elderly. A Total Survey Error Perspective on the VLV
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Survey and Vulnerability Following a Critical Life Event: Temporary Crisis or Chronic Distress? A Psychological Controversy, Methodological Considerations, and Empirical Evidence”); while the working population of middle-aged adults (aged 25–55) is considered in chapter “Career Pathways and Professional Transitions: Preliminary Results from the First Wave of a 7-Year Longitudinal Study”. For most of these studies, the sampling frame was the population register and random probability samples were drawn for the research teams, in most cases by the Swiss Federal Statistical Office (SFSO), but also sometimes by the cantonal administrations. Within each of these populations specific challenges appeared that were directly related to situations of vulnerability. For example, the unemployed form part of the active population but identifying them required the use of a different source, the national register of the unemployed held by the State Secretariat of Economy, as well as a screening procedure (chapter “Career Pathways and Professional Transitions: Preliminary Results from the First Wave of a 7-Year Longitudinal Study”). Elderly people with cognitive impairments also needed to be identified for VLV, but this was a post-identification by the interviewer.

Elderly people ageing in a country where they arrived as migrant workers illustrate another approach to sampling in vulnerability research: the selection of specific subpopulations assumed or at least suspected to be vulnerable. Older migrants or the unemployed are typically categorized in a social stratification perspective. Alternatively, event-based vulnerability is reflected in the choice of studying divorcees and widows or widowers or the couples where the woman faces breast cancer. To identify the former Perrig-Chiello and her colleagues used a large SFSO sample, which they decided to supplement with a convenience sample recruited through calls in the media (chapter “Vulnerability Following a Critical Life Event: Temporary Crisis or Chronic Distress? A Psychological Controversy, Methodological Considerations, and Empirical Evidence”). For the latter, Charvoz and her coauthors established a partnership with a university hospital (chapter “A Survey of Couples Facing Breast Cancer in Women”). Similarly, Eicher and her coauthors have obtained targeted samples of young adults from institutions. As noted above, chapter “How to Survey Displaced Workers in Switzerland: Ways of Addressing Sources of Bias” about the displaced workers uses both social stratification and event-based perspectives. In terms of defining the population to be studied, individually displaced workers are a selective group since the characteristics that provoked their layoff are highly likely to affect their probability of remaining unemployed. That is why Isabel Baumann and her colleagues provide a nice illustration of the “sociological imagination”. Using data from plant closures where all workers were displaced they identify a group of job seekers, of some 1200 persons who worked in manufacturing plants, which closed their doors between January 2009 and August 2010.

Once a suitable sampling strategy has been implemented, finding and contacting the potential participants is the next step and an additional source of trouble for researchers. In the surveys considered in this volume, between 7.5 and 15 % of the postal addresses were no longer valid for the persons listed on the frame. Reasons include errors in the original registers, confusion between de jure and de facto
populations (for fiscal or other reasons), death and mobility. The latter is especially important for some event-based vulnerabilities (divorce usually produces at least one change of residence) and for transitional life periods (like the transition to adulthood). This is one of the reasons why Véronique Eicher and her colleagues used an alternative approach involving an online social network. However, even there, from the 380 people initially sampled, some 23% provided an invalid email address (see chapter “Studying Youth Transitions Through a Social Network: First Impressions”), radically reducing the size of the available sample with which further contact could be made.

3.2 Modes of Data Collection and Vulnerability

The potential participants who are successfully contacted may be confronted with various modes of data collection selected by the researchers. For example, the VLV survey of the elderly included two separate questionnaires deployed in a classical sequence with first a self-administered paper-pencil questionnaire, then a computer-assisted interview (CAPI) administered by a trained interviewer in a face-to-face interaction (chapters “Representation of Vulnerability and the Elderly. A Total Survey Error Perspective on the VLV Survey” and “Adapting Quantitative Survey Procedures: The Price for Assessing Vulnerability? Lessons from a Large-Scale Survey on Aging and Migration in Switzerland”). The study of marital break-up and that of displaced workers adopted an alternative, less expansive approach since the participants could choose between paper-pencil or online questionnaires (chapters “Vulnerability Following a Critical Life Event: Temporary Crisis or Chronic Distress? A Psychological Controversy, Methodological Considerations, and Empirical Evidence” and “Career Pathways and Professional Transitions: Preliminary Results from the First Wave of a 7-Year Longitudinal Study”). The research on the working population offered even more choices for their two-stage data collection design: a full online version, a phone interview (CATI) plus an online questionnaire, or a CATI plus a paper-pencil questionnaire. Estimations of the cost reduction associated with using the web-based instrument range from 15 to 20% (chapter “Career Pathways and Professional Transitions: Preliminary Results from the First Wave of a 7-Year Longitudinal Study”). A shared rationale for the use of different modes is that sensitive questions are located in the self-administered questionnaires to give better comfort to the respondents who feel more reassured about their anonymity.

If mixed-mode approaches have obvious advantages, they can also have drawbacks. Measurement differences can appear when not all participants use the same response format since the stimulus of a question can vary across modes (de Leeuw 2005; Dillman and Messer 2010; and in-depth discussions in chapters “Career Pathways and Professional Transitions: Preliminary Results from the First Wave of a 7-Year Longitudinal Study” and “How to Survey Displaced Workers in Switzerland: Ways of Addressing Sources of Bias”). Linda Charvoz and her co-authors report
different results relating to social support depending on whether self-administered questionnaires or interviews are used, the “leniency effect” varying according to the mode (chapter “A Survey of Couples Facing Breast Cancer in Women”). By contrast, in Maggiori and his colleagues’ survey of the labour force, differences between the respondents answering in each mode exist but they are not very large (chapter “Career Pathways and Professional Transitions: Preliminary Results from the First Wave of a 7-Year Longitudinal Study”). The decision to mix modes is a question of searching for the best trade-offs (de Leeuw 2005), also because mixing survey modes is one of the available options for increasing the rate of participation to the surveys. This means that substantive researchers preoccupied by achieving a particular target response rate may be willing to accept a reduction in measurement quality.

3.3 Persuading Vulnerable Populations to Participate

Obtaining the cooperation of the potential participants is another crucial challenge and an increasing source of worry for survey researchers. In most developed countries, refusals to participate in surveys are growing, compounding increased difficulties associated with making contact. Nationwide, the field interviewers were confronted with refusals given without reasons, opposition to any form of survey, no interest in the topic, lack of time, language barriers, and frustration of people living a situation of vulnerability they do not want to speak about. The authors of chapter “Representation of Vulnerability and the Elderly. A Total Survey Error Perspective on the VLV Survey” emphasize the negative impact of aggressive phone calls for commercial purposes and the resulting importance of clearly communicating the scientific objectives of the research to the potential respondents. However, this may not be enough for some vulnerable populations since universities themselves are sometimes assimilated to the authorities. Martina Rothenbühler and Marieke Voorpostel (chapter “Attrition in the Swiss Household Panel: Are Vulnerable Groups More Affected than Others?”) evoke the “cynicism against institutions” that even took an aggressive form among the older immigrants (chapter “Adapting Quantitative Survey Procedures: The Price for Assessing Vulnerability? Lessons from a Large-Scale Survey on Aging and Migration in Switzerland”).

In the end, participation rates across the board were generally low, ranging from 32 to 40 % with however an exceptional 62 % in Baumann and colleagues survey of displaced workers. Different tactics were used to deal with this problem. In Maggiori et al.’s research on the working population, the private company hired by the researchers sent a first reminder by mail, then a second by phone. At the end of this process, a conversion-strategy was implemented and realized by specially-trained interviewers who tried to persuade those who initially refused to participate (see chapter “Career Pathways and Professional Transitions: Preliminary Results from the First Wave of a 7-Year Longitudinal Study”, and a similar approach in chapter “How to Survey Displaced Workers in Switzerland: Ways of Addressing Sources of Bias”). Only the team working on the elderly (the VLV survey) took an ideological
position and forewent conversion efforts, though they did invest considerable effort in making contact with the sample members and permitted the use of proxies to obtain a completed interview (chapters “Representation of Vulnerability and the Elderly. A Total Survey Error Perspective on the VLV Survey” and “Adapting Quantitative Survey Procedures: The Price for Assessing Vulnerability? Lessons from a Large-Scale Survey on Aging and Migration in Switzerland”). Another answer to low participation rates is the use of incentives, which is discussed in depth in chapters “Career Pathways and Professional Transitions: Preliminary Results from the First Wave of a 7-Year Longitudinal Study” (Maggiori et al.), “How to Survey Displaced Workers in Switzerland: Ways of Addressing Sources of Bias” (Baumann et al.) and “Attrition in the Swiss Household Panel: Are Vulnerable Groups More Affected than Others?” (Rothenbühler and Voorpostel). Additionally, a big frustration is when a participant starts, then renounces, a pattern which seems to be more common in the online mode of data collection where a simple click is all that is needed to drop out of the survey (see chapter “Career Pathways and Professional Transitions: Preliminary Results from the First Wave of a 7-Year Longitudinal Study”).

The crucial issue is not so much the proportion of those sampled that participate but whether those that participate differ from those that do not on the key variables of interest. The principal concern is that those least likely to participate will also be those who are most vulnerable, resulting in bias in estimates based on the less vulnerable responding sample. People with lower levels of education, and especially those with literacy challenges are known to be less willing to participle in data collections that may be particularly cognitively demanding for them – particularly if the questionnaire is to be self-administered. A less nice way to say the same is that the survey could confront them with their ignorance and marginality (see chapter “Attrition in the Swiss Household Panel: Are Vulnerable Groups More Affected than Others?” by Rothenbühler and Voorpostel). This was found to be true among the older immigrants, who often cumulated limited or inexistent education opportunities in their native country together with a partial linguistic integration in their country of migration (see chapters “Adapting Quantitative Survey Procedures: The Price for Assessing Vulnerability? Lessons from a Large-Scale Survey on Aging and Migration in Switzerland” and “Attrition in the Swiss Household Panel: Are Vulnerable Groups More Affected than Others?”; and also Lipps et al. 2011, as well as many references in the survey literature).

Repeated contact attempts to improve response rates carry the risk of bringing more participants of the same type into the sample, while harder-to-reach “marginal” subpopulations that are more reluctant to contribute to surveys remain nonrespondents (Groves and Peytcheva 2008). Indeed, among displaced workers, Baumann and her colleagues found that repeated contact attempts increased the response rate but did not reduce nonresponse bias. Mode diversification, on the other hand, i.e. telephone interviews in addition to paper questionnaires, improved the participation of underrepresented subgroups. Remaining differences between respondents and non-respondents concerned age, education and occupational structures,
but none were found on key variables such as the re-employment prospects of the respondents (see chapter “How to Survey Displaced Workers in Switzerland: Ways of Addressing Sources of Bias”).

In chapter “Adapting Quantitative Survey Procedures: The Price for Assessing Vulnerability? Lessons from a Large-Scale Survey on Aging and Migration in Switzerland”, Laure Kaeser discusses how the standard fieldwork procedures in use on the VLV survey had to be adapted to tackle the problem of nonparticipation among migrant elders. The survey included a number of oversamples of elderly migrants from Italy, Spain, and former Yugoslavia, but non-response due to both non-contact and refusal threatened to undermine the success of the project. Different strategies were employed by the fieldwork supervisors and interviewers to try to mitigate the problems, with varying degrees of success. Once again researchers cannot hope for a perfect solution but have to find the best trade-offs when they have to make a choice between adapting the procedures for a specific sub-population with the risk of impacting comparisons with other groups surveyed under different protocols, or strictly applying the same rules to not pre-construct differences associated with the risk of under-representing vulnerable persons.

3.4 Dealing with Time: Prospective and Retrospective Longitudinal Approaches

Of course, for panel surveys, which are so important when a the life-course perspective is adopted, these difficulties are even more important, as the challenge is not only to contact and obtain answers from sample members, but to keep them involved in the survey. The combination is complex between the first survey that has to be as complete as possible and the follow up, keeping as many sample members as possible in subsequent waves. Many of the LIVES surveys involve a longitudinal component, but at the time of writing most were still in their first wave of data collection. To retain participants and maintain their commitment to the survey goals, all the teams use tactics like a small gift, a yearly newsletter and access to the project website. In their research on the labour-market population Maggiori and his colleagues asked their respondents directly about their intention to participate in the next wave. Logistic regressions showed expected but also unexpected biases: young respondents, wealthier respondents, with a higher score on openness, a lower score on neuroticism, but also people with a high score on stress measures were more inclined to maintain their participation (chapter “Career Pathways and Professional Transitions: Preliminary Results from the First Wave of a 7-Year Longitudinal Study”). Of course, these authors were only looking at intention to participate in these analyses, while in chapter “Attrition in the Swiss Household Panel: Are Vulnerable Groups More Affected than Others?” Martina Rothenbühler and Marieke Voorpostel analyze the actual experiences of attrition from the SHP over a period of 14 years. They show a clear effect of education
with a higher drop-out rate for people with lower levels. This is also the case for men and young single adults, the latter because of their increased mobility. Indeed, the authors are able to disentangle the reasons for drop-out between individuals who are not eligible anymore, people who left the household, the cases of missing contact information, the refusals, but also event-based vulnerabilities like having health and/or family-related problems. The authors ultimately show that in 80% of 802 tested variables, the means and frequencies do not appear to be affected by attrition. The use of weights corrects the effect in 10.6% of the cases but is unable to correct the biases in 8% and even decreases the accuracy of the estimates in 1.1%. The delicate issue of post-survey adjustments by means of weighting is also discussed in chapter “How to Survey Displaced Workers in Switzerland: Ways of Addressing Sources of Bias”.

To deal with time and the interweaving of vulnerabilities into the life course – that is, to study vulnerability as a dynamic condition – researchers can be imaginative. Pasqualina Perrig-Chiello and her colleagues distinguish four marital disruption groups according to the time since the breakup or loss. Baumann and her co-authors surveyed displaced workers who lost their job 2 years ago to see whether and how they escaped from unemployment during this period. Basically, unlike the prospective approach that usually characterizes longitudinal research designs, these researchers use a retrospective perspective, which is discussed in-depth in chapter “Using Life History Calendars to Survey Vulnerability” by Davide Morselli and his co-authors. On the basis of a large literature review that crosses psychological and sociological perspectives on human memory, and using as an empirical basis three studies associated with the LIVES program, they discuss the advantages and limitations of these two approaches (among the latter being memory biases, omission or misreporting of life events). Research into solutions to minimize memory errors led to the development of event history calendars, a method that has been incorporated into the SHP, as well as in VLV. The calendar tool appears to be ideal for testing the theory of cumulative (dis)advantages, and the construction of vulnerabilities across the life course and across life domains. Moreover, the authors demonstrate its potential for confronting factual events with subjective interpretations. Adding to the literature results from cognitive interviews realized within LIVES, Morselli and his colleagues convincingly defend the provocative view that recall errors can, in fact, be a highly significant source of information.

Needless to say, research challenges are not restricted to those discussed above, which are only the most present in the contributions to this book. Issues like interviewer effects, respondent-interviewer social interactions, measurement errors, questionnaire design, unclear questions, misunderstandings, etc. are also touched on but only here and there. Furthermore, surveying vulnerable populations raises a number of important ethical challenges. Ethical considerations are already associated with identification (stigmatization) of vulnerable populations, with carrying out repeated contact attempts and handling refusals, with the effect our questions could have on the well-being of the respondents, and with the duty to include vulnerable
people in data collections that are the foundations for scientific research likely to document political action. And this list is of course far from being exhaustive. Once again, this is a question about making trade-offs between upholding methodological ideals and negotiating the complex reality of pursuing substantive research aims in vulnerable contexts.

4 Surveying Vulnerabilities: Lessons Learned

In the preceding discussion, we have highlighted some of the challenges involved in conducting quantitative research into vulnerability across the life course. Drawing on theoretical perspectives from the literature on survey methodology that emphasize the need to mitigate potential sources of error, we discussed the various risks to quality present in the LIVES surveys, and the solutions and compromises to manage these risks reached by the researchers responsible for collecting new data. For each of the studies represented in the book, this involved finding a balance between the need to optimize measurement accuracy against the need to adapt to and respect the idiosyncrasies of particular subpopulations and research contexts. In this concluding section we reflect on the key lessons that have been learned as a result of these experiences, and the take-home conclusions of this book. The first concerns the significance of methodology and the collaboration between substantive researchers and methodologists. The second concerns the challenges of interdisciplinarity and its concomitant need for transparency in methodological matters.

4.1 Methodology Matters

The first take-home message concerns the central role of methodology in the pursuit of substantive research interests and the importance of dialogue between substantive researchers and methodologists when designing new research. Put simply, methodology matters. Firstly, data quality – meaning, in a conventional sense, the accuracy of estimates produced by a survey, or more generally, the reliability and validity of research findings – can be enhanced by seeking input from and acting on the empirically-based recommendations of methodologists. Given the popularity of research into vulnerability and its potential influence on policy development, quality is critical and fostering this collaboration should be a priority for future research. The beneficiaries of such collaboration are not only subject specialists, however, but also methodologists. Survey research methodology must be able to respond to the needs of life course researchers interested in vulnerability, which means methodologists involved in researching this field need to constantly interrogate common practices and dominant quality paradigms, to ensure they can adequately accommodate and adapt to the particular demands posed by studies
of vulnerable people. As the preceding discussion testifies, conducting surveys of vulnerable sub-populations raises important questions about the extent to which conventional tools and procedures should be retained or adapted depending on the research context. This concerns all aspects of a research design from the methods used to ensure adequate representation of a particular target population, the tools developed for measuring pertinent theoretical constructs, to the procedures used to analyze the data.

Alongside the various challenges involved in data collection described earlier, vulnerability research presents numerous measurement and analytical challenges to which methodologists must be able to respond. Vulnerability is multidimensional, which means that we have to care about measurement quality and not rely on single indicators. Statistical methodology also has to take into account this multidimensionality, by using adequate analytical strategies. Equally, as we have seen, vulnerability can be seen as the result of tensions between stressors and resources. The evaluation of social resources can refer to different types of capitals: economic and cultural, but is also linked to a web of social relations. In this sense, research needs to take into account ‘lives in context’, that is how individuals fit within their social networks and the characteristics of the social and institutional contexts within which these are embedded. All these features of the research domain present unique challenges for future collaborations between substantive and methodological experts.

The rise in popularity of quantitative research into vulnerability has occurred at a time when survey methodologists are having to adapt the methods traditionally used to carry out surveys of the general population. This has been due to the deterioration of traditional sampling frames (particularly for telephone surveys), declining rates of participation, and rapid growth in information and communication technologies (Groves 2011). Survey research is changing. Paradoxically this revolution in how surveys are carried out comes at a time when survey methodology as a science has never been more knowledgeable or better equipped to both pre-empt and correct threats to data quality. Yet much of what has been learned so far has been derived from methodological research conducted alongside surveys of the general population. The empirical base is much more sparse for guidance about how best to survey those at the periphery of society, or how best to capture the dynamics of how individuals respond to major life transitions (whether they be normative or non-normative). In the context of turmoil surrounding mainstream survey methodology, building up specialized areas of expertise around specific substantive research objectives, topics and populations of interest will be of paramount importance. Longitudinal surveys, such as the household panel surveys, are playing a key role in the vulnerability domain – particularly where funding is explicitly made available for methodological research (e.g. in the case of the Dutch LISS Panel, the UK Household Longitudinal Survey). Via this book, the LIVES projects, along with the Swiss Household Panel Survey, are similarly making essential contributions to the methodology of vulnerability research.

A second argument for the essentialness of methodology concerns the use of the data themselves. The results of a survey are not simply “data” in the etymological
sense of the word\textsuperscript{2} but are also “produced” by the system that was used for observation and the context in which it operates (see Desrosières 2001; Héran 1984). This is not a limitation in the validity of surveys themselves, just an important point to keep in mind and to document before using data, and particularly when they have been collected in a complex, non-standard context. In other words, to take into account the characteristics of the data used and the way they were produced is a basic condition for their proper scientific use. It also means that it would be dangerous to separate the roles of methodologists and social scientists, as they are profoundly interdependent. This book as a whole demonstrates that the union of methodological and substantive issues is a prerequisite for a good scientific work.

4.2 Interdisciplinarity and the Need for Transparency

At the start of this chapter we noted two defining features of the LIVES research programme besides the shared substantive goal of investigating the experience of vulnerability at different stages and key transitions of the life course. These features were its interdisciplinarity – both within and across the various individual projects involved – and a predominant emphasis on quantitative methods. Yet while the overriding methodological approach of the LIVES projects relies on survey data collection, variations in implementation can be observed as a result of deeply entrenched, unique methodological traditions of the different disciplines involved. Each discipline has its own toolbox, which is not purely technical but also acts as a lens through which to look at social phenomena, and to produce, manipulate and interpret data. Such “traditions” are apparent when reading different journals,\textsuperscript{3} but most of the time they manifest themselves as strong but implicit rules governing the conduct of research within a given scientific field. In this book, as in the LIVES project more generally, there has been no attempt to obviate this reality. As a result of varied disciplinary priorities, the various projects described have inevitably paid more or less attention to different sources of error in their data, or emphasised different notions of quality over others.

One example of this concerns measurement, where it is not just that the questions asked of respondents in different disciplines can differ, but also that the priorities, in terms of design, can vary: for example, psychologists tend to privilege “validated” scales, often long, while sociologists tend to favour shorter multi-item measures. Similarly, the way in which household income is considered will often be different in economic models where exact values are seen as important, while in other

\textsuperscript{2}“The word data is the traditional plural form of the now-archaic datum, neuter past participle of the Latin dare, ‘to give’, hence ‘something given’.” From http://en.wikipedia.org/wiki/Data, accessed 29.03.2015.

\textsuperscript{3}For example, discussion about representativeness and random sampling of subjects is not so common in psychology or social psychology, while it is rather crucial in sociology.
disciplines a more basic ranking (e.g. into deciles) will offer sufficient precision. A second example concerns what is considered as “ethical”, which can similarly vary across disciplines: a practical exercise of walking in a room with elderly people is seen as routine by medical doctors, while a name generator network measure is seen as intrusive. For a sociologist, less at ease with the first case than the second one, the reverse is true. In other words some crucial elements of design can vary between disciplines and one of the challenges is to initiate from the outset a space for multidisciplinary discussion, organised around the necessity of a common methodology.

This has implications not only at a practical level in terms of the day-to-day negotiations that must take place between the various stakeholders in multidisciplinary research, but also at a managerial level. Multidisciplinary work imposes more documentation requirements and a greater demand for transparency, particularly in relation to research methods. One reason for this is the need to make explicit the implicit methodological patterns at play, but it is also good research practice more generally. An interdisciplinary context should encourage the scientific use and exchange of data, but entails a need among participants to be prepared to accept and share the best practices of different disciplines, and to document the idiosyncrasies of different fields. One aim of this book, therefore, is to achieve this by recording not only the design decisions that have been made in executing the substantive research agenda of each project, but also reflections on the reasons behind decisions, for the sake of transparency and ultimately, to facilitate data sharing. This is of course important for every scientific program and is quite a general challenge.

5 Conclusion

In this introduction, we have emphasised the ‘total survey error’ framework as a theoretical basis for understanding the challenges involved in producing good quality data. However, we do so in recognition of the fact that central to this approach is a notion of quality, which may be at odds with the varied priorities of different disciplines. The ultimate goal in survey methodology is to find the optimal balance between errors and costs in survey design, while prioritising the accuracy of the estimates produced. But the goal of accuracy is often not the driving aim of researchers designing surveys, particularly where the survey concerns vulnerable populations, and the measurement of vulnerabilities. This raises the question of whether we should appeal to notions of quality other than statistical accuracy, given that in the real world, trade-offs and compromises are inevitable (even in studies of the general population). This question is especially pertinent at a time when survey research organisations worldwide are adapting the methods they have

---

4This is a real example, based on the remarks of the “Commission d’éthique du canton de Genève” when the VLV survey was planned.
conventionally relied upon, and with them, the quality framework that has governed best practices. Alternatives emphasise other standards besides estimator quality, such as the credibility, relevance and usability of a survey’s results (their ‘fitness for purpose’), as well as constraints such as ethical considerations and timeliness (Groves and Lyberg 2010; Weisberg 2005). Many of the chapters here underline the inherent tension involved in trying to apply standards of accuracy in hard-to-survey research contexts, and in many respects its publication is timely, providing an alternative perspective on the realities of implementing academically-led surveys in contemporary society.

Ultimately, the purpose is not to catalogue the difficulties, weaknesses, limits and sources of potential misinterpretation. On the contrary, the various contributions demonstrate that a reflexive attitude and a dialogue between methodological specialists and topic experts are the best means to develop intelligent research designs, avoid blind routines, make proper use of the data, and hopefully, also improve future survey research in this domain. It goes without saying that we cannot hope to completely eliminate all sources of error that affect the quality of the data we collect, but we can strive to make more transparent the various decisions involved in achieving the optimal trade-off between them.
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1 Surveying the Elderly, Surveying Vulnerability

As its title suggests, this chapter takes inspiration from the literature on survey methodology, including the “total survey error” framework, and mainly deals with the different dimensions of its first component, which is the challenge of accurately representing a given population (Groves and Lyberg 2010, 856). The second component, minimizing the measurement errors, will only be touched briefly.
### Table 1  Participation and refusal in European surveys, 2004

<table>
<thead>
<tr>
<th>Countries</th>
<th>Response rates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SHARE 2004</td>
</tr>
<tr>
<td>Denmark</td>
<td>59 %</td>
</tr>
<tr>
<td>Germany</td>
<td>52 %</td>
</tr>
<tr>
<td>Italy</td>
<td>44 %</td>
</tr>
<tr>
<td>Netherlands</td>
<td>54 %</td>
</tr>
<tr>
<td>Spain</td>
<td>37 %</td>
</tr>
<tr>
<td>Sweden</td>
<td>41 %</td>
</tr>
<tr>
<td>Austria</td>
<td>45 %</td>
</tr>
<tr>
<td>France</td>
<td>69 %</td>
</tr>
<tr>
<td>Greece</td>
<td>55 %</td>
</tr>
<tr>
<td><strong>Switzerland</strong></td>
<td><strong>33 %</strong></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>48 %</strong></td>
</tr>
</tbody>
</table>

Sources: Börsch-Supan et al. (2008), Cheschire et al. (2011), De Luca and Peracchi (2005) and Scholes et al. (2009)

Consequently, this contribution is about issues like coverage error, unit and item non-responses, and influences of the questionnaire design, of contact procedures, of interviewers’ and respondents’ characteristics and their interactions on response. They are crucial to dealing with a real challenge: the impact of low and continuously declining rates of participation in large-scale surveys.

Major European comparative research has clearly established the special position of Switzerland, where the rates of refusals of inhabitants to participate in surveys are among the highest in Europe. By using the calculation standards of the American Association for Public Opinion Research, Table 1 shows that in the SHARE survey (Survey on Health, Ageing and Retirement in Europe), during the 2004 round, the acceptance rate varied from a maximum of 69 % in France to a minimum of 33 % in Switzerland (De Luca and Peracchi 2005, 90). The results for the European Social Survey the same year are similar although a bit better everywhere. Moreover, in most developed countries the trend in participation is declining (Rindfuss et al. 2015; Groves 2011). In Switzerland, more specifically in the cantons of Geneva and Valais, where surveys about living conditions among the elderly were done successively in 1979 and 1994 (see Betemps et al. 1997); then in 2011/2012, we observe a dramatic change: the refusal rate grew from 25 to 37 %, then to 47 %.

As we see from this evidence, participation has been decreasing in the long run and is especially low in studies about older adults as well as in Switzerland. It has already had a lot of effects on the costs of survey operations, an issue which is not trivial at all. Moreover, regardless of the studied population, the scientific implications are also of the utmost importance. Indeed, it is well known that standard procedures tend to over represent middle-class participants and to exclude people from the lower classes, who are more likely to not understand or not adhere to the survey project (Groves and Couper 1998). The problem is even bigger with the so-called “hard-to-reach,” “hard-to-survey” groups (see Marpsat and Razafindratsima 2010; Tourangeau et al. 2014). So, all the individuals that could be labelled as
vulnerable are disproportionately at risk of being missed. And low, decreasing rates of participation should increase those selective processes (Lessler and Kalsbeck 1992). Non-response is a particular challenge when surveying people affected by economic hardship, health problems, or life accidents.

The following sections of this chapter show how we have coped with this challenge in a survey named VLV (acronym of Vivre-Leben-Vivere, meaning “to live” in the three main languages of Switzerland) and devoted to the health and living conditions of the elderly in Switzerland. Our team conceived and managed this data collection in 2011 and 2012. First some design choices are discussed, including how the questionnaires were constructed and how some questions were designed to identify both latent and manifest states of vulnerability among the participants. We follow with the contact strategy before studying the reasons for refusal. Then we show that some procedures have been efficient in terms of including vulnerable persons in the sample of participants and have reduced the potential bias that would have been associated with a higher rate of refusal by the vulnerable. We also address this question through a comparison of the prevalence of poverty and health problems’ in VLV and in the literature, and in other surveys. At this stage, from the response units we move to the response items; more precisely the non-response, the questions participants did not want to answer. The explanatory logic differs depending on the two modes of data collection that were used on the survey: the self-administered and the face-to-face questionnaires. For the former, we provide a full analysis to identify points of misunderstanding or reluctance to respond. For the latter, we consider two significant variables, household income and psychometric tests of cognitive abilities, in a model that takes into account interviewer and respondent characteristics as well as the context of the interview. A final discussion concludes.

2 Design Choices

2.1 VLV Objectives

The VLV research objective is to explore well-being among the elderly and the conditions for its maintenance throughout the ageing process. From a theoretical point of view, those conditions are constructed all along the life course, beginning early in life with a later accentuation of initial inequalities through processes of accumulation of advantages or disadvantages (Dannefer 2003) or under the impact of critical events (Bak and Larsen 2014). It is to capture those life course dynamics that life calendars have been implemented in VLV. This tool is discussed in this volume in the chapter of Davide Morselli and colleagues. Life trajectories result in a system of resources the aged person has at his or her disposal for ageing. The survey has to identify health, personality, cognition, social and human capital, lodging conditions, income, and wealth, which are some of those many resources. But to be effective, resources need to be used since it often happens that people
do not make use of the assets they have. That is why we also surveyed the various practices of the elderly, especially social participation (Bickel 2014). In case of a deficit of crucial resources, in a society like Switzerland, the family and the welfare institutions are supposed to compensate, to take care. Their actions consequently need to be documented too, but from the point of view of the aged person who receives the care (Masotti and Oris 2015). Similarly, the final judgment can only come directly from the men and women themselves, who are the only ones who can tell us about their subjective well-being. Many of us define subjective well-being following Amartya Sen and his famous statement, “to lead the kind of lives they value—and have reason to value” (Sen 1999, 18). Psychologists of course have different references and make a distinction between cognitive (Diener et al. 1985) and affective (Girardin et al. 2008) components of well-being.

2.2 Approaching Vulnerability

Vulnerability, a central concept for the research pole LIVES and consequently for VLV too, could indeed be defined as low levels of well-being. However, in the following lines we emphasize another approach, very simple in its principle. We focus on a breakdown of the possible conditions, that is to say, a breakdown that goes beyond the “vulnerable versus invulnerable” dichotomy, which from the outset appeared unrealistic. The basic idea is simply to differentiate visible, evident, or realized situations of vulnerability from states of latent vulnerability, which are trickier to detect and assess but which are absolutely crucial for any policy, since it is there that useful measures of prevention can be applied. These latent conditions are linked to situations similar to those of realized conditions, but the evidence is no longer obvious, though the threat (or exposure to risk) is clearly present.

The above short development conceptualizes what has appeared, in fact, for two or three decades in several fields of study. Indeed, this idea applies to the distinction between poverty and precariousness that has become commonplace in sociology (Paugam 2000). Since we are here dealing with the aged, the field of gerontology sheds even more light. Between autonomy and dependency, the condition of facing “difficulties” is now the subject of a considerable number of studies. It has been developed and theorized through the concept of “frailty”.1 Up to a certain point, this is echoed in demography through the notion also named frailty, which describes more generically differential fragilities linked to phenomena of selection, in particular among the survivors, that is to say the aged, especially those of a very advanced age (Vaupel et al. 1979).

---

1With a touch of irony, Jean-Pierre Michel and his colleagues speak of fragility as an “unusual topic in the 1980s (less than 50 articles before 1990), an over-employed topic in the 1990s (1981 times between 1991 and 2000) and which had in 2001 and 2002 already been the subject of 724 publications in newspapers with an editorial policy” (Michel et al. 2005, 230).
To study vulnerability, we cannot remain with simple opposition between, for example, included and excluded persons, autonomous or dependent persons, etc. Adding more modalities, at least one, we must try to identify those who are at risk, we have to recognize that at the bottom of the scale but above obvious conditions, there is an ambiguous area that must be considered. As soon as it is accepted, the issue of choosing a “border”, as with the definition of a threshold of poverty, becomes less important. Indeed, the border does not become entirely meaningless but much less crucial, since it is no longer a question of “isolating” a subpopulation (of poor people in this example) and comparing it with a global, undifferentiated “remainder.” Concretely, in VLV, a bit <20 % of the participants have monthly incomes of <2400 SFr per individual, which is (almost) the official poverty threshold in Switzerland, but more than 30 % are located in the category just above (2400–3600). Those people are living above the poverty line but are very close and thus are vulnerable to economic stress, meaning they have an increased risk of falling below the threshold should they experience unfavorable circumstances (Gabriel 2015, 117). In his PhD, Rainer Gabriel (2015) considered various explanatory variables or factors associated with poverty, precariousness (the 2400–3600 income category), and the “secured” (3600 and above). Often, but not always, he identifies similar patterns for poor and precarious, such results being instructive for both science and policy.

In the questionnaires used in the VLV survey, tools were systematically selected, sometimes reconsidered, to support an approach that tends to spread the multiple dimensions to be taken into account in the identification and construction of human realities of vulnerabilities. The latter include material difficulties, as we have just seen above, but also health. For instance, Swiss researchers used the test of depression initially developed by Wang and his colleagues in 1975 and proposed a classification where the presence of four symptoms or more indicate a state of depression, while the presence of fewer than two symptoms is an indication of good mental health, and in between they also defined the ambiguous situation of people who are “worried” when two or three symptoms are observed (Lalive d’Epinay and Spini 2008, 90). This example shows that an “obvious” state of vulnerability is time- and context-dependent, since not everywhere is depression socially and institutionally recognized, but what is important here is that the proposed typology includes an intermediate latent state.

In this chapter, we will also illustrate our point by using another scale that is famous in gerontology and also well known to demographers of ageing (Robine and Jagger 2004), that of activities of daily living developed by Sydney Katz and his colleagues (1963). We have opted for the version with five assessments completed for three items on mobility. This tool very concretely indicates whether a given individual autonomously carries out elementary activities of his daily life (such as getting dressed, eating, etc.), whether the person can still do this but with difficulty, or whether, at this very basic level of daily life, he or she has become dependent on external assistance. These measurements, which are, after all, very human measurements of ageing, define in technical terms three statuses of functional health, the first reflecting an absence of vulnerability, the second a latent vulnerability, and the third an obvious one.
2.3 A Context-Dependent Survey

The development of the questionnaires for VLV raised another challenge related to the issue of vulnerability. As it is implicitly said above and has to be made explicit here, the aim was to consider the whole population aged 65 and over, whatever their conditions or characteristics, and to identify the vulnerable persons only in a second stage on the basis of the collected information. This approach reflects changes in gerontological research that have been associated with objective evolutions of life expectancy as well as health and living conditions. The above-mentioned 1979 survey in Geneva and Valais was titled “Isolation and dependency of older people.” On one side, after several governmental reports for which only experts were interrogated, a “knowledge from the bottom,” was finally constructed on the basis of the old persons’ answers. On the other side, such a title expressed the dominant view in the Western world after the Second World War that was still prevalent at the end of the Seventies: a quite negative perception of ageing and of the conditions of the elderly (see Bourdelais 1997). When this survey was repeated in 1994, the title became “The autonomy of elderly persons in their socio-cultural environment,” and the comparison of the two waves revealed a “quiet revolution,” i.e., significant socioeconomic and health improvements (Lalive d’Epinay et al. 2000). Both scientists and the public changed their vision of ageing, but only partially; now there was a distinction between a “third age” of freedom and self-realization versus a “fourth age” marked by senility and dependency, as well as new age stratification like the young-old, old-old, or oldest-old (Dannefer 2001). A research focus on the latter is reflected in the Swiss study of the oldest old that longitudinally followed a sample of octogenarians among the participants of the 1994 survey, and demonstrated that frailty is now, by far, much more the fate of the oldest old than dependency (Lalive d’Epinay and Spini 2008; Guilley and Lalive d’Epinay 2008).

In 2011, VLV considered first the other side of the coin, the young old. The project was named “Old age democratization? Inequalities within progress in Switzerland.” This title expressed the ambition to assess (dis)continuation of the improvements observed in 1979 (see more in Ludwig et al. 2014) and the idea that in a country that has the second- or third-highest life expectancy in the world, even people from the lower classes, with a low level of education, with an immigrant background, etc., are now much more able to reach the age of retirement, and even a very old age, than they were 15 or 30 years ago. This perspective implies that progress indeed produces inequalities in the elderly population; more precisely, we expect a maximal inter-individual variability from retirement until an advanced age, where differential mortality reduces this diversity (Oris and Lerch 2009). This is congruent with our objectives mentioned above and explains our motivation to survey a large and highly heterogeneous population (aged 65–103), our rejection of a vision of all old adults as a vulnerable population, and the need for tools that can assess the variety of health and living conditions experienced within this population. Concretely, it implied applying the same procedures and questionnaires...
to as many people as possible, without which we would find differential rates of unit response and item response according, for example, to level of education or health status, which would create a biased sample of respondents. The only exception was a specific procedure for persons with cognitive impairments or serious physical problems who did not have the capacity to answer by themselves and had to be included through a proxy, to avoid skewing the results. Otherwise, the same questionnaires were applied to all the participants, regardless of their status or age.

2.4 Questionnaires

Constructing questionnaires is always about playing with constraints to create opportunities. The requirement to be able to study evolution over the last three decades imposed the obligation to keep enough questions from the 1979 to 1994 surveys (Ludwig et al. 2014), but offered the advantage that those old tools usually avoid academic jargon and are easy to understand. In addition, a holistic perspective on ageing implied the mobilization of several disciplinary competencies, which for VLV included geriatrics, psychiatry, psychology, sociology, social policy, and socioeconomics. All the disciplinary demands together imposed difficult challenges, requiring strict selection criteria. Selection criteria included coherence and comparability with other surveys worldwide like SHARE, internal coherence with the general and specific research objectives, interdisciplinary potential, and the desire to not make people feel uncomfortable. Questions on sexuality or tests of psychiatric troubles have been excluded for this reason, though of course those decisions were not undisputed. We reached a compromise between shortening the questionnaires and maintaining a minimal cohesion within the multidisciplinary research team.

The many questions that were left in the questionnaires have been regrouped in thematic chapters (for a description, see Ludwig et al. 2014, and Table 9 and Fig. 7). Following a general model (De Leeuw 2008) that has been applied for SHARE (Börtsch-Supan 2005) and the Berlin Aging Study (Baltes and Mayer 1999), the burden was distributed between a self-administered questionnaire and a standardized interview using the CAPI method. Intimate questions that were selected because of their importance were located in the former and some tests requiring vignettes, exercises and a trained interviewer were located in the latter. Within each questionnaire, the sequence was thought to deal with the old population heterogeneity; asking a question about incontinence to someone aged 67 could seem absurd, but if it is at the end of a series on medical problems the participant can understand the rationale and just answer “no.” Also, some questions, especially some psychological tests where a positive formulation is systematically tested against a negative one, could appear heavy or boring and had to be alternated with more “funny” or attractive questions.

The self-administered questionnaire contained 150 questions and theoretically required one to one and a half hours to be properly filled out by the participant. The face-to-face questionnaire contained no <459 questions! Fortunately, they were
never all asked, since several filters were used to identify widows or widowers, divorcés, foreigners, and other categories that called for specific sets of questions. Nevertheless, pre-test estimations of 90'-120' for the interview duration were definitely too optimistic. Considering those lengths, researchers were concerned about the position of “their” questions to avoid loss of attention and non-answers. However, the following analyses will show us that those worries were not justified.

Finally, another problem was translation. We do not evoke here the immigrant oversamples, but the extension of the survey in two German-speaking areas (Bern and Basel) and an Italian-speaking one (Ticino). Running a survey in Switzerland implies a multicultural, multi-linguistic journey with the related challenges of translation validity and result comparability. As far as our central question here (capturing vulnerable persons) is concerned, we used the formal French, Italian, or German and not the dialects; although they are highly popular, especially in the German-speaking part of the country, but they are too diverse. This made the burden for the respondents even higher as standard German often makes the interaction very formal, administrative.

3 Fieldwork

VLV data have been harvested in five cantons representing the linguistic, political, and socioeconomic diversity of Switzerland. The objective was to question 3600 individuals aged 65 and over living in private households or in nursing homes (in Switzerland, “établissement médico-social,” or EMS).

The individuals were randomly selected from the official lists of inhabitants, stratified by sex and according to six age groups\(^2\) in each concerned canton in order to ensure the representativeness of our sample within each stratum, but also to have sufficient numbers for each sub-group. Table 2 shows the distributions of the completed interviews.

VLV has been a homemade product not only in its conception but also in its concrete realization. The research team recruited interviewers, organized their training, and supervised the fieldwork from the headquarters in Geneva, with two or three young researchers delegated to each of the five cantons to be in charge of the daily management of a little enterprise, attributing the sample units, controlling the quality of the work done by the employees, saving and transferring the various collected data, etc. This decision not to outsource to a private company was rooted in a tradition and justified with three reasons. Indeed, the 1979 and 1994 surveys were done the same way with approximately the same justifications: transparency, costs, and ideology. First, the idea was to keep complete control over the entire process of data collection from the first to the final stages. The statistics shown in this chapter are byproducts of this will. Second, it is likely that outsourcing would have been

---

\(^2\)65–69 years, 70–74 years, 75–79 years, 80–84 years, 85–89 years, and 90 years and over.
Table 2  Complete interviews by stratum, VLV, five cantons, 2011

<table>
<thead>
<tr>
<th>Women</th>
<th>Complete interviews</th>
<th>In percent of the persons solicited</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>65–69</td>
<td>70–74</td>
</tr>
<tr>
<td>Geneva</td>
<td>59</td>
<td>58</td>
</tr>
<tr>
<td>Valais</td>
<td>58</td>
<td>61</td>
</tr>
<tr>
<td>Bern</td>
<td>63</td>
<td>65</td>
</tr>
<tr>
<td>Basel</td>
<td>68</td>
<td>59</td>
</tr>
<tr>
<td>Ticino</td>
<td>60</td>
<td>57</td>
</tr>
<tr>
<td>Total</td>
<td>308</td>
<td>299</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Men</th>
<th>Complete interviews</th>
<th>In percent of the persons solicited</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>65–69</td>
<td>70–74</td>
</tr>
<tr>
<td>Geneva</td>
<td>58</td>
<td>56</td>
</tr>
<tr>
<td>Valais</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Bern</td>
<td>72</td>
<td>62</td>
</tr>
<tr>
<td>Basel</td>
<td>67</td>
<td>62</td>
</tr>
<tr>
<td>Ticino</td>
<td>58</td>
<td>72</td>
</tr>
<tr>
<td>Total</td>
<td>315</td>
<td>312</td>
</tr>
</tbody>
</table>
more costly, as will be illustrated through the insistence strategy discussed below. Third, from 1979 until now it has always been the fundamental choice of the teams to refuse the distinction between the “noble” intellectual stages of research and the “lowest” ones, those stages concerning the hands-on technical and logistic aspects of carrying out a survey (see Bétemps et al. 1997; Nicolet and Oris (forthcoming)). Simply said, managing an in-house survey is carried by the belief that researchers should not limit themselves to analyzing and theorizing about social science data; they should also go out and get their hands dirty while collecting it.

In the following, we discuss the survey procedures and contact strategy, the coverage errors, the refusals and their causes, and to what extent the procedures and their adaptations were efficient to “capture” vulnerable persons in the sample of participants, and we conclude with a comparison of the prevalence of socioeconomic and health vulnerability in VLV and in other data sources.

### 3.1 Procedures and Contact Strategy

To ensure data quality, a clear approach procedure that could be translated into the three languages was put together. The procedure took into consideration a number of situations that the interviewers would encounter:

- **Ego** is apt (has the capacity to answer) and lives at home;
- **Ego** is apt and lives in a nursing home;
- **Ego** is unapt (at home or in a nursing home);
- **Ego** does not speak French, German, or Italian.

Before the procedure was launched, the sample members had to be allocated to the interviewers. For that purpose, the interviewers were given contact sheets that contained confidential information concerning ego (surname, forename, address, and phone number). The interviewers had to indicate each contact attempt, the date, whether there had been a visit or phone call, with whom the interviewer had spoken, the result, and in the case of a refusal, the reason(s) (Fig. 1).

The most concrete aspect of the approach procedure was making contact. The two first stages were common to all procedures, with small variations. First, ego received a leaflet presenting the study and a personalized contact letter announcing that an interviewer would phone. In the event that the respondent lived in a nursing home, the first letter was sent to the nursing home direction to inform that one of their residents had been selected to take part in the VLV survey and that an interviewer would contact the management before any other step was taken.

The question arose of which was the best solution for the first contact with ego: to phone or to make a visit at home? For the entire survey with its five regional fields, our team decided on an initial phone contact to ensure the best comparability with the 1994 survey and for other very pragmatic reasons. In some cantons, the

---

3“Ego” is the word used in the survey to refer to the interviewed person.
distances to be covered for each visit, especially if ego was living in a mountain village, could be long. This would have led to a substantial increase in the costs and would also have increased the time devoted to the survey by the interviewer who would have been reluctant to make such an effort with uncertain rewards.

A home visit was done in only two cases: firstly, when ego had no phone number and, secondly, when ego could not be contacted by phone for 2 weeks. It emerged that 5–26% of elderly people do not have a phone number indicated in public phone directories, the proportion reaching its maximum in villages in the mountains of Valais, Ticino, and Bern Oberland. In Switzerland, for a population of eight million inhabitants, some four million phone solicitations are made each year for surveys, very often for marketing purposes. Combined with aggressive selling and the increased use of mobile phones, this creates an increasingly difficult environment for scientific surveys (Joye et al. 2012). In this respect, the initial letter was crucial in allaying certain fears.

When contact was made with ego, the interviewer could have been confronted with two situations: the person was apt, i.e. able to answer, and could therefore decide whether he or she agreed or refused to participate in the study, or ego was non-apt. During the phone call, the interviewer could already be able to detect whether ego had cognitive problems by asking simple spatial orientation or temporal questions:

- “Could you suggest a date for the appointment?”
- “Is there an entry code for where you live?”
– “Could you explain how to get to where you live?”
– “Could you remind me of your address?”

If ego appeared not to have the capacity to answer, the interviewer had to activate the so-called proxy procedure, asking the assistance of a close friend, relative, or caregiver to answer a short questionnaire of some 60 questions. Similarly, if ego was living in a nursing home, when the interviewer contacted the management, he or she would obtain information on ego’s health, that is to say his or her ability to participate in the survey. If the reply was affirmative, a first contact letter was sent to ego to provide the person, just as the other sample members, with information on VLV and to allow him or her to express informed acceptance or refusal to take part. Otherwise, the proxy procedure was applied.

If ego was no able to answer, it was rare that the person could be directly contacted, but contact was made with a spouse, family member, guardian, or the nursing home. In such a case, the interviewer would suggest to one of the aforesaid to participate in the survey by replying to a limited number of questions on ego. This “proxy” procedure, as indicated above, was initially the only procedure to diverge from the standard one. It was essential to avoid the trap, still too frequent in gerontology surveys, of not gathering data on individuals who are in very bad physical health and/or suffering from cognitive problems. It was all the more crucial to ensure correct comparability with the 1994 survey, since the weight of diseases such as Parkinson’s or Alzheimer’s has constantly increased in the causes of death of the very old (80 years and more), in Switzerland as elsewhere (Berrut and Junker 2008). This procedure allowed us to interview 555 close friends, relatives, or caregivers, which represents somewhat more than 15% of all the interviews collected (Table 3). Without this special procedure and its adapted questionnaire, an entire segment of the population would have been excluded and the sample of respondents seriously biased.

In the framework of the standard procedure, once contact had been made with ego or a proxy, several situations could arise:

1. Ego had died. The file was then closed for reason of death;
2. Ego was no longer living in the same place, with three possible situations:

<table>
<thead>
<tr>
<th>Age</th>
<th>Women</th>
<th>Men</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>65–69</td>
<td>4</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>70–74</td>
<td>8</td>
<td>9</td>
<td>17</td>
</tr>
<tr>
<td>75–79</td>
<td>17</td>
<td>15</td>
<td>32</td>
</tr>
<tr>
<td>80–84</td>
<td>45</td>
<td>45</td>
<td>90</td>
</tr>
<tr>
<td>85–89</td>
<td>75</td>
<td>63</td>
<td>138</td>
</tr>
<tr>
<td>90+</td>
<td>158</td>
<td>113</td>
<td>271</td>
</tr>
<tr>
<td>Total</td>
<td>307</td>
<td>248</td>
<td>555</td>
</tr>
</tbody>
</table>

Table 3 Number of proxy interviews by age and gender of ego, VLV, five cantons, 2011
– Ego had moved outside the territory concerned by the survey; his or her file was closed under the category “no reply” (NR),
– Ego had moved but had remained in the area of the survey; the first letter was forwarded to the new address,
– Ego had moved into a nursing home; the contact letter was sent to the director of the nursing home,

3. Ego had not received the first letter, so it therefore had to be sent again and ego had to be called a few days later;
4. Ego had received the letter.

When the interviewer was finally in situation 4, he/she was faced by one of three situations:

(a) Ego refused. The file was closed due to refusal;
(b) Ego hesitated and wished to see the questionnaire before deciding;
(c) Ego accepted and an appointment was made with the interviewer.

In cases b and c, a second letter was sent to ego. It contained:

– the self-administered questionnaire (SAQ)
– the personalized life history calendar (LHC)
– the information leaflet explaining in greater detail the survey and the confidentiality of personal data
– If an appointment was made, a letter of confirmation was sent.

Following the second letter, ego may:

– refuse by calling the interviewer or the cantonal office;
– in situation b, accept and set up an appointment with the interviewer.

3.2 Coverage Errors and Mistakes in the Samples

Figure 2 shows the concrete results of the procedures described above. We will discuss the refusals in the next section. Here, we deal with the coverage errors that affected no <13 % of the original sample.

People who cannot be found at the address provided by the cantonal and federal population or statistical offices reflect discrepancies between the target population and the sampling frame. These problems can be explained by the length of the VLV field and consequently a growing temporal duration between the samples extracted from the lists of inhabitants, but also because the latter are theoretically updated every 3 months, and obviously less often in some municipalities. Other discrepancies are due to the very nature of ageing, such as risks of dying or moving to an institution between the date of the population enumeration and the date of a contact attempt by a VLV collaborator.
On the ground, it was decided that a home visit would be a last resort when unable to contact ego by telephone. Therefore, if there was no phone number and no reply after 2 weeks, the interviewer contacted the relevant commune (municipality) to find out whether ego was still living in the same place, had moved or had died. The communes and post offices (sometimes the priests also, and neighbors) proved to be very helpful throughout the data collection stage. Another source of coverage error appeared during the fieldwork. In Geneva, it happens that people have a postal box in the canton but in reality live in France, the former being their formal address, explaining why they were on the lists of inhabitants and were included in our sample. This comes from a law regarding civil servants that was abrogated some years ago, but the practice survived. In Valais, several persons have their formal residence in a chalet in the mountains while it is in fact a secondary residence. Usually this is for fiscal purposes. At the end, in 14.1 % of the 4105 files opened in Geneva and Valais, it was impossible to make contact with the person. For the five cantons altogether, 10 % of the files were in this situation, which is a bit less than the average proportion observed in European countries in the 2004 round of the Survey on Health, Ageing and Retirement (De Luca and Peracchi 2005, 94).

Those cases were costly in terms of management time. From the attribution of the contact sheet to the interviewer to the transfer of the complete interview to the headquarters, it took on average some 40 days for a full participation in the survey;
the length was 60 days in cases of non-contact (NR in Fig. 2), to harvest nothing at the end. It was consequently also very negative for the motivation of the interviewers who had to deal with those cases.

### 3.3 Many Refusals

Figure 2 shows that we ended with 54% refusals against 33% acceptances. For Groves and Couper (1998), individuals who refuse to take part in a survey are more likely to be uninterested in the topics of the survey; not have the time; or find it difficult to understand the language of the questionnaire, which would indicate a low level of education, or different origins and partial learning of the host society’s language, or both. Analysis of the reasons for refusals bears out their first judgments (see Fig. 3, which reports the percentage of men and women citing each reason). For Geneva and Valais in 2011, the refusals “without reason” dominated, but among those who gave some justification, a lack of interest was top of the list, which justified more than one refusal in five. This was followed by health problems, being “too tired,” or being “too old,” with around 14%; and inversely, being too busy with 8/9%. Personal and family reasons, which often expressed a desire to protect one’s intimacy, varied between 6 and 8%; and a clear rejection of surveys (“I don’t want to be a guinea pig”) was manifested by 7/8%. Men were somewhat more likely to refuse without explanation, while women more frequently indicated their absence of interest or desire. Globally, however, an obvious gender pattern does not emerge.

As we can see in Table 4, the two main causes are not particularly affected by age, but among the oldest old, 31% of the nonagenarians refused without explanation. As we could expect, health problems or feeling tired or too old is a reason that

![Fig. 3 Reasons for refusal to participate in the VLV survey, by sex, Geneva–Valais, 2011](image)
Table 4  Reasons for refusal to participate in the VLV survey, by age, Geneva-Valais, 2011 (in %)

<table>
<thead>
<tr>
<th>Age groups</th>
<th>65–69</th>
<th>70–74</th>
<th>75–79</th>
<th>80–84</th>
<th>85–89</th>
<th>90+</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Refusal without reason</td>
<td>25</td>
<td>26</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>31</td>
<td>25</td>
</tr>
<tr>
<td>Doesn’t want to/no interest in it</td>
<td>24</td>
<td>26</td>
<td>25</td>
<td>22</td>
<td>18</td>
<td>17</td>
<td>22</td>
</tr>
<tr>
<td>Reasons of health/too tired/too old</td>
<td>8</td>
<td>7</td>
<td>10</td>
<td>16</td>
<td>22</td>
<td>23</td>
<td>14</td>
</tr>
<tr>
<td>No time, holidays, work</td>
<td>18</td>
<td>12</td>
<td>9</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>Refusal of surveys</td>
<td>11</td>
<td>9</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Personal and family reasons</td>
<td>2</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>8</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>Other</td>
<td>12</td>
<td>14</td>
<td>18</td>
<td>17</td>
<td>16</td>
<td>13</td>
<td>15</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

increases with age. Personal and family reasons show the same pattern, being a marginal factor among those aged 65–69, then growing in importance. Protecting intimacy is more of a concern for the oldest old. Interestingly, the rejection of the survey appears as more “modern”; it is more of a reason in the recent cohorts that in the older ones. Refusing “to be a guinea pig” and similar expressions reached 11 % among the 65–69 cohort and then continuously fall to 4 % among those aged 90 and more. As we could expect, being busy with work, holidays, or other activities was also important among those who had just retired and strongly decreased, becoming marginal from the age of 80.

This issue is crucial, since the credibility—and consequently, the survival—of surveys as a tool for the social sciences seems to be engaged when so many potential participants refuse to contribute. However, it is difficult to go deeper into this issue right now, because we know very little about these persons, aside from the little data provided by the administrative files when the samples were delivered. Some logistic regressions on refusals and acceptances, respectively, are not shown because they only brought limited additional information: higher participation of men and people living in urban areas, and those aged 80–84 showing the lowest propensity to contribute. In terms of interactions, the sex of the interviewer (whatever the sex of the sample member) and his or her age had no impact. While an initial recruitment condition to work for VLV was to have a bachelor’s degree in social sciences (in a broad sense), it appears that the interviewer’s level of education had no effect. Only the interviewer’s accumulated experience increased the probability of obtaining an acceptance from the sample members, but this is a tautological result, since those with few successes were discouraged and gave up.

3.4 Adaptations and the Inclusion of Vulnerable Populations

Faced with so many refusals, the VLV team decided against using standard ‘refusal conversion’ efforts (see Groves and Lyberg 2010, 872) for ethical (ideological) reasons. A “no” has to be respected. However, to reduce the number of negative
answers as much as possible, we chose to have some interviewers specialize; they
were requested to make the first phone contact, not only for themselves but for the
entire team. The crucial nature of this first interaction has been studied for some
15 years (see Snijkers et al. 1999; Durrant et al. 2010) and now appears to be an
explanation for national variations, as well as being likely to affect the comparability
of results (Blom et al. 2011). In our case, certain interviewers clearly proved to
be more effective than others in obtaining the cooperation of potential participants.
Figure 4 shows the success rates per interviewer in Valais. A similar distribution was
observed in the other four cantons. With a large majority of collaborators showing
an average level of efficiency, with approximately one in every four being clearly
less efficient, several champions emerge. In each field, they became famous as
heroes of the survey journey. By distributing the appointments obtained by the more
persuasive collaborators throughout the entire team, we managed to prevent any
increase in interviewer effect. This is a typical illustration of our initial compromise:
combining maximum flexibility to obtain as many acceptances to participate as
possible, but applying the same questionnaires and interview mode to all of the
participants, apart from those unable to answer, as rigorously as possible.

A second strategy was to show endurance and accept large extensions in the
duration of the fieldwork. It was our wish to never force an individual to take part in
the survey, but also to insist as much as possible until having a clear reply directly
from ego. This obstinacy was costly, both in time and money. When the fieldwork
was launched, it was estimated that we would need around 3 months per canton
to gather the data—in the end, it took us 8 months per canton. Table 5 explains
why. In Geneva and Valais, 4105 people were contacted to obtain 1428 acceptances
(including both proxies and “normal” interviews). Roughly 25% of the latter were

\[\text{Fig. 4 Rates of acceptance per interviewer, VLV, Valais, 2011}\]
Table 5 Types of contact by final outcome type, Geneva and Valais, 2011

<table>
<thead>
<tr>
<th></th>
<th>Completed interviews</th>
<th>Found dead</th>
<th>Non-contacts</th>
<th>Refusals</th>
<th>All files</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>%</td>
<td>N</td>
<td>%</td>
<td>N</td>
</tr>
<tr>
<td>0–2 calls</td>
<td>749</td>
<td>52.45</td>
<td>67</td>
<td>66.34</td>
<td>118</td>
</tr>
<tr>
<td>3–4 calls</td>
<td>325</td>
<td>22.76</td>
<td>12</td>
<td>11.88</td>
<td>67</td>
</tr>
<tr>
<td>5+ calls</td>
<td>239</td>
<td>16.74</td>
<td>16</td>
<td>15.84</td>
<td>126</td>
</tr>
<tr>
<td>Visit</td>
<td>113</td>
<td>7.91</td>
<td>5</td>
<td>4.95</td>
<td>240</td>
</tr>
<tr>
<td>Not noted</td>
<td>2</td>
<td>0.14</td>
<td>1</td>
<td>0.99</td>
<td>28</td>
</tr>
<tr>
<td>Total</td>
<td>1428</td>
<td>100</td>
<td>101</td>
<td>100</td>
<td>579</td>
</tr>
</tbody>
</table>

obtained following five or more attempts to contact ego by phone or by a visit to the home to request his or her agreement. Generally, in surveys repeated calls is a well-known strategy to reduce noncontacts, while home visits are barely part of the procedures. Indeed, Groves and Lyberg (2010, 872) rightly insist on the costs of obstinacy. Take the example of a car drive through a mountain village with uncertain results. However, without those home visits and knocking directly on the door of ego, we would have lost almost 8 % of the final participants, and without calling five times and more (until 23), we would have missed 17 %. The potential related biases are assessed below.

This question of bias is important and less obvious that it seems at first glance. Indeed, if certain sub-populations reply less than others and efforts to increase the general response rate are made without taking this into account, such efforts would potentially result in an increase in the selective bias (Peytchev et al. 2009, 786; Roberts et al. 2014). However, when walking the tightrope between ethical evidence of respect for refusals and the wish to obtain a reply directly from ego, whatever this reply may be, could we consider that our procedures worked? Can we conclude that insistence and recourse to proxies allowed more vulnerable individuals to be included in the survey? Of course, we assume that the risk of capturing too many vulnerable people is illusionary.

To provide initial replies to this question, Figs. 5 and 6 represent the distribution of interviews obtained by age group, for men and for women. By differentiating the different procedures according to age and gender, we are able to conduct a more detailed analysis on the impact of our perseverance. We also take into account the proxies and individuals who were contacted by the standard procedure. We therefore have five categories: 1 or 2 calls to obtain participation, 3 or 4 calls, 5 calls and more, a visit (to ego’s home), and proxy. In addition, Table 6 shows the statuses of functional health and each of the respective depression categories, which in both cases are distributed according to the type of procedure that allowed information to be obtained.

Among the participants, women aged 75–79 and men aged 75–84 were the most difficult to contact by phone. The 75–84 cohort required the heaviest procedure of a home visit most often. An initial explanation is linked to the availability of a phone
number. In Valais, we had no phone numbers to contact roughly 22% of the women in this stratum. Both men and women aged 75–84 were also the groups in which the rates of refusal to participate in the survey were the highest, with reasons that mixed...
**Table 6** Statuses of functional health or depression by type of procedure, weighted data. VLV, five cantons

<table>
<thead>
<tr>
<th>Procedure type/status</th>
<th>Call(s) 1–4</th>
<th>Calls 5+</th>
<th>Visit</th>
<th>Proxy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>%</td>
<td>N</td>
<td>%</td>
</tr>
<tr>
<td><strong>Functional health statuses</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Independent</td>
<td>786</td>
<td>80.5</td>
<td>164</td>
<td>81.4</td>
</tr>
<tr>
<td>In difficulty</td>
<td>123</td>
<td>12.6</td>
<td>24</td>
<td>12.2</td>
</tr>
<tr>
<td>Dependent</td>
<td>53</td>
<td>5.4</td>
<td>7</td>
<td>3.6</td>
</tr>
<tr>
<td>Unknown</td>
<td>14</td>
<td>1.4</td>
<td>6</td>
<td>2.9</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>976</td>
<td>100</td>
<td>201</td>
<td>100</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Depression categories</th>
<th>Call(s) 1–4</th>
<th>Calls 5+</th>
<th>Visit</th>
<th>Proxy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>%</td>
<td>N</td>
<td>%</td>
</tr>
<tr>
<td>Good health</td>
<td>582</td>
<td>59.6</td>
<td>124</td>
<td>61.2</td>
</tr>
<tr>
<td>Worried</td>
<td>237</td>
<td>24.3</td>
<td>46</td>
<td>22.9</td>
</tr>
<tr>
<td>Depressed</td>
<td>143</td>
<td>14.7</td>
<td>31</td>
<td>15.4</td>
</tr>
<tr>
<td>Unknown</td>
<td>14</td>
<td>1.4</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>976</td>
<td>100</td>
<td>201</td>
<td>100</td>
</tr>
</tbody>
</table>

those of the oldest old and the young old (Table 4). Taking into account the evidence collected in another study (Duvoisin et al. 2012), we put forward the hypothesis that a fair proportion of individuals aged 75–84 tend to live their experience of ageing negatively. They are affected by biological changes, realize that their losses exceed their gains, and suffer from this evolution, which leads them to refuse useful offers from associations working for the elderly; similarly, they are also more likely to refuse to participate in a survey “on the old” (Duvoisin et al. 2012). This interpretation requires more research, of course, but all elements at this stage point in this direction. In any event, the complicated and costly procedure of home visits allowed the survey to include relatively isolated individuals in borderline age groups between what is widely referred to as the 3rd and 4th ages, that is to say, between 75 and 84.

In the same order of ideas, repeated phone calls—from 5 to as many as 23—mainly appeared useful for contacting and convincing the “young old,” exactly those whose refusals were largely explained by a lack of time, holidays, or work. This is all coherent, and we must also give credit to obstinacy. Whilst this observation is valid for both sexes, the greatest effort had to be made to reach the men. Participation was obtained after five or more phone calls in around 15 % of the cases, versus a little <9 % among women for this type of recruitment. This originates from two phenomena. One is mechanical, since the number of proxies is lower on the male side (16.5 %, against 21.3 % for women). This confirms the well-known health–gender paradox, according to which women live longer than men but age with worse health (see Van Oyen et al. 2013). Another explanation has more of a psychosocial nature, since experience in the field showed that wives often blocked phone calls, feeling the need to protect their husband (who were generally older than they were) from aggressive phone canvassing or suspected risks of invasion of privacy. This does not emerge very clearly on Fig. 3, for which we wished to avoid overly subjective coding.
The proxy procedure obviously centers on the oldest individuals. Initially, it may appear less heavy than a standard procedure (shorter questionnaire, fewer letters to be sent), but the Valais figure for the time spent on each case shows that this approach required great perseverance to obtain the desired result, since it required just as much time, if not more, depending on the strata. An average of 43 days was needed to close a proxy file for the men, whereas 38 days were needed for a normal procedure. It could take time to discover that ego was non-apt (and/or moved into a nursing home), and contacting a close friend, relative, or caregiver of ego and making an appointment was more complicated than with the retired sample members, since at least 50% of the proxies had a job.

With Table 6, we touch even more directly the central question: the inclusion of vulnerable people. Whilst we could have hoped that our insistence on contacting the sampled individuals by repeated phone calls would allow us to capture more vulnerable individuals, the results on functional health, in fact, point in the other direction: when we repeatedly insisted on participation by calling repeatedly, there were more independent individuals than those among the files obtained easily (after 1–4 calls), as many people in difficulty, and fewer dependents. This can be explained by what Figs. 5 and 6 showed—that is to say, the relative youth of the respondents recruited in this way. In their case, by seeking out dynamic seniors in this way, we tended to avoid a negative bias that would have underestimated their global good health and numerous activities.

Home visits, on the other hand, allowed significantly more people to be recruited whose functional status was described as “in difficulty,” which can be considered a latent state of vulnerability. But the proxy procedure—although requiring great insistence—turned out to be even more important in accounting for the vulnerable aged than we expected. As a reminder, somewhat less than one file out of six was obtained in this way, but no <70% of the individuals included in this way were in a situation of dependency.

When we look at the second panel of Table 6, which describes categories of mental health, we find confirmation that repeated calls did not help to capture more vulnerable people, when compared with those whose participation was obtained easily, which already included some 15% of persons who were depressed but participated anyway. Home visits were once again—and in fact, much more clearly than for functional health—useful for obtaining the contributions of those in a latent state of vulnerability—the “worried”—to the survey. Additionally, the proxy procedure confirmed its usefulness for including people who were obviously vulnerable, with 4 or more symptoms of depression. However, Table 6 also shows a trade-off: in 32% of the cases, we were not able to establish the category of mental health because of item non-response. Indeed, the questions that constitute the Wang test of psychic health were the only ones about ego’s feelings in the proxy questionnaire, due to the importance of this dimension in any assessment of well-being among the elderly. But we can understand that approximately one in three proxies refused or were unable to guess ego’s pleasure, sadness, etc.

At this stage, it is fair to note that the inclusive approach based on recourse to a proxy was recently criticized. In this critical perspective, an individual whose
cognitive capacities have deteriorated should be excluded from the process; indeed, such an individual cannot really give his or her informed consent and someone who ego has not necessarily designated replies to questions concerning ego. Depending on how close this person is to ego, the social situation, socioeconomic status, and, a fortiori, past life of ego will be documented with some degree of uncertainty. It is this “silence by proxy” (Fillit et al. 2010) that is thus being denounced. An answer could be that the absence of impaired elderly in the survey, the scientific results, and ultimately the citizen debates about the social and political management of ageing would be another form of highly negative silence. At the same time, the ethical question, i.e. the point at which the individual’s consent was informed, cannot just be rejected.\(^4\) We face here a real tension.

3.5 Prevalence of Vulnerabilities in VLV and Other Data Sources

To the instructive but indirect evidence discussed above, this section adds the results of a benchmark approach, comparing the prevalence of forms of vulnerability in the VLV’s final sample of respondents with the numbers that can be found in other data sources.

Being poor is an obvious state of vulnerability, since the poverty line is fixed by a confederation of Swiss institutions of social help and applied all across the country. This threshold is set at a monthly income of 2450 SFr. per person. In VLV, we used 2400 to simplify, and the poverty rate in the sample reached 17.9 % for men and 23.3 % for women. Table 7 offers a comparison with four other studies. Variations can generally be explained with the use of different sources, definitions, and temporal differences. However, between the SILC use of the 60 % median income level and the SKOS/CSIAS (2013) threshold, the difference is marginal (2450 versus 2500 SFr. in 2012). It can also be pointed out that there is no significant

<table>
<thead>
<tr>
<th>Rate(s) of poverty</th>
<th>Year</th>
<th>Source</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.9–23.3 %</td>
<td>2011–2012</td>
<td>VLV</td>
<td>Gabriel et al. (2015)</td>
</tr>
<tr>
<td>18–21.6 %</td>
<td>2008</td>
<td>OECD</td>
<td>Pilgram and Seifert (2009)</td>
</tr>
<tr>
<td>16.2 %</td>
<td>2008–2010</td>
<td>SILC(^a)</td>
<td>Guggisberg et al. (2012)</td>
</tr>
<tr>
<td>13.3 %</td>
<td>2000</td>
<td>LIS(^b)</td>
<td>Nolan and Marx (2009)</td>
</tr>
<tr>
<td>9.9–15.4 %</td>
<td>2003</td>
<td>Fiscal data</td>
<td>Wanner et al. (2008)</td>
</tr>
</tbody>
</table>

\(^a\)Statistics on income and living conditions
\(^b\)Luxembourg income study

\(^4\)Dealing with the other point, the validity of the answers given by ego or a proxy, respectively, is part of the ongoing doctoral thesis of Aude Tholomier on octogenarians and nonagenarians.
evidence that the “Great Recession” from 2008 has affected the economic well-being of the Swiss elderly, as it did in many other European countries (Cavasso and Weber 2014). Globally, we can conclude that VLV faced the challenge of fair inclusion of the poor in the survey with success.

For functional health, the VLV estimates can be compared with two recent reports from the Swiss Federal Statistical Office on the elderly living in private households (Bundesamt für Statistik [OFS/BFS] 2014) and in institutions (Bundesamt für Statistik 2012). According to the findings of the VLV survey, 86.9% of people aged 65 and more were found to be independent, as opposed to the 91% claimed by the first OFS/BFS study. Moreover, VLV estimates that 6.9% of elderly people are in a situation of difficulty, meaning that they are generally able to accomplish all activities of daily living themselves but uneasily for at least one of them. Additionally, an estimated 6.1% are no longer capable of performing their daily activities independently, meaning that they require external help with at least one activity. Contrasting these results, the BFS/OFS report found 7% of elderly people in Switzerland with difficulties and 2% being completely dependent. Based on the comparison with this first report, VLV seems to have slightly over-reported the prevalence of dependence in the population. The differences between the VLV data and the aforementioned report, however, are most likely due to differences in their samples: whereas VLV also included people living in nursing homes, the OFS/BFS study exclusively considered those living in private households.

In the second report that focused exclusively on elderly people living in care institutions (Bundesamt für Statistik 2012) the numbers change drastically: 96% of individuals were found to have trouble accomplishing at least 1 activity of daily living; thus, only 4% of individuals were completely independent. The analysis was restricted to a population that was no longer living in their own households due to the importance of their restrictions in managing their daily lives, which explains these very high percentages. Given these two selective and therefore biased sources, however, it seems plausible that VLV generally captured a relatively representative sample of the general population, in terms of functional health, especially thanks to the proxy procedure.

Finally, comparing the mental health findings in VLV with those from other sources was not a straightforward task, since there are many indicators to measure depressive symptoms, different classifications to determine the actual categories and statuses of psychic health or to measure the intensity of depressive disturbances, and generally very little research on the topic of elderly people with depression. A relatively exhaustive report on depression among the Swiss population by the Swiss Health Observatory (OBSAM) estimated the prevalence of depressive symptoms among the elderly population (Baer et al. 2013). The results are summarized and contrasted with VLV figures in Table 8.

5The report distinguishes between “minor” and “major” difficulties, whereas these categories are collapsed in VLV. Thus, the percentages for minor difficulties (6%) and major difficulties (1%) are were merged to compare them to the VLV data.
Table 8  Comparison of two estimates of depression prevalence among the Swiss elderly (in %)

<table>
<thead>
<tr>
<th>Depression categories</th>
<th>Baer et al.</th>
<th>VLV</th>
<th>Baer et al.</th>
<th>VLV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age groups</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65–74</td>
<td>65.7</td>
<td>74.4</td>
<td>74.8</td>
<td>74.4</td>
</tr>
<tr>
<td>75+</td>
<td>58.9</td>
<td>65.7</td>
<td>65.7</td>
<td>58.9</td>
</tr>
<tr>
<td>No symptoms</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65–74</td>
<td>31.2</td>
<td>23.0</td>
<td>23.0</td>
<td>23.0</td>
</tr>
<tr>
<td>75+</td>
<td>26.4</td>
<td>31.2</td>
<td>31.2</td>
<td>26.4</td>
</tr>
<tr>
<td>Minor symptoms</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65–74</td>
<td>2.2</td>
<td>7.6</td>
<td>2.2</td>
<td>7.6</td>
</tr>
<tr>
<td>75+</td>
<td>14.7</td>
<td>18.1</td>
<td>14.7</td>
<td>18.1</td>
</tr>
<tr>
<td>Intermediary to strong symptoms</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65–74</td>
<td>74.4</td>
<td>65.7</td>
<td>74.4</td>
<td>65.7</td>
</tr>
<tr>
<td>75+</td>
<td>58.9</td>
<td>65.7</td>
<td>58.9</td>
<td>65.7</td>
</tr>
</tbody>
</table>

Despite the cautiousness needed when comparing these findings, it can be seen that depression was reported more often in the VLV data. Both studies found that roughly 75% of the population was free from any symptoms of depression in the 65–74 age group. VLV, however, lowered the estimation of persons with minor signs of depression and suggested that there were more than three times as many people suffering from intermediary to strong depressive symptoms in this age group, compared to the OBSAN report. Among those aged 75 or higher, individuals who are not vulnerable or in a latent state of vulnerability were proportionally less represented in the VLV data, where we once again find much higher estimates for people who were obviously vulnerable, from a mental health point of view.

The challenge was to avoid or at least limit the risk of differential rates of answers between vulnerable and secure sample members leading to the exclusion of the former. Although the rate of participation for VLV was low and although it is not really possible to provide a strict, definite answer with the comparisons discussed above, all of the evidence is clearly positive and suggests a fair inclusion of the vulnerable elderly in the survey.

4 Responses and Non-response in the Questionnaires

The last part of this chapter considers item non-response, revealing questions that participants were unable to understand or that made them uncomfortable, if not reluctant to answer. In this perspective, we assume that non-answers are not equally distributed among the participants and could reflect vulnerabilities. Since we are not intrinsically vulnerable but vulnerable to something, through an analysis of non-response, we have a chance to identify some perturbing factors that have affected VLV respondents and could ultimately affect the validity of the measures based on this material (Groves and Lyberg 2010, 856).

Concretely, in the VLV leaflets as well as at the beginning of the interview, the participants were instructed that they could refuse to answer at any time, without justification, and move to the next question, or interrupt the process and renounce their participation. Of course, the use of this freedom does not adhere to the same

---

6The cases of break-off were quite dramatic for the interviewer and took a large role in the team discussions, but they were ultimately statistically rare.
logic when the old person is confronted with the self-administered questionnaire, what it means with him- or herself, compared with the face-to-face interaction with the interviewer. This is why we made a distinction between the two tools in the following, starting with a section on item non-responses in the first questionnaire, based on a systematic analysis. Then, we follow with a second section on two non-representative but especially eloquent cases of delicate information collected during the interview: household monthly incomes and the results of the cognition tests.

4.1 Non-responses in the Self-Administered Questionnaire

Table 9 shows the various thematic chapters in their order of appearance in the questionnaire. For the 3080 participants (proxy questionnaires excluded), non-responses represented an average of 11 %, but with a large variability, from 2 %, for the questions on children, to 27 %, when social life is concerned. Coming back to points that have been discussed at the beginning of this chapter, we did not observe a direct effect of the length of the questionnaire. We made the bet that locating the “health and medical problems” topic at the very end would provoke renewed attention, since it is an important concern for the elderly, and it seemed to have worked. Otherwise, the vision offered by Table 9 is too vague. It is clear that the probability of non-response is associated with some thematic chapters, but it does not suggest obvious explanations. To take further steps, we need to look at Fig. 7, which shows the distribution the item nonresponse rate across the 150 questions.

Generally, the average is artificially increased, since peaks of non-response are observed for the item “other(s)” all along the questionnaire, concluding long lists of possible answers. While it is easy to understand why the survey designers systematically included this option, many participants obviously did not understand the rationale of choosing this modality. Similarly but also differently, long, repetitive series of items produced misunderstandings. This happened in the “social life” chapter, in which the participants were asked if they were currently members of

Table 9 Distribution of non-responses in the VLV self-administered questionnaire, by thematic chapter

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Non-response</th>
</tr>
</thead>
<tbody>
<tr>
<td>B. Parents</td>
<td>4 %</td>
</tr>
<tr>
<td>C. Children and grand-children</td>
<td>2 %</td>
</tr>
<tr>
<td>D. Pension</td>
<td>7 %</td>
</tr>
<tr>
<td>E. Lodging</td>
<td>6 %</td>
</tr>
<tr>
<td>F. Media</td>
<td>14 %</td>
</tr>
<tr>
<td>G. Social life</td>
<td>27 %</td>
</tr>
<tr>
<td>H. Transportation</td>
<td>13 %</td>
</tr>
<tr>
<td>I. Health</td>
<td>6 %</td>
</tr>
<tr>
<td>J. Formal care</td>
<td>17 %</td>
</tr>
<tr>
<td>K. Lifestyles (health)</td>
<td>2 %</td>
</tr>
<tr>
<td>L. Relational life</td>
<td>5 %</td>
</tr>
<tr>
<td>M. Religion</td>
<td>5 %</td>
</tr>
<tr>
<td>N. Changes in life</td>
<td>13 %</td>
</tr>
<tr>
<td>O. Opinions</td>
<td>11 %</td>
</tr>
<tr>
<td>P. Health and medical problems</td>
<td>6 %</td>
</tr>
<tr>
<td>Total</td>
<td>11 %</td>
</tr>
</tbody>
</table>
an association or not and were confronted with a list of 14 items. Moreover, for obvious reasons of memory mobilization, the same list was asked just afterwards but concerning membership at the age of 45. Several checks showed that older participants ticked off the types of associations that they were or had been members of, but not the others, with an absence of responses meaning “no.” Such behavior explains the high values in the “social life” chapter but also appears all across the self-administered questionnaire from time to time. Significantly, this behavior is not associated with the sex or age of the respondent.

Another logic emerges in chapters E and F on lodging and media, respectively. Indeed, non-responses are concentrated on specific technologies like microwaves, remote alarm, computers, and the Internet. Not surprisingly, this is associated with

---

7Walking clubs; sports associations; political, professional, patriotic, and religious, groups; charities; etc.
a strong age effect. It reflects a dis-adjustment process to recent technologies among the oldest old, who do not answer questions they do not understand.

The non-answers in the chapter on “care” call upon all the explanations discussed above. There are relatively moderate (12–16 %), but the value for the “other” item explodes to 43 %. This is a more frequent pattern among the oldest old, who are the more frequent users of care, by far, but who are confronted with a list of various caregivers and another list of various types of help and tick off only positive answers, leaving the unused responses blank.

Finally, people generally answered when asked to express their opinions, although some questions provoked a significant rate of non-response (10–15 %) and a few were rejected by 16–20 % of the participants. A more careful look shows that the second and third categories contain questions formulated in an impersonal way. Instead of engaging the surveyed person directly, they are of a general nature. For example, ‘Do you agree with the following sentences? ‘Hard blows hurt people by chance.’ ‘Human nature is fundamentally good,’” etc. A fair proportion of the respondents felt unable to take a position and/or did not understand the rationale of such questions. Significantly, those questions were the only ones with significant percentages of non-valid answers (in most of the cases because two modalities of answers were ticked off, instead of only one). When financial issues are concerned,8 the rates of non-response grew further still and women were more likely to refuse.

### 4.2 Non-response in the Face-to-Face Interview

We find a similar pattern when we move to questionnaire 2, which was administered during a face-to-face interview, and more specifically for the question on household monthly income. The delicate aspect of interrogating people on their revenues is well-known. In the 1970 survey in Geneva and Valais, this information was missing in 13.9 % of the cases; this proportion grew to 23.9 % in 1994. However, this trend was interrupted, since the figure for 2011/2012 is 14 % for the two same cantons, and 15 % when we consider the five cantons of the full VLV survey (Gabriel 2015). The participants were not asked to provide a number but just to make a choice between nine categories.9 This approach was explicitly chosen to make the respondents’ job easier and increase the answer rate. Generally, people do not answer such questions because they do not want to, but also because they do not know. To go deeper, Table 10 provides the results of a logistic regression on non-response to monthly household income.

---

8Question O2 offers a good illustration. Its formulation is “Generally, who—the family or the State—has to be responsible for:—financial help?” The modalities of the answers are only the family, mainly the family, both equally, mainly the State, and only the State.

9Less than 1200, 1200–2400, 2400–3600, 3600–4800, 4800–6000, 6000–7200, 7200–10,000, 10,000–15,000, 15,000 and more.
Table 10  Logistic regression on non-response, monthly household income, VLV, 2011

<table>
<thead>
<tr>
<th>Variables</th>
<th>Exp(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Women</td>
<td>1.51***</td>
</tr>
<tr>
<td>Canton Valais (ref. Geneva)</td>
<td>0.92</td>
</tr>
<tr>
<td>Bern</td>
<td>0.57***</td>
</tr>
<tr>
<td>Basel</td>
<td>0.94</td>
</tr>
<tr>
<td>Ticino</td>
<td>1.61</td>
</tr>
<tr>
<td>Age group 70–74 (ref. 65–69)</td>
<td>1.24</td>
</tr>
<tr>
<td>75–79</td>
<td>1.04</td>
</tr>
<tr>
<td>80–84</td>
<td>1.52**</td>
</tr>
<tr>
<td>85–89</td>
<td>1.82***</td>
</tr>
<tr>
<td>90+</td>
<td>2.29***</td>
</tr>
<tr>
<td>Low education (ref. Apprenticeship)</td>
<td>1.03</td>
</tr>
<tr>
<td>Higher education</td>
<td>1.59***</td>
</tr>
<tr>
<td>Constant</td>
<td>0.09***</td>
</tr>
<tr>
<td>Observations</td>
<td>3038</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>−1316.30</td>
</tr>
<tr>
<td>Akaike inf. crit.</td>
<td>2658.59</td>
</tr>
</tbody>
</table>

Note: *p < 0.10; **p < 0.05; ***p < 0.01

First, women had a 51 % higher probability of not answering the question on household monthly income, compared to men, and the oldest old were also much more prone to missing this information. The odd ratios were significantly higher from the age of 80 and continuously increased until reaching 2.29 among the nonagenarians, with 65–69 being the reference category. As far as those demographic groups are concerned, VLV is not different from other surveys in Europe and North America (Groves and Couper 1998; Malter 2013). More specific but difficult to interpret, the participants were more likely to give this information in the canton of Bern, where the poverty rate is low, and were much less likely to do so in the canton of Ticino, where the poverty rate is the highest. More conclusive are the results about education, which proved to be a robust indicator of social class (Gabriel 2015), largely predicting poverty in old age (Gabriel et al. 2015). Compared to those with apprenticeships, which is the reference group and also the largest group, people with low education had a similar probability of giving information on the revenues on their revenues. However, persons with superior diplomas were almost 60 % more likely to refuse to give an indication, even though they quite probably knew their incomes well. While the evidence discussed in the preceding part consistently suggests that poor elderly have been properly included in the VLV survey, we see here that the distribution of non-response cannot result in a measurement error, i.e., in an under-estimation of the socioeconomically vulnerable.

In a second analysis, we consider another crucial dimension that was quite delicate to ask questions about: cognition. It is a key variable when aiming to identify and explain the mechanisms that generate or avoid vulnerability and permit
resilience in old age. Cognitive abilities are important resources when coping with developmental tasks and age-related challenges, and have been shown to be a powerful factor that affects successful regulation in the interplay between age, personal, motivational, and social resources, and well-being and functional health (e.g., Baltes and Lang 1993; Köhler et al. 2011). Well-preserved cognitive resources represent a core dimension of well-being and mental health in old age. On the other hand, Lawton et al. (1999) showed that over 60% of the participants aged 70 and older in a US survey would not wish to live any longer under any condition of cognitive impairment. Cognitive decline was more threatening to older adults’ quality of life than functional impairment or pain. Such fears are both expressed and nourished by the mediatization of the so-called “epidemics” of cognitive impairments, even though Alzheimer’s disease and other diseases sharing the same etiology are not contagious at all. This context makes assessing cognition in large-scale surveys like VLV quite important and delicate at the same time.

To understand the reasons of non-response in the cognition items, we developed a more complete model than that for household incomes. This model indeed takes also the interviewer effect and the context into account. The premise is that interviews are a complex process of information exchange, in which different elements that could introduce bias into the responses may interfere (Groves et al. 2004). In the existing literature about the interviewer effect, a set of variables is identified that can explain the phenomenon in an operational way and can be categorized into four fields that interfere in the “interviewing act”: (a) aspects related to the interviewer’s characteristics, (b) aspects related to the respondent’s characteristics, (c) the conditions and context of the research, and (d) characteristics related to the research tool (questionnaire). The latter category is mainly related to the questionnaire’s design, clearness of the definitions, terms used, format, etc. Category c) considers the environmental conditions of the interview (e.g., place, presence of other persons), as well as the collection methodology used, the standardization of the interview conditions, the training and supervision of the interviewers, and also the monitoring and observation of these variables by the interviewers and researchers (Durrant et al. 2010; Groves and Lyberg 2010; Marchese 2011; Blom et al. 2011).

The interviewer effect is operationalized for VLV research by three sets of variables regarding the interviewer, respondent, and context, respectively. For the fourth component—the questionnaire—we consider the Trail Making Test (Reitan 1958; Bowie and Harvey 2006), which has two parts: TMT-A, in which the participants are asked to link numbers, and TMT-B, in which the participants have to alternate numbers and letters. More concretely, each participant was asked to

---

10Note that we applied this model to the non-answers for the question on monthly household income, but we only found a limited gender effect (a female interviewer had somewhat more non-responses, on average); quite obviously, when the interaction was positive (when the interviewer evaluated the respondent as cooperative), the non-answers were halved. For the sake of parsimony, we remained with the simple model shown in Table 10.
Table 11  Trail Making Test process in VLV, 2011

<table>
<thead>
<tr>
<th>Steps in the cognitive tests</th>
<th>TMT-A</th>
<th>TMT-B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
</tr>
<tr>
<td>Refused TMT short</td>
<td>157</td>
<td>5.1</td>
</tr>
<tr>
<td>Failed TMT short</td>
<td>84</td>
<td>2.7</td>
</tr>
<tr>
<td>Refused TMT</td>
<td>8</td>
<td>0.3</td>
</tr>
<tr>
<td>Failed TMT</td>
<td>99</td>
<td>3.2</td>
</tr>
<tr>
<td>Passed TMT</td>
<td>2732</td>
<td>88.7</td>
</tr>
<tr>
<td>With time indicated</td>
<td>2130</td>
<td></td>
</tr>
<tr>
<td>No time indicated</td>
<td>602</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>3080</td>
<td>100</td>
</tr>
</tbody>
</table>

complete a short version of the TMT-A as an exercise (and the interviewer noted “fail” or “pass”) and then to pass the full version (the interviewer noted “fail” or “pass” and had to note the duration). Then, the same had to be done for TMT-B. Table 11 simply shows the resulting process of selection. Starting with 3080 participants, 5.1 % refused to complete the first exercise; this initial rejection was the strongest. Only 8, 28, and 10 participants refused at one of the next three steps. While only a small proportion (6 %) failed the TMT-A short or extended and could not continue, the TMT-B appeared to be much harder, with around 30 % failing. Such situations were not uncommon for both the participants and the interviewers. Anecdotally, all of the fieldwork leaders remember collaborators who were all specifically trained but who, after some interviews, expressed concern. Although they explained to the participants that it was not at all a medical examination and that the result was not important, some people who failed were greatly affected and sometimes started to cry. Additionally, the incident with the immigrants is reported in the Kaeser chapter, in this volume. Moreover, we also see on Table 11 that when the test was passed with success, the interviewers forgot to note the duration in no <22 % of the cases for the TMT-A and 5.6 % for the TMT-B. This shows that managing the cognitive tests was also a cognitive exercise for the surveyors, who did not completely deal with the explanations and the interactions with the person, the stopwatch, and the computer.\footnote{A confirmation of the difficulty to manage the tasks for the interviewers is that out of the 900 initial missing duration information in the CAPI, more than 300 could be completed thanks to annotations on the exercise sheet. The interviewer simply forgot to introduce the result in the computer.}

In Table 12, we analyze the initial refusal through logistic regressions, then the four situations in which participants failed to pass the tests, and finally the two situations in which the interviewer forgot to note the time, all situations described in Table 11. Refusals to complete the cognitive tests were more frequent when the interviewer was experienced. Indeed, this effect suggests that those who had already completed several interviews and faced people who were shocked and/or sad to have failed were not unhappy when a sample member refused to answer their questions.
Table 12 Logistic regressions on the risk of refusal, failures, and missing time information in the Trail Making Test, VLV

<table>
<thead>
<tr>
<th></th>
<th>TMT-A</th>
<th></th>
<th>TMT-B</th>
<th></th>
<th>No time</th>
<th>TMT A</th>
<th>TMT B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Refusal 1st step</td>
<td>Fail short</td>
<td>Fail extended</td>
<td>Fail short</td>
<td>Fail extended</td>
<td>Exp(B)</td>
<td>Exp(B)</td>
</tr>
<tr>
<td>Interviewer</td>
<td>Woman</td>
<td>1.34</td>
<td>2.24*</td>
<td>1.96*</td>
<td>1.16</td>
<td>1.00</td>
<td>1.89***</td>
</tr>
<tr>
<td>Age</td>
<td>1.00</td>
<td>1.01</td>
<td>1.00</td>
<td>0.99</td>
<td>0.98***</td>
<td>1.01*</td>
<td>0.99</td>
</tr>
<tr>
<td>Experience</td>
<td>1.49*</td>
<td>0.85</td>
<td>0.90</td>
<td>1.49*</td>
<td>1.49***</td>
<td>0.91</td>
<td>1.05</td>
</tr>
<tr>
<td>Performance</td>
<td>1.00</td>
<td>1.00</td>
<td>1.02*</td>
<td>1.01</td>
<td>1.01***</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Primary education</td>
<td>0.99</td>
<td>1.04</td>
<td>–</td>
<td>0.94</td>
<td>0.75</td>
<td>0.29***</td>
<td>0.34*</td>
</tr>
<tr>
<td>Secondary education</td>
<td>1.10</td>
<td>2.30</td>
<td>–</td>
<td>1.72</td>
<td>0.58*</td>
<td>0.63*</td>
<td>0.59</td>
</tr>
<tr>
<td>Respondent</td>
<td>Age</td>
<td>1.09***</td>
<td>1.07***</td>
<td>1.03*</td>
<td>1.06***</td>
<td>1.03***</td>
<td>0.96***</td>
</tr>
<tr>
<td>Woman</td>
<td>1.57*</td>
<td>1.38</td>
<td>1.20</td>
<td>1.25</td>
<td>1.15</td>
<td>0.82*</td>
<td>1.04</td>
</tr>
<tr>
<td>Primary education</td>
<td>0.73</td>
<td>–</td>
<td>1.02</td>
<td>0.97</td>
<td>1.83</td>
<td>0.82</td>
<td>0.67</td>
</tr>
<tr>
<td>Secondary education</td>
<td>0.51</td>
<td>–</td>
<td>0.48</td>
<td>0.92</td>
<td>1.19</td>
<td>1.03</td>
<td>0.76</td>
</tr>
<tr>
<td>Higher education</td>
<td>0.47</td>
<td>–</td>
<td>0.37</td>
<td>0.37*</td>
<td>0.91</td>
<td>1.09</td>
<td>0.62</td>
</tr>
<tr>
<td>Cooperative</td>
<td>0.42**</td>
<td>0.69</td>
<td>0.81</td>
<td>0.66</td>
<td>0.89</td>
<td>0.69*</td>
<td>2.22</td>
</tr>
<tr>
<td>Canton</td>
<td>1.10</td>
<td>0.97</td>
<td>0.97</td>
<td>0.92*</td>
<td>0.97</td>
<td>0.85**</td>
<td>0.87*</td>
</tr>
<tr>
<td>Fragile-dependent</td>
<td>1.21</td>
<td>1.22</td>
<td>1.35</td>
<td>1.08</td>
<td>1.21*</td>
<td>0.79**</td>
<td>0.61*</td>
</tr>
<tr>
<td>Depressive</td>
<td>2.23***</td>
<td>2.04*</td>
<td>1.45</td>
<td>1.59*</td>
<td>1.16</td>
<td>1.00</td>
<td>2.23</td>
</tr>
<tr>
<td>Swiss</td>
<td>0.59</td>
<td>0.50*</td>
<td>0.98</td>
<td>0.59*</td>
<td>0.92</td>
<td>1.13</td>
<td>2.02*</td>
</tr>
<tr>
<td>Context</td>
<td>Time treatment</td>
<td>1.00</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Private residence</td>
<td>0.44***</td>
<td>0.98</td>
<td>1.74</td>
<td>1.05</td>
<td>0.83</td>
<td>0.88</td>
<td>0.73</td>
</tr>
<tr>
<td>Other people present</td>
<td>1.27</td>
<td>2.69**</td>
<td>1.49</td>
<td>1.25*</td>
<td>0.94</td>
<td>0.71*</td>
<td>1.05</td>
</tr>
<tr>
<td>Intervention</td>
<td>1.04</td>
<td>0.73</td>
<td>0.72</td>
<td>1.18</td>
<td>1.18</td>
<td>1.32</td>
<td>1.14</td>
</tr>
<tr>
<td>Constant</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.09</td>
<td>11.20</td>
<td>0.05</td>
</tr>
<tr>
<td>Sig. chi-square</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.018</td>
</tr>
<tr>
<td>R² Cox &amp; Snell</td>
<td>0.062</td>
<td>0.033</td>
<td>0.019</td>
<td>0.055</td>
<td>0.055</td>
<td>0.068</td>
<td>0.019</td>
</tr>
<tr>
<td>R² Nagelkerke</td>
<td>0.187</td>
<td>0.153</td>
<td>0.071</td>
<td>0.123</td>
<td>0.082</td>
<td>0.104</td>
<td>0.056</td>
</tr>
<tr>
<td>N observations</td>
<td>3080</td>
<td>2839</td>
<td>2462</td>
<td>2732</td>
<td>1845</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: *p < 0.10; **p < 0.05; ***p < 0.01
and sent implicit messages carrying this feeling. From the respondents’ point of view, older persons and women were more reluctant and more often used their freedom to say “no,” as did people in the French-speaking cantons. Unsurprisingly, depressed persons tended to reject those tests. Inversely, Swiss natives—especially in the German-speaking cantons—were less inclined to refuse; quite obviously, this was also the case for the participants whom the interviewer evaluated as cooperative. Regarding the context, quite expectedly, the interview in the participant’s private lodging was much more favorable to response than when in a tea room or another place.

When we consider the experience of failing, we see a sequence suggesting that the first questions created both a selection and a dynamic. Indeed, for the short and extended versions of the TMT-A, the participant failed more often if the participant was older or, whatever his/her gender, if the participant had to pass the test in front of a young female interviewer. Then, for the TMT-B, the age of the respondent had an impact—which is quite normal—but the impact of the interviewer’s sex disappears, while another characteristic emerges. Indeed, people failed more often when the interviewer was experienced. Once again, this apparently strange result supports the hypothesis of a disaffiliation among the survey collaborators who adhered less and less to those questions. The other protective or risk factors are more obvious (high education, depression, or frailty) and not the topic of this chapter (see Ihle et al. 2015, for an in-depth analysis), but it is worth noting that the context of the interview is not that important by comparison. The presence of another person in the room has a negative effect on the probability of succeeding in the short versions of the TMT-A and TMT-B, but not for the two extended versions.

As we have seen, the situations in which the interviewer forgot to note the time taken by the participant to successfully complete one of the tests were much more frequent for the TMT-A than for the TMT-B, which once again suggests that the collaborator had too many things to manage at the same time and was stressed when reaching this part of the face-to-face questionnaire. The results are somewhat complicated, but three points emerge. First, information on time was more often missing when the interviewer was a woman and older, while interviewers with low level of education more strictly followed the instructions and were, hence, more reliable for that task. Second, the probability of forgetting to record the test time diminished when the participant was old, female, and frail, which could indicate more attention from the surveyor to the persons showing those characteristics. Third, the opposite was true for the TMT-B when the person suffered from depression, which apparently perturbed the interviewer. Still, the more obvious positive impact of the respondent’s cooperative attitude suggests that the atmosphere—the climate of the social interactions between the interviewer and the participant—has a real effect.


5 Conclusion

This contribution addresses the complicated challenge of surveying vulnerabilities and vulnerable persons in a context of decreasing participation rates for surveys, especially in Switzerland and among the elderly. Vivre-Leben-Vivere (VLV) has been a laboratory in which various experiences have been accumulated. It is structured through the frame offered by the total survey error approach, resulting in several lessons of general interest.

The first challenge is related to the costs, a point that must not be definitively neglected, since most social science surveys are funded by public money and reveal resource inequalities within a society. From that point of view, outdated frame information is related to unavoidable problems specific to the elderly (like death) or not (mobility, discrepancy between de jure and de facto addresses). They are costly in financial terms, but for VLV, they also affected the motivations of some interviewers, resulting in non-contacts after many contact attempts. The survey collaborators were required to be resilient, to receive many kind but also aggressive refusals, to insist, and to travel through cities and the countryside, through the plains and the mountains, always with the risk of only finding a closed door or just a postal box. And of course, they had to be paid.

The second challenge is related to the refusals by the sample members who do not want to participate. Here, we face a real problem that moreover appears to be continuously growing. The reasons deserve more attention. Does the constantly increasing refusal rate result from reactions to over-solicitations by survey and market institutes or from a crisis of confidence with respect to research, combined with tendencies to socially withdraw, tendencies which can be related to socio-emotional processes associated with ageing and to the perceptions of the elderly in our societies? All of these aspects were apparent in the causes of refusal observed during the VLV fieldwork. This issue still needs to be more systematically addressed before the challenge becomes impossible to take up. Specifically, in the Vivre-Leben-Vivere survey, notwithstanding a participation rate of only 35%, no fewer than 45% of the files were obtained by repeated phone calls, home visits, and resorting to proxies. It is an enormous proportion, and it seems difficult to imagine going beyond this, at least with this mode of data collection.

However, “do low survey response rates bias results?” (Rindfuss et al. 2015). This is a third challenge that also includes the ability to include vulnerable persons in the sample of respondents. Based on the collected data, having quite simple but sound tools make it possible to identify states of vulnerability, in terms of evidence, latency (overexposure to risk), and absence on several dimensions. These indicators have been used to test the survey procedures. The results show contrasting effects linked to widely varying situations and a heterogeneity that is a fundamental characteristic of the aged population. Among the “young old,” obstinacy in phone calls allowed the most dynamic to be surveyed, particularly men. In the intermediary areas between the so-called 3rd and 4th ages (75–84), home visits were somewhat effective in including people that the questionnaire analysis is revealing now.
as facing latent states of vulnerability. And among those at the most advanced ages, whose health is also the most affected, the approach by proxies effectively incorporated those who are evidently vulnerable, especially women. In the second stage, the prevalence of poverty, functional health problems, and depression in the VLV data was compared with other data sources. Overall, we can conclude that Vivre-Leben-Vivere faced the challenge and that vulnerable elderly are well-represented in its sample of respondents. The low participation rate has not biased the results, at least from our research perspective. Once again and specific to a survey on old adults, home visits and, even more, the recourse to proxies explain this success.

We should fairly consider the recent criticisms made against the proxy method, but also bear in mind that its contribution to studies on the aged is undeniable. More thought should be given to the ethical conditions of its use in the future, since we obviously face a tension between strict respect for what must be an informed consent and the scientific, social, and political relevance of the research. Groves and Lyberg (2010) noted with insistence that relevance is a difficult to assess, although essential, component in the identification of what contributes to the “quality” of a survey. To stay away from this tension, an option may be to refrain from collecting information on subjective measures and to collect only “objective” data on health and material conditions.

A fourth challenge, which is rarely directly related to the preceding one, concerns item non-response, or the refusal by the participants to answer certain questions. It is a reasonable hypothesis to assume negative impacts of both latent and manifest states of vulnerability on such risks. At the same time, saying “no” is also a proper use of the participant’s individual agency and consequently can express the inverse of personal vulnerability. Consequently, estimating the resulting impact on the measurement errors can be delicate. And indeed, the evidence in the VLV data is mixed, both in the self-administered and face-to-face questionnaires, with some situations that reveal dis-affiliation, dis-adjustment, or withdrawal, and others revealing a self-conscience and capacity to decide. Typically, as far as poverty is concerned, non-response to the questions on household monthly income come disproportionately from the oldest old and women, who are groups at risk, but also from people with high levels of education, who are just the opposite. When we come to the assessment of cognition, we reach a point at which the survey’s legitimacy and scientific objectives appear to be contested by the main collaborators—the interviewers. They expressed their doubts on the basis of their fieldwork experience when very concretely dealing with this part of the questionnaire, and the required devices (exercise sheets, stopwatch, computer), at the same time as trying to give clear instructions, and preserving proper social interactions with the respondent. Situations of failure that affected the participants also affected the interviewers’ attitudes, once again with contrasting effects: better attention to frail people but less to depressed persons. Obviously, the climate of the interviews, the quality of the interactions, and more generally the means of maintaining adherence to the survey objectives, and the civic engagement of each participant (both those who answer as well as those who question) must remain central concerns.
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Adapting Quantitative Survey Procedures: The Price for Assessing Vulnerability? Lessons from a Large-Scale Survey on Aging and Migration in Switzerland

Laure Kaeser

1 Capturing Vulnerable Populations: A Dilemma for Large-Scale Quantitative Surveys

This chapter aims at understanding the issues of capturing vulnerable populations in large-scale quantitative surveys. We limit ourselves to a specific group, elderly migrants, who nevertheless illustrate a global challenge. Surveying vulnerability requires being able to gain access to vulnerable individuals or groups. Vulnerability is defined as: “A lack of resources, which in a specific context, places individuals or groups at a major risk of experiencing (1) negative consequences related to sources of stress; (2) the inability to cope effectively with stressors; and (3) the inability to recover from the stressor or to take advantage of opportunities by a given deadline” (Spini et al. 2013).

These populations are often hard to reach for surveyors; according to the definition, it is primarily a lack of resources, within a specific context, that places certain groups at a major risk of not being represented by large-scale surveys. Such a deficiency translates into problems of availability (being homeless or away from home during data collection period), absence of identification with the survey goals and uses (refusing to participate, misunderstanding the survey questions, refusing to be contacted, etc.), inability to answer to survey questions (not speaking the local language, not reading properly, mental handicap, etc.) or special group features such as ethnic or religious minority groups, or drug users (Schiltz 2005; Riandey and Quaglia 2009; Marpsat and Razafindratsima 2010).
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Thus, the dilemma in survey construction arises when a target vulnerable population to be analyzed cannot be reached using standard survey design. Indeed, adapting standard procedures may help to improve access to the targeted vulnerable population; however, these changes may lead to inaccurate comparisons with other population subgroups.

To discuss this dilemma, this chapter deals with the data collection process of the large-scale survey on aging *Vivre/Leben/Vivere: Old Age Democratization? Progress and Inequalities in Switzerland* (VLV). VLV aims at analyzing life and health conditions and trajectories of the population aged 65 and over living in the Swiss Confederation. VLV also includes a focus on ageing populations with a migrant background. Researchers at the Center for the Interdisciplinary Study of Gerontology and Vulnerability in Geneva were responsible for designing the study and analyzing the data. They were also responsible for conducting the data collection, which took place in 2011 and 2012.

VLV is a quantitative survey that in many ways reflects the above-mentioned methodological challenges. It is based on two samples: the main sample of people over 65 years old living in five cantons, and an oversample of elderly migrants living in the cantons of Basel and Geneva (see the Sect. 3 for more details on the research design). The VLV research team strictly defined contact and interviewing procedures and standardized the data collection for all selected sample units. Since the research objectives included studying elderly people with a migrant background, it was initially decided to use the same research design for them as for the main sample precisely to avoid *a priori* differences. Nevertheless, elements of vulnerability made them hard to reach for reasons explicitly explained below. To avoid this potential failure, the team decided to adapt some of the standard procedures, but this was not without giving up some benefits of standardization. This chapter tells the story of VLV’s successes and failures, with the aim of highlighting the tension between scientific requirements and realities on the ground in the context of surveying vulnerability.

To do so, this chapter explains why the case of elderly migrants is relevant to discussing the dilemma of capturing vulnerability within large-scale surveys. Then it questions the need to adjust standard procedures of a quantitative survey, and the impact of doing so, to access elderly migrants. Finally, we show the need for a constant dialogue around the scientific requirements and the realities of fieldwork in order to avoid an under-representation of vulnerable groups in surveys, which can also be viewed as a form of discrimination. For example, Elcheroth and his colleagues have argued that, “Systematic bias in survey response also intrigues because it appears to betray a democratic ideal that is frequently projected onto surveys: one person, one voice. The substantive concern about processes that

---

1Immigrant is defined as an individual born in another country than the one he/she lives in and who has crossed a border (or several borders) since his/her birth. He/she may be citizen of his/her birth country or another country, in particular of his/her country of residence (Definition of the French National Institute of Demographic Study).
produce social exclusion, and that reproduce it in particular by way of exclusion from social surveys, goes hand-in-hand with the pragmatic concern to enhance the representativeness of surveys, not least in order to break societal and scientific cycles that render certain minorities invisible to the public eye (and leave the public indifferent to their fate)” (Elcheroth et al. 2011: 4).

2 Surveying Elderly Migrants as an Illustration of Surveying Vulnerability

Many studies on survey methodology underline the difficulties in obtaining a representative sample of the target population. Results may be inferred to the whole (sub)population thanks to sampling methods, which determine the quality of the sample representativeness (Tabutin 2006; Gerville-Réache et al. 2011). Nevertheless, even if the sampling method promises representativeness, some subpopulations are hard to reach for availability, access, or monitoring reasons. This may lead to differences between the original sample and the size and profile of the responding sample (Groves and Couper 1998; Elcheroth et al. 2011).

Groves and Couper (1998) identify several reasons explaining participation in surveys: individual characteristics such as social and/or psychological components (including attitudes, norms and values); demographic variables (age, marital status, household structure, education, income, place of residence); and from a heuristic perspective, features of the research design (data collection mode, number of contact attempts, period of data collection); the interviewers’ characteristics (sex, age, experience); and interactions between interviewers and respondents. VLV decided to deal with the elderly migrants in almost the same way as the other elderly sample members. Because of their life course, however, elderly migrants differ from the overall population in a number of specific ways. Their particular characteristics may interfere with their participation in the survey. These points are detailed below.

In Switzerland, most elders of foreign origin arrived in the second half of the twentieth century. They mainly came from Italy in the 1950s, from Spain in the 1960s, and from Portugal and former Yugoslavia in the 1980s and early 1990s (Piguet 2004). After World War II, the main goal of Swiss migratory policy was to get temporary workers responding to the needs of a growing economy without competing with Swiss natives. Immigrants experienced severe legal restrictions (including the interdiction of family reunification, seasonal status) and a lack of integration policies until the early 1990s. A part of the Swiss population also openly expressed hostility against immigrants during the campaign for the so-called Schwarzenbach initiatives against “foreign overpopulation.” In this context, painful professional and health trajectories have been part of individual migration

---

2Schwarzenbach’s initiatives (originating from the name of the initiator, representative of the “Action nationaliste,” a conservative political party) were initiatives against the “foreign over-
stories. As a consequence, elderly migrants are overrepresented among the most disadvantaged groups of the retired population in Switzerland (Bolzman et al. 2004).

Small-scale studies in the cities/cantons of Geneva and Basel (Bolzman et al. 2001, 2004) have highlighted special features of the living conditions of elderly people coming from abroad compared to the overall population. Most of them worked in low-skilled jobs (e.g. construction, industry, cleaning). Their income is on average lower than that for Swiss natives because of an earlier retirement age (explained by bad health status due to the demanding nature of the work and higher risk of unemployment) and/or a shorter contribution period to the retirement funds (e.g. due to carrying out professional activity in two or more countries). Those with the worst health status were active in the construction sector; half of whom receive benefits from disability insurance (Bolzman et al. 2004).

Nowadays, elderly migrants have either chosen to, or must, spend the last stage of their lives in their host country. They are on average younger than the Swiss population but the share of elderly migrants within the total population aged 65 and over is increasing steadily.³ People originating from Italy, Germany, France, Austria, and Spain are the most numerous. But the proportion of each nationality in relation to the total foreign population varies over time. This evolution reflects the various migration movements during the last century. Italians constitute the most important group among elderly migrants, representing around 40 % of the foreign population aged 65 and over. This share has not varied much over time, while by contrast, other nationalities are constantly on the rise, especially those from southern Europe, including more recent migration flows such as those originating in Portugal or Turkey. In contrast, there has been a large decrease in the number of Northern Europeans in the foreign aged population of Switzerland.

When surveying these groups, including those coming from the south of the continent, numerous obstacles induced by their life trajectories and current living conditions may engender their underrepresentation in the responding sample. Scientific literature reveals that there are various barriers that make people with a migrant background hard to reach by standard survey fieldwork procedures. Not speaking the survey language is one factor. But having living conditions that make someone uneasily reachable by standard procedures or having a system of beliefs and values that make the questions not understandable constitute major difficulties as well (Feskens et al. 2006; Lipps et al. 2011; Elcheroth et al. 2011; Laganà et al. 2011). Moreover, analysis of reasons for inclusion and exclusion of national minority groups from Swiss large-scale surveys confirms the relation between nonresponse population” submitted twice to the vote of the Swiss population in the 1970s. Finally refused, they deeply impacted the foreign populations living in Switzerland at that time.

³In 1995, the resident foreign population aged 65 and over represented 6.0 % of the total resident population of that age. This share grew to 10.5% by 2010. This increase would be even more striking if people of immigrant origin who became Swiss citizens were taken into account. As for the total resident population 65 and over, there was an increase of 21 % from 1995 to 2010, while the foreign population increased 55 % in the same period of time (Swiss Federal Statistical Office 2012).
rate and ethno-social affiliations (Lipps et al. 2011; Elcheroth et al. 2011; Laganà et al. 2013). These studies conclude that the underrepresentation of national minorities results in bias even after controlling for socioeconomic status. Though weak for people speaking the same language and from neighboring countries, this problem becomes extreme for people originating from former Yugoslavia, Albania, Turkey, and outside Europe (Elcheroth et al. 2011; Lipps et al. 2011). In the case of VLV and referring to the work of Groves and Couper (1998), elderly migrants’ characteristics such as their age, language, overrepresentation in low socioeconomic and health status groups, low level of education and ambivalent position in several cultural contexts may impair their representation within a large-scale survey. However, Elcheroth and his colleagues argue that, “The inclusion/exclusion of minority groups in/from general social surveys might be one of the most challenging and understudied issues in contemporary survey research” (Elcheroth et al. 2011: 1).

It is also important to keep in mind that migration issues represent a challenge for social science surveys precisely because of their socio-political dimension. From a broad perspective, the methodological challenges are underpinned by the necessity for public actors, especially those defining social policies, to get reliable statistics to understand the evolution of social problems and their subsequent needs (Rossini 2013: 92). In the case of VLV, surveying elderly migrants specifically questions the need for public policies to get a more detailed picture of the life conditions, resources, and requests of these growing populations. Thus, surveying migrants also constitutes a challenge for surveys on aging to access a growing population among the most vulnerable retired persons. Various papers published in Switzerland and elsewhere in Europe have stressed the improvement in the living conditions, health status, and well-being of the new cohorts reaching retirement age (Von Dem Knesebeck et al. 2007; Lalive d’Epinay et al. 2000). However, if these findings are well established for elderly persons in general, much less is known about the population of migrant workers who are now retired. In this light, being able to represent elderly migrants within a large-scale survey is a challenge in terms of generating knowledge for the orientation of policies targeted at the aging population.

Including elderly migrants in the general VLV research design implied several adaptations of standard procedures, and these adjustments reflect the dilemma mentioned in the introduction. In summary, the VLV experience of attempting to survey elderly migrants raised the following questions:

- Which were the specific obstacles that prevented elderly migrants from participating in the VLV survey with the standard fieldwork procedures and which elements of vulnerability do these obstacles underline?
- Which adaptations succeeded in overcoming these obstacles and improving the access to elderly migrants?
- If their inclusion in the survey was better in quantitative terms (higher response rate), what was the impact of the adjustments to standard procedures on the data quality? In other words, was the representativeness of the responding sample of elderly migrants affected by the adaptations of the procedures implemented in the middle of the fieldwork?
Once again, this chapter examines the need to adapt standard survey procedures in order to facilitate the participation of elderly immigrants, who make up an important part of the most vulnerable groups within the aging population. We developed an original methodological framework based on quantitative and qualitative data to empirically address this issue.

3 A Mixed Method Design for Analyzing VLV’s Ability to Survey Elderly Migrants

Our analyses are based on the VLV field research. Scholars from various disciplinary backgrounds (medicine, psychiatry, psychology, sociology and demography) designed the VLV study and delegated the data collection to researchers from the Center for Interdisciplinary Gerontology and the study of vulnerabilities (hereafter referred to as “the VLV team”). The survey was conducted in 2011 and 2012 in five Swiss cantons: Geneva, Valais (restricted to the Central Valais area), Bern (restricted to the Mittelland, Oberland, and Seeland areas), Basel (including Basel-Stadt and Basel-Land) and Ticino. In each canton, 20–30 external interviewers were hired to contact the respondents and conduct the interviews, and two to three members of the VLV team managed the interviewers and monitored the fieldwork. The main target sample consisted of 3600 individuals and was randomly selected in the cantonal population records, and stratified by age (65–69; 70–74; 75–79; 80–84; 85–89; 90 and above) and sex, for a total of 720 respondents in each canton, either community dwelling or living in nursing homes. The contact procedure was done either by phone or a visit at home in case of no landline phone. Then, the survey was conducted in two phases. First, the respondents received a self-administered questionnaire and a life-event calendar. Second, an interviewer conducted a face-to-face interview with an average duration of 2 h (Ludwig et al. 2014).

To address the increasing diversity of the elderly population, an important subproject of VLV was set up to investigate the living conditions and the life trajectories of elderly migrants compared to the national population. In addition to the main sample, VLV researchers decided to oversample the migrant population. Oversamples stratified by sex were planned in the cantons of Geneva and Basel based on people aged between 65 and 79, with 120 individuals by nationality. In Geneva, the oversample included natives from Portugal, Spain, and Italy. In Basel, it was originally intended to interview people from Italy and former Yugoslavia. These choices of groups and sites were determined by the distribution of these populations relative to the national population and other ethnic-minority groups.

Nevertheless, obstacles such as a low response rate quickly emerged (see below) and began to compromise the data collection. Therefore, the VLV team decided to adjust some features of the research design with varying success. To identify causes of exclusion of elderly migrants within VLV, we collected and analyzed quantitative and qualitative data. Scholars using qualitative approaches regularly undertake a
reflective and critical exercise relating to the production of data, especially on issues related to strategies for negotiating and gaining access to carry out fieldwork. Such a critical exercise may also constitute an introduction to data analysis: types of access to the fieldwork and reception of the survey may be indicative of certain characteristics of the target population (Mauger 1991; Bonnet 2008). Moreover, even if they are used less in survey research, qualitative data remain of great interest for understanding what is being examined with survey practices. Indeed, “Ethnographic approaches to interviewer experiences and interviewer respondent interactions should provide a more fine-grained understanding of the micro-process by which certain types of respondents are excluded from survey participation, on the basis of reciprocal expectations, perceptions, and communicative practices” (Elcheroth et al. 2011: 11).

A qualitative approach gives a better understanding of the perception of the survey by elderly migrants. During the fieldwork, it also gave suggestions to researchers about how to adapt the procedures to improve the response rate and survey practices. Three bodies of text were analyzed. First, researchers in charge of the data collection kept logbooks of oral reports from interviewers responsible for the oversamples. The analysis of these field stories complemented data from the VLV fieldwork monitoring by giving interpretations of the reasons for non-response (refusal and non-contact). Second, a content analysis of strategic discussions within the VLV team examined the effects of the procedures for elderly migrants compared to the rest of the sample. Finally, a focus group with the interviewers in charge of the oversamples was created to better understand the perception of the VLV approach procedures and the way to conduct interviewing among these populations.

On the quantitative side, access to the research field was analyzed with respect to effects on the representativeness of the population covered by the study (Groves 2006; Marpsat and Razafindratsima 2010). Thus, we analyzed refusal, non-response, and contact rates of elderly migrants compared to the main sample. The monitoring of VLV, which collected results on contact attempts, made these classical analyses in survey methodology possible (Groves and Couper 1998). We also conducted statistical tests on the final sample to verify if the adjustments of procedures introduced biases. Thus, combining qualitative and quantitative approaches helps to shed light on VLV data production and its adaptation strategies.

4 Varying Effects of Adjusting Procedures to Survey Elderly Migrants

It is worth remembering that the VLV team made the initial decision to not construct *a priori* differences between elderly migrants and the rest of the sample by applying the same contact and interviewing procedures to both. This is a crucial starting point since this choice resulted in underestimating risks related to equal treatment of these populations. Nevertheless, it was not a completely strict approach.
Four subsidiary measures were implemented from the start: first, oversampling people originating from Italy, Spain, Portugal and former Yugoslavia; second, translations of survey materials; third, recruitment of bilingual interviewers; and fourth, promotion of the survey in migrant communities. These decisions were built upon the experiences of the previously mentioned surveys of elderly migrants in Switzerland for which the representativeness of the final samples of respondents had been ensured. This fieldwork highlighted two elements of vulnerability faced by aging immigrants: the lack of language proficiency and the distrust of the administrative aspects of the survey. The four measures taken dealt with these problems and were assumed to not interfere with the initial objective, which was to apply the same research design to native and non-native elderly persons. This approach was designed to facilitate access to fieldwork and overcome any language barriers. Bilingual interviewers were trained the same way as the other interviewers; the entire material was translated without any modification, and the same contact and interviewing procedures were used. However, these four measures had varying effects, as described in the following.

Since elderly migrants only represent a small part of the elderly population and as it was assumed that they would probably have a lower response rate than the overall main sample, oversamples were planned to make sure that the final sample size would be large enough to permit reliable quantitative analysis. Four oversamples were foreseen, each with 120 respondents. However, in the end, as Table 1 shows, the planned objectives for the oversample were not achieved.

The motivation for translating the survey materials was based on the hypothesis that some elderly migrants would not have been able to understand the questionnaires in French or German. There are several reasons for a lack of language proficiency in these subpopulations (e.g. lack of time, low level of education, demanding jobs, etc.), all of which may create daily obstacles to accessing services for these people. It also may lead to a major risk of under-representation in the survey of people who feel less comfortable speaking, or feel unable to answer questions in the local language. Contact letters, life event calendars, and instructions (see Fig. 1), self-administrated and face-to-face questionnaires were all translated into Portuguese, Spanish, Italian, Albanian, and Serbo-Croatian.

In Geneva, 87% of the Portuguese respondents in the oversample, 81% of the Spanish respondents in the oversample, and 90% of the Italian respondents in the oversample responded in their native language. These results highlight how crucial the translation option is for reaching elderly migrants. High proportions of those

| Table 1 Final oversamples obtained by random procedures (planned effectiveness: 120 by nationality and canton) |
|-------------------------------------------------|-------------------------------------------------|-----------------|-----------------|-----------------|
|                        | Geneva                                   | Basal                                 |
|                        | Portugal                           | Spain                               | Italy             | Former Yugoslavia |
| Random oversamples     | 61                                    | 41                                   | 46                | 5                |
| Planned effectiveness: | 120 by nationality and canton            |
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Fig. 1 Example of the VLV life event calendar translated into Spanish

<table>
<thead>
<tr>
<th>Año</th>
<th>Edad</th>
<th>Residencia</th>
<th>Familia / Pareja</th>
<th>Actividad</th>
<th>Salud</th>
<th>Nacionalidad</th>
</tr>
</thead>
<tbody>
<tr>
<td>1955</td>
<td>6</td>
<td>Evolène, VS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1956</td>
<td>1</td>
<td></td>
<td>Suiza</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1966</td>
<td>2</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1967</td>
<td>2</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1978</td>
<td>4</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1989</td>
<td>5</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1999</td>
<td>7</td>
<td></td>
<td>Escuela obligatoria</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>8</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>9</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2022</td>
<td>10</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2032</td>
<td>11</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2042</td>
<td>12</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2052</td>
<td>13</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2062</td>
<td>14</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2072</td>
<td>15</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2082</td>
<td>16</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2092</td>
<td>17</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2102</td>
<td>18</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2112</td>
<td>19</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2122</td>
<td>20</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2132</td>
<td>21</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2142</td>
<td>22</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2152</td>
<td>23</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2162</td>
<td>24</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2172</td>
<td>25</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2182</td>
<td>26</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2192</td>
<td>27</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2202</td>
<td>28</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2212</td>
<td>29</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2222</td>
<td>30</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2232</td>
<td>31</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2242</td>
<td>32</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2252</td>
<td>33</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2262</td>
<td>34</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2272</td>
<td>35</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2282</td>
<td>36</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2292</td>
<td>37</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2302</td>
<td>38</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2312</td>
<td>39</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2322</td>
<td>40</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2332</td>
<td>41</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2342</td>
<td>42</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2352</td>
<td>43</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2362</td>
<td>44</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2372</td>
<td>45</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2382</td>
<td>46</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2392</td>
<td>47</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2402</td>
<td>48</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2412</td>
<td>49</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2422</td>
<td>50</td>
<td></td>
<td>Nace hermana</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Calendario de vida**

**EJEMPLO**

La Sra. Claire Dupont tiene 86 años y creció en Evolène. A los 16 años, se va a trabajar a Zermatt. Ahí conoce a Henri. Se casan dos años más tarde. Después de tener cinco hijos, empieza un trabajo como secretaria. En 1972, le diagnostican cáncer de seno, situación que la obliga a disminuir su tiempo de trabajo. Poco después del fallecimiento de su esposo, se somete a cirugía del corazón. Debido a estos acontecimientos, la Sra. Dupont se ve obligada a vender su casa y a mudarse. Actualmente vive en un EMS en Sion.
who chose to answer in their mother tongue included people who would have been able to answer in the local language but who felt more comfortable and confident when answering in their native language.

Nevertheless, this measure also has some side effects. For scientific translations, two professional translators should translate the survey material with constant dialogue with researchers (Harckness 2003). There was at least one member of the VLV team who was a native speaker in Portuguese, Italian and Spanish. But this was not the case for Albanian and Serbo-Croatian, resulting in some uncertainty and insecurity in trusting the validity of the translations. There was confusion between Serbian and Croatian and two translations had to be done without being reviewed by a researcher from the VLV team. Moreover, translations into Albanian, Serbian, and Croatian were incorrectly evaluated by the interviewers in charge of the Yugoslavian oversamples leading to “on-the-fly” corrections by the interviewers. To conclude, such translation procedures consume time and money. Results may also imply negotiating within the team on the priorities to give to translations among other survey needs, considering human and financial resources. This may explain why many surveys do not translate their questionnaires and run the risk of not reaching immigrants who did not get the opportunity to master the local language enough to understand relatively complex questionnaires.

For contact and interviewing procedures in native and local languages, bilingual interviewers were hired. The same interviewers conducted the initial contact, follow-up of the respondent files, and face-to-face interviews. The VLV team in Basel and Geneva recruited people with graduate degrees. Preference was given to second-generation immigrants from the same country as the target populations but this was kept as an option. Language and interviewing competences were prioritized and we did not pay much attention to cultural proximity. As an example, the first wave of Geneva interviewers included first-generation migrants from Latin America. However, those Latin American collaborators reported signs of rejection from Spanish and Portuguese elderly. These interviewers complained about being judged as less legitimate, or less well-integrated newcomers by the respondents, i.e. the former generations of immigrants. Some respondents did not understand, and sometimes did not accept, being interviewed by people from Latin America. Interviewers from the second generation also spoke about some signs of social distance, of a generational gap; “You cannot understand what we went through” was the kind of sentence often heard during contact or interviewing. Finally, recruiting interviewers with a university degree and being a member of the Albanian and Serbo-Croatian communities in Basel proved to be difficult. For the Serbo-Croatian interviews, this difficulty was greater during the contact procedure if the respondent was not from the same community of origin because of resentments from the war in ex-Yugoslavia in the 1990s. This led to a high degree of mistrust toward the interviewers and, most of the time, to refusal to participate as well.

The last measure mentioned was to promote the study among migrant communities. This was designed to reduce distrust. Letters were sent to immigrant associations. Information also circulated among mass media (radio and newspapers),
churches, grocery stores, bars, where Portuguese, Spanish, or Italians often went. The impact of such a promotion is hard to measure:

It’s hard to give an opinion of the efficiency of the promotion. Honestly, I’m not sure it was really effective. Out of all the people I interviewed, I had two people who said they had heard of us. Once at the church and once at the Casa Benefica. (148, Portuguese interviewer).

But some were reassured that the survey was serious:

I got some feedback from the respondents. They had seen the poster at the Spanish consulate and also at the church . . . . People talking about that said that it reassured them, that it was not fraudulent [approval of other interviewers]. That it was not a rip-off. (159, Spanish interviewer)

These measures confirm the aforementioned elements of vulnerability: a lack of proficiency in local language and distrust toward survey features provide evidence of social distance between the VLV research design and the target populations. Despite measures to overcome these obstacles, the response rate remained low and other, unexpected obstacles started to appear.

5 VLV Research Design Confronted with Realities on the Ground

Portuguese and Spanish oversamples in Geneva were the first two projects launched. Despite the measures initially taken, it appeared that elderly migrants were harder to reach than expected because of various reasons explained below. After a few weeks, the response rate remained low; after 6 weeks, it was only 2 % for Portuguese and 8 % for Spanish. The Italian oversample was launched in Basel a few weeks later and experienced the same difficulties in motivating people to participate. The former Yugoslavian oversample launched at the same time as the Italian one was doing worse; after experiencing many difficulties with translations and interviewer recruitment, the VLV team was confronted with a quasi-systematic refusal from former Yugoslavian elders.

The low response rate of elderly immigrants was due to higher non-contact rate and a higher refusal rate than for the main sample. We calculated the final response, refusal, and contact rates according to the standards of the American Association for Public Opinion Research. The response rate refers to the number of people who wholly or partially completed the questionnaires. It was 36 % for the VLV main

---

4Standard definitions of the American Association for Public Opinion Research (2010):

- Response rate = \( \frac{(I+P)}{(I+P)} + \frac{(R+NC+O)}{(R+NC+O)} + \frac{(UH+UO)}{(UH+UO)} \)
- Refusal rate = \( \frac{R}{(I+P)+(R+NC+O) + (UH+UO)} \)
- Contact rate = \( \frac{(I+P)+R+O/(I+P)+R+O+NC+(UH+UO)}{(I+P)} \)

I = completed interview; P = partial interview; R = refusal and break-off; NC = Non-contact; O = Other; UH = Unknown Household; UO = Unknown other.

For additional information, please refer to the following Web site: [http://www.aapor.org/Standard_Definitions2/4232.htm](http://www.aapor.org/Standard_Definitions2/4232.htm)
sample in Geneva (Guichard et al. 2012), illustrating the difficulties of running a survey in Switzerland, a country where low rates of participation in surveys are increasingly commonplace (see the chapter of Oris et al. in this volume). The rate was even lower for the oversample populations. It was particularly low for the Spanish and Portuguese (see Table 2). Spanish and Italians tended to be easier to reach but had a higher refusal rate, whereas Portuguese were less reachable but more inclined to complete the questionnaires.

The contact rate refers to the proportion of all cases contacted including those who refused to participate. Compared to the Italians and Spanish, the Portuguese were much harder to contact. Having or not having a landline phone may explain this: more than 37% of the Portuguese oversample did not have a landline phone, compared to 23% for the Italians and Spanish. As a reminder, in the case of no landline phone, the instruction was to do a visit at home. The success rate for such a procedure was low in Geneva for the main sample. For the oversamples, the visit procedure turned out to be unfruitful because elderly migrants are generally away from home for several weeks due to travelling back-and-forth between their home country and Switzerland. This procedure was gradually given up because it was time and money consuming. According to the reports of the Portuguese interviewers and members of the community, many Portuguese migrants choose to go back and forth between Switzerland and Portugal. These people spend only a few weeks of the year in Switzerland, which makes them hard to reach, whereas this way of living might be less financially advantageous for the Italians and Spanish.

Once a person is reached by phone or by a visit at home, there are still many barriers to overcome before he or she accepts to participate. Many were suspicious of guaranteed anonymity and confidentiality: “What is the guarantee that you will not give my name to the authorities?” Some expressed feelings of resentment against Switzerland: “What’s the point of that? Things will never change . . . I worked all my life in Switzerland and I receive a wretched pension.” Others equated the university with the authorities and feared controls: “Your questionnaire is far too intrusive.” Many didn’t have time for an appointment either because they were working to supplement their pension or because of travel between their country of origin and Switzerland: “I don’t have time, I’m about to go back to Portugal for three months.” Finally, the length and difficulty of the questionnaire scared many people. Its complexity led to the fear of not being able to correctly answer or understand the questions despite the translation. Clearly, a lower level of education compared to the overall population or cases of illiteracy may contribute to reluctance to answer a long questionnaire. For some, especially people from former Yugoslavia, reviewing their

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Response, refusal, and contact rates by nationality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Italians</td>
</tr>
<tr>
<td>Response rate</td>
<td>0.15</td>
</tr>
<tr>
<td>Refusal rate</td>
<td>0.66</td>
</tr>
<tr>
<td>Contact rate</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Oversample—Geneva—Individuals reached by snowball procedures not included
life course using the life event calendar involved remembering traumatizing events related to war or dictatorship. Some family members of respondents reproached this intrusiveness: “My father has had nightmares since the visit of your interviewer.”

To conclude this section, VLV monitoring shows that there are specific reasons for elderly migrants to not participate in the VLV survey and that these reasons are strongly related to their living conditions and past lives. Traveling between countries of origin and Switzerland, high suspicion toward VLV, and resentment against what reminded them about the difficulties of their past life created risks of not gaining access to elderly migrants that were largely underestimated by the VLV team. The response rate was lower than for the oversamples than for the main sample, and it was hard to reach such a level. After a few weeks of fieldwork, elements of vulnerability appeared to be so prominent for elderly migrants that they started compromising the success of the VLV subproject on migration. It became urgent to start thinking about a different approach for dealing with these difficulties.

6 Adapting the Research Design to Reduce Social Distance

Our analyses of reasons for non-response reflects the social distance between the VLV research design and the population covered by the survey. Social distance refers to the idea of a social space structured by characteristics such as age, gender, origin, or social status (Bonnet 2008). In this sense, the survey reveals social disparity each time that the respondents have a status, in particular social status, lower than the interviewer. The survey also constitutes a space of “symbolic violence” when the interviewer or researchers unilaterally impose the rules of the game—goals and use of data—without possible negotiation or complete understanding from the respondents (Bourdieu and Balazs 1993). Elderly migrants did not tend to identify themselves with the goals of the VLV survey; or more explicitly, we did not succeed in convincing them to. In other words, VLV remained an institutional project far from their interests. Once this was recognised, the goal of the VLV team became to reduce this social distance by innovating with the contact and interviewing procedures, but we also had to give up some goals.

Since the oversamples of the elderly coming from Portugal and Spain living in Geneva were the first to be contacted, they were used for innovating new contact and interviewing approaches and to create good practice exchanges with the VLV team in Basel. People from former Yugoslavia living in Basel were reluctant to participate, and completed interviews were rare. Considering the difficulties related to translations and interviewer recruitment, but also more importantly, the reasons of refusal that included war trauma, the VLV team decided maximizing their response rates should not be done at the expense of ethical considerations and ended this fieldwork. It was replaced by an Italian oversample in Geneva, since Italians represent 40% of immigrants 65 and over. Since Portuguese, Spanish, and Italian oversamples knew difficulties, but not to the same degree as former Yugoslavians, the VLV team decided to overcome the obstacles by respecting ethical and scientific requirements.
The first step for these oversamples was to change the interviewers’ profile to reduce social distance between interviewers and respondents. At the beginning, being bilingual was the only criterion for recruitment. A preference was given to second-generation immigrants originating from the same country as the target population and to people with a university degree. To break the deadlock, being a first-generation immigrant from the same country—or even better the same region—as the target populations, having a good network within the immigrants’ communities, not necessarily having an academic profile but an experience with the elderly were the new recruitment criteria. Most of the interviewers with the previous profile were discouraged and gave up. The VLV team assigned new cases to the most effective interviewers. Interviewers with the new profile had 1 month to convince new respondents. New interviewers worked in close collaboration with the field officer to ensure quality but also to maintain their motivation. It had also been decided to not self-administer questionnaires but that the interviewers would be ready to do the entire VLV questionnaires with the respondents to prevent the obstacle of complete or partial illiteracy.

Despite the new criteria, three out of seven interviewers did not obtain an acceptable response rate. Beyond personal reasons for not fulfilling the requirements, a high level of motivation seems to be the primary factor in a high contact rate (tenacity despite the difficulty in reaching the respondents) and a low refusal rate (capacity to convince and inspire confidence):

It was mainly to make a step towards my community, which I do not frequent a lot. It was a way to meet people and see the problems they face . . . see how people cope with their living conditions. I thought it was good for them and so I was motivated to convince them of the value of the survey. I knew that, once we met, it was always a nice encounter. And I could also somehow bring a little more, give some information, the address of an association or other social information. (148, Portuguese interviewer)

I work alongside my studies. I did it for this reason. I was interested. It was an interdisciplinary survey; it ties into my studies, even a lot. Then I realized it was really interesting for them [the Spanish elders] actually. For the community. And it inspired me a lot, not only to earn one’s living. (159, Spanish Interviewer)

Adding a snowball sample to the oversample was an added measure to increase the number of cases available for analysis. Respondents had to be between 65 and 79 with Spanish or Portuguese nationalities. Since it was difficult to reach these populations, the VLV team decided to include people with dual nationality. The total sample (original oversample and snowball sample) was stratified by sex. Respondents were recruited among interviewers’ networks, immigrant associations, and Spanish and Portuguese churches. Each respondent was asked if he or she knew someone interested in completing the questionnaires. Since it was also hard to reach Italians, the VLV team conducted the same snowball procedure for them.

Some 13.8% (18 out of 130 individuals) of Iberian interviews come from the snowball procedure, which only had a small effect on the number of individuals from Spain in the final sample. The competence of the new Iberian interviewers to convince respondents on the phone played a more important role in explaining the
increase in response rate. A snowball procedure through the respondents’ network did not work because of the length and the content of the questionnaires:

Some people who completed the questionnaires told others what it was really about, the questions and so on, and then some refused, three-quarters of people refused because they had heard how it is. . . They heard that we wanted to know about their possessions in their origin country. They wondered if their children would get in trouble because of that (156, Portuguese interviewer).

In Geneva, the number of snowball questionnaires accounted for 36.4% (43 out of 118 individuals) of the final Italian sample of respondents. As noted above, this fieldwork was launched at the end of the Iberian oversample to compensate for the failure of the ex-Yugoslavian effort. Recruitment of interviewers for the Italian oversample was based on the same procedures and profiles as for the new Iberian generation of interviewers. Five Italian collaborators started to recruit respondents from the original contact list. They also had 1 month to show their ability to convince and complete interviews. Even within this short period, contacts were decreasing too quickly. Recruitment by snowball was quickly launched.

Interviewers frequently reported difficulties for elderly migrants to be tested on cognitive resources. The latter started with a vocabulary test in French (for Geneva) and German (for Basel) that had not been translated because of equivalence problems. This test requires an excellent knowledge of vocabulary. Some respondents had a feeling of failure and were highly frustrated after this section of the questionnaire. They felt like they were being tested on their ability to speak the local language, at the same time as most of them were responding in their mother tongue to the questionnaires. This may also mirror some discussions on local language exams to test one’s integration in Switzerland. Whatever the cause, it was embarrassing for the interviewers who reported people crying or furious, interrupting the procedure and refusing to continue with the survey, or staying passive until the end of the interview. The VLV team decided to give up this section for the Portuguese and Spanish respondents to prevent a break in the snowball sampling, and to not show disrespect toward the respondents.

At the end of a complicated and difficult experience, it was confirmed that reducing the social distance between research designers, interviewers, and potential respondents helped to include elderly migrants in the survey, though with varying success depending on the adaptations and the targeted populations. The question remains as to what kind of sample we get at the end of such a process.

7 Cost-Benefit Analysis of Adapting Standard Procedures to Represent Elderly Migrants

Adapting procedures may improve access to hard-to-reach groups within large-scale surveys, but the impact of such adjustments may not be neutral regarding the quality of final samples. In the case of including elderly migrants within VLV, such
adaptations were crucial to avoid the failure of the subproject on migration, but this also involved taking some risks. The challenge was to negotiate a trade-off between biasing results by modifying contact and interviewing procedures, and not getting a final sample large enough for further analyses. To know if the rewards made the effort worthwhile, a cost-benefit analysis of the impacts of such adjustments was necessary.

The most obvious cost is the loss of comparison with former Yugoslavians because of ending the fieldwork in Basel. This comparison was worthwhile because of the specific characteristics of this group. Their arrival in Switzerland was more recent than Italians and Spanish. Some former Yugoslavians came to Switzerland to seek asylum, which is not the case for the other groups of old immigrants who arrived as adults and grew old in Switzerland. They are not EU citizens and this difference in legal status may give rise to different practices compared to other elderly migrants such as not spending extended periods of time alternately in Switzerland and the country of origin. One of the good practices in surveys is to maximize cooperation or response rates within the limits of ethical treatment of human subjects. This last criterion played a major role for former Yugoslavians regarding the above-mentioned trade-off.

On the other hand, such a loss was compensated by an oversample of Italians in Geneva. Having Italian oversamples in Geneva and Basel allows comparison of immigrants from the same origin but who immigrated to different regions of Switzerland, which differ in their population composition, linguistic dimension, size of urban area, and integration policies. Such comparisons should give rise to analysis of the impact of these differences on immigrant living conditions at retirement.

Even if the response rate of elderly people with foreign origins remains lower than that of the main sample (see Table 2), increase in participation to the survey was an important benefit of the adjustments to the standard procedures, especially with the recruitment of new interviewers. This benefit can only be measured for the Portuguese and Spanish fieldwork because they were the first two populations for which innovating contact and interviewing procedures were introduced after having noted the difficulties of the standard procedures for these groups. Indeed, only these two projects allow a comparison between first and second wave interviewers. The following graph shows the coincidence between the increase in the response rate for the Spanish and Portuguese oversamples and the recruitment of new collaborators (Fig. 2).

It is not possible to run the same analysis to observe the effect of new recruitment for the Italian oversamples in Basel and Geneva, since they immediately benefited from the experience acquired. Nevertheless, Italian oversamples also strongly profited from the snowball approach. Indeed, 55.1 % (43 out of 78 individuals) of the Italian oversample in Geneva came from the snowball approach, 54.5 % (55 out of 101 individuals) in Basel. Adjusting VLV contact procedures by introducing this technique based on a positive appreciation of the social relations within the communities contributed to more than half of the final Italian oversamples.

The reader will have noticed that the initial objective of 120 respondents by nationality and canton was not achieved despite the implementation of new contact...
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and interviewing procedures. The decision was made to take into consideration elderly migrants from the main sample as well, meaning elderly of foreign origins who were randomly selected to be part of the main fieldwork in Geneva and Basel (see Oris et al. in this volume). From a quantitative perspective, the final samples of elderly migrants are the result of several methodological choices that led to the sample composition showed in Table 3. The objective of 120 respondents by nationality and canton was achieved for Italians, but not for Portuguese and Spanish. Some researchers proposed to merge these two groups into a single Iberian sample. Nevertheless, from a theoretical point of view, this is not pertinent considering their different migratory trajectories, the evolution of migratory and integration policies, and living conditions in their host countries. In the end, the final overall immigrant sample contains 366 individuals from Italy, Spain, and Portugal between 65 and 79.

Considering the various components of the final oversamples, one may question the impact of the different contact procedures (snowball or random sample) on the representativeness of the files delivered to the researchers. Do the respondents obtained by snowball significantly differ from those randomly obtained? This question is not relevant for the Portuguese oversample since only two participants were part of the snowball sample, however, a significant share of the Spanish and Italians were recruited through this procedure. To establish if those two subpopulations significantly differ from each other, we ran chi-square tests (or

Fig. 2 Evolution of the response rate throughout fieldwork. Spanish and Portuguese oversample—Geneva—snowball sample not included
Table 3 Composition of the VLV final samples of elderly migrants

<table>
<thead>
<tr>
<th>Oversample</th>
<th>Random</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Italy</td>
<td>Portugal</td>
</tr>
<tr>
<td>Oversample</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random</td>
<td>35</td>
<td>61</td>
<td>41</td>
<td>46</td>
</tr>
<tr>
<td>Snowball</td>
<td>43</td>
<td>2</td>
<td>16</td>
<td>55</td>
</tr>
<tr>
<td>Main sample</td>
<td>40</td>
<td>0</td>
<td>10</td>
<td>17</td>
</tr>
<tr>
<td>Total</td>
<td>118</td>
<td>63</td>
<td>67</td>
<td>118</td>
</tr>
</tbody>
</table>

Fisher’s exact test in the case of small n in the cross-tables) to test the null hypothesis of no significant association between the age group, sex, level of education, and last occupational status of respondents and the method of sampling (random/snowball). The p-values of each test are above 0.05, so we accept the null hypothesis and conclude that there is no significant bias as far as the above-mentioned variables are concerned. To conclude, the adjustments of contact approaches do not appear to have distorted the quality of the final samples and allow a sample large enough to run some descriptive and multivariate analyses.

The initial objective was reached since elderly migrants are largely overrepresented in the VLV database. For example, Spanish migrants are three times more numerous in our database (for the 65–79 year-olds) than they are in the residential population. Consequently, weighting issues do arise, and attention should be paid as to how weights are assigned. Furthermore, manipulating the database with care remains crucial considering the impossibility to reach many of them. When analyzing and interpreting the data, one has to be conscious of what the database contains and what it does not. The file does not include individuals who left Switzerland to spend their retirement in their country of origin (though it was not the goal of VLV to gain access to such groups), individuals who did not identify themselves to the goals and uses of VLV, and individuals who were not in Switzerland at the time of the survey. Moreover, with such complicated questionnaires, the biggest risk for VLV was to reach only highly skilled persons who are the exceptions among elderly migrants from Italy, Spain, and Portugal living in Switzerland. Nevertheless, the focus group with the interviewers in charge of the oversamples demonstrates that the risk did not materialize for VLV:

I had many respondents who only did primary school, or almost nothing. Because at that time it was normal, education was not mandatory in Spain, in Franco’s time . . . A lot dropped out of school to help their family or to help in the fields . . . For illiterate respondents, it was not a big deal for us because we were with them all the time throughout the questionnaire, we were there for that purpose, and then it was easy. (159, Spanish interviewer).

Further analysis on socioeconomic and health conditions confirm these words: elderly migrants in the VLV database generally have a low level of education, a low
skilled status, and suffer from worse health status and economic situations than the overall population of the same age (Kaeser and Bolzman 2013).

8 Capturing Vulnerability: A Delicate Balance Between Scientific Requirements and Realities on the Ground

The VLV experience underlines the dilemma of large-scale surveys aimed at capturing vulnerability: not having tailored contact and interviewing procedures but running the risk of failing to capture vulnerability; or introducing specific procedures but running the risk of impairing the comparison. VLV’s team faced this tension through an active dialogue between scientific requirements and realities on the ground to adapt survey procedures pragmatically and carefully.

To create conditions that favor such a dialogue, it is first necessary to take into account the components and reasons why target groups might be vulnerable. It is fundamental to get to know as much as possible about the groups’ specificities before launching the fieldwork, and to create contact and interviewing procedures in accordance with the different components of the target groups. Most important, it is crucial to take time throughout the fieldwork to establish and maintain a pragmatic dialogue within the research team to understand what happened on the ground and to respect scientific requirements of research designers at the same time. Such a balance is key to reducing social distance between research designers, interviewers and respondents, and to assessing vulnerability without impairing the quality of the data.

As we have seen, social distance between the target populations and the survey may be expressed through age, socioeconomic status, social and cultural capital, and other factors. It may lead to an asymmetric relation between the interviewers—representing the monopole of symbolic violence brought about by the formality of the survey—and the respondents. The VLV experience confirms that the interviewers play a major role in reducing this gap. They are more than a neutral conduit for the transmission of standardized questionnaires. They constitute intermediaries because of their “double affiliations to the world of researchers and to the world of respondents”5 (Bessière and Houseaux 1997: 103). When they are aware, they can manage the intrinsic ambivalence of the survey situation to produce more positive and fewer negative outcomes. This is a reminder that research designers need to communicate, train, manage, and inform interviewers not only before but also throughout the fieldwork according to the goals and uses of the survey to create reflexivity from the collaborators on their practices and roles.

Admittedly, the price may be a time- and money-consuming survey, the necessity to be flexible, getting off the beaten track, and even sometimes giving up some comparisons as was the case for the VLV’s cognitive tests. Nevertheless, this is

5 Author’s own translation.
often necessary if one claims to better understand vulnerability. Not taking this major issue into account means running the risk of getting into a vicious circle: being vulnerable puts oneself at risk of not being reached by a large-scale survey, and not being represented in large-scale surveys may amount to being ignored by scientific and political agendas. Providing resources to assess vulnerability is not only a methodological engagement; this is also a major social issue about giving a voice to the voiceless.
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Vulnerability Following a Critical Life Event: Temporary Crisis or Chronic Distress? A Psychological Controversy, Methodological Considerations, and Empirical Evidence

Pasqualina Perrig-Chiello, Sara Hutchison, and Bina Knöpfli

1 Introduction

Vulnerability is a multifaceted concept that is widely used, but not uncontested in science and practice. Scholars and practitioners from different disciplines, including social sciences, psychology, medicine, ethics, environmental sciences, and economy, use the term vulnerability to refer to conditions of human exposure to hazards, risks, and stresses. Vulnerability has – like similar concepts such as health, ageing, or resiliency – basically a “mobile” and flexible character. As a travelling concept it moves among disciplines, times, contexts and cultures, and changes its content by this translocation (Bal 2002). This creates a multidisciplinary picture, which sheds light on the various specific aspects of a concept or topic. Each discipline has its own reasons and methods to conceptualize and benchmark vulnerability, and consequently concepts, measures, and methods differ widely across disciplines. The multidisciplinary character and use of the term account, however, for the fact that there is little if any consensus with regard to a reliable and coherent conceptualization and operationalization of vulnerability (Morawa 2003).
Difficulties in defining vulnerability in a comprehensive and interdisciplinary\(^1\) way have additionally prompted discussions surrounding its utility as a qualifying and discriminant concept in research and practice (Ruof 2004). For example it has been argued that labelling individuals as vulnerable risks viewing them as different, marginalized, and pitiable (Danis and Patrick 2002). In addition and above all, the label vulnerable may also be associated with the more or less implicit assumption that this is a stable and enduring characteristic, which again bears a further risk, namely the perpetuation of a negative state.

Although acknowledging these caveats, in our mind vulnerability remains a useful concept, provided that attempts are made to contextualize it distinctly (a) within the canon of different disciplines, and (b) within the status quo of a specific discipline by clearly delineating the theoretical base, the methodological approach and the associated implications and limitations. Along these lines the aims of the present contribution are, to show:

1. The challenges of contextualizing vulnerability conceptually and theoretically in psychological research by giving an overview of the status quo of research with regard to the question of whether vulnerability following a critical life event, namely the break-up of a long-term partnership, is a temporary crisis or rather a chronic strain (Sect. 2 of this chapter).

2. The impact of these challenges on designing an empirical study to answer the research questions around this controversy and a possible way to solve it methodologically, as it was done in the research project “Vulnerability and Growth. Developmental dynamics and differential effects of the loss of an intimate partner in the second half of life\(^2\)” (Sect. 3 of this chapter).

3. First results of this project focusing on two questions: (1) Is there empirical evidence that psychological vulnerability due to marital breakup is a temporary state? (2) What distinguishes psychologically highly vulnerable individuals from the least vulnerable ones in terms of psychosocial resources? (Sect. 4 of this chapter).

\(^{1}\)In contrast to “multi-disciplinarity,” which means an addition of different disciplinary perspectives, “inter-disciplinarity” refers to a common problem definition, a coordination of methods and a common way of presenting and implementing the results provided by exponents of different disciplines (Perrig-Chiello and Darbellay 2002).

\(^{2}\)The project is part of the National Centre of Competence in Research LIVES “Overcoming Vulnerability over life course”, supported by the Swiss National Science Foundation (project Nr. 125770) awarded to the first author.
Vulnerability Following a Critical Life Event
from a Psychological Perspective

2.1 Contextualizing Vulnerability in the Status Quo
of Psychological Research

The construct of vulnerability has been characterized by extensive theoretical
and empirical research in various fields of psychology, but especially in clinical,
health, and social psychology. Unsurprisingly, there is not one common definition
of vulnerability in psychology, but different attempts at defining it. One broad
and overarching definition delimits vulnerability as an individual belief system
to be susceptible to harm, negative outcomes and unprotected from unpredictable
danger or misfortune. Accompanying this lowered sense of control is an affective
component consisting of feelings of anxiety, fear and apprehension (Perloff 1983).
In the same line, but more specifically, vulnerability has been conceptualized in
clinical psychology as a disturbance of self-concept or interpersonal relationships,
which can trigger maladaptive attitudes and detrimental behaviors. Psychological
vulnerability is thought to comprise a set of emotions and cognitions that pro-
mote harmful reactions to stress, such as perceived helplessness and maladaptive
coping behaviors. In turn, these maladaptive reactions to situations or critical
life events can negatively affect psychological, physical, and social well-being
(Sinclair and Wallston 2010). Vulnerability is conceptualized as resulting from
an interaction between the resources available to individuals (such as personality,
cognitive competence, social networks), and the life challenges they face. There
is empirical evidence that psychological vulnerability results from developmental
problems (early life experiences), personal incapacities, disadvantaged social status,
inadequacy of interpersonal networks and support, and the complex interactions of
these factors over the life course.

In line with this, in developmental psychology vulnerability has been primarily
studied in childhood and youth, and to a much lesser extent in later adulthood or
from a life course perspective. In the literature this fact is not only mirrored in
considerable research gaps, but also in various theoretical controversies as well
as in inconsistent findings. One major controversy focuses on the question of
whether biographical transitions, and especially critical life events – such as marital
breakup, unemployment, or serious illness – entail psychological vulnerability in
the form of temporary dysfunctional reactions to acute stress, or rather if they
produce a permanent state of vulnerability marked by persistent negative affect,
sense of hopelessness, bad subjective health, etc. Furthermore, although a large
consensus exists that psychological adaptation (i.e. the process of overcoming the
state of vulnerability and adapting back to the state before the event) depends on
available intra- and interpersonal resources (such as personality, resiliency, social
support) as well as on external circumstances (e.g. predictability of the event), the
differential impact of these variables and possible interactions are still not well
understood. This applies especially to separation and divorce after a long-term partnership, since most research has been carried out with younger age groups (Pudrovská and Carr 2008).

### 2.2 Vulnerability Following Critical Life Events: State or Trait?

In the literature two major paradigms can be identified that deal with psychological adaptation to critical life events such as marital breakup. Whereas the state approach assumes that there are direct effects on psychological well-being caused by marital dissolution, the trait approach claims that psychological adjustment to marital breakup is primarily based on stable personality traits. Both paradigms are characterized by various theoretical approaches and controversies, which are delineated in the following sections.

#### 2.2.1 State Approach: Does Marital Dissolution Cause Temporary or Chronic Psychological Vulnerability?

The current debate regarding the state approach is whether spousal breakup is a temporary stressor (or crisis) or rather a chronic strain. If marital breakup represents a crisis, people should adapt to their new life circumstances and recover from the negative impacts on psychological, physical and social well-being after a certain time. The chronic strain model in contrast assumes that marital breakup has the potential to create further stressors such as economic difficulties, which perpetuate the negative consequences over time (Amato 2000).

Empirical research has revealed mixed findings: Some study results support the crisis approach, others the chronic strain approach. Using three-wave panel data, Booth and Amato (1991) found that the increased level of psychological distress and unhappiness of divorced or permanently separated individuals declines within the 2 years following the event to then reach the level of the continuously married. In contrast, study results by Mastekaasa (1995) suggest that divorced individuals reported short-term (0–4 years after divorce) as well as long-lasting (4–8 years after divorce) increases in the amount of subjective distress compared to the stably married. More recent research studies could also not solve this controversy. Findings from a longitudinal study by Lucas (2005) showed that life satisfaction decreases after a divorce and then gradually rebounds in the 5 years following the event. However, the individuals also reported long-lasting changes: The level of life satisfaction 6 years after the divorce was significantly lower than the one reported during marriage. The author concludes that some individuals may not be able to adapt completely. Another longitudinal study over 12 years (Johnson and Wu 2002) found, consistent with the chronic state approach, that the level of psychological
distress during and after the divorce does not decline until the individuals enter into a new marriage or cohabiting relationship. In contrast, the results of the study of Clark et al. (2008), which are based on observations in 20 waves of German panel data, show a rapid adaptation to divorce. There is even evidence that both women and men who divorced 5 or more years ago are currently significantly more satisfied with their lives compared to their level of life satisfaction 2–4 years before the event. Another longitudinal research by Clark and Georgellis (2013) investigated life satisfaction and mental well-being of divorcees in 16 waves of British panel data. The results also support the crisis theory and showed, with the exception of unemployment, a complete and rapid adaptation within 2 years to life events including divorce. Focusing on middle-aged individuals, Hughes and Waite (2009) found that some health dimensions such as depression seem to respond both rapidly and intensely to changes in marital status, whereas others such as chronic physical health problems develop slowly over a long period of time. In line with these results, Lorenz et al. (2006) conclude in their study with divorced women that the increase of depressive symptoms can be interpreted as a temporary reaction to acute stressors caused by divorce. Furthermore, a decade after the event, divorcees reported a significantly higher amount of physical illness than their married counterparts. The authors interpret the difference in physical illness as a possible cumulative response to chronic stress.

The crisis model assumption is based on the hedonic treadmill model of Brickman and Campbell (1971). According to this perspective, individuals are affected by emotionally significant events, but usually adapt back to a neutral set point or baseline of subjective well-being (Diener et al. 2006). Although this approach has meanwhile been modified, e.g. taking into consideration that the baseline set-points may be positive rather than neutral (Diener et al. 2006), it has been supported by results that show that objective circumstances account for surprisingly little variance in reports of subjective well-being (Clark et al. 2008). The basic concept of adaptation to divorce implies a model of marital dissolution as a crisis where psychological distress is low before the event, increases as the breakup approaches and then declines following the event. Furthermore it suggests that the psychological distress following marital dissolution represents short-time secondary stressors, such as the acute pain of the loss, economic difficulties or changes in the social network (Booth and Amato 1991). In the same line, but more specifically, the divorce-stress-adjustment perspective (Amato 2000) views marital breakup as a process that sets into motion numerous stressful events. Severity and duration of negative outcomes resulting from these stressors depend on the presence of a variety of moderating or protective factors such as individual and interpersonal resources. Of all forms of social support, a new intimate relationship may be the most important factor to foster adjustment to divorce (Amato 2000). For example, Wang and Amato (2000) demonstrated that individuals with a new intimate relationship reported more positive appraisals of life and better overall adjustment than those who stayed single. Another factor that may have an impact on psychological adaptation to marital breakup is the initiator status, that means, which spouse takes the initiative to
separate. Being the initiator enables the individual to control the event, which thus may lead to better adaptation after separation (Wang and Amato 2000). The study of Wang and Amato (2000) showed that initiators report a better overall adjustment than non-initiators, however, only short-term effects (on average 16 months after the divorce) were investigated. The relevance of the initiator status has been confirmed by the study of Hewitt and Turrell (2011). Women and men who self-initiated or jointly initiated the separation reported better well-being and mental health than non-initiators. Again, the results refer to short-term effects within 2 years after separation. Another possible and often discussed determinant of psychological adaptation is marital history (e.g. couples’ perception of marital quality), however its role is controversially discussed in literature. While some studies suggest that persons from low-distress marriages have more difficulties in adapting than those from high-distress ones (Amato and Hohmann-Marriott 2007), other studies could not replicate these findings (Waite et al. 2009).

An important aspect of the debate is furthermore whether men and women differ in the process of adaptation to marital dissolution. Do women exhibit more vulnerability than men to impacts of divorce or vice versa? Simon (2002) showed in her longitudinal analyses that women have lower adjustment to divorce with regard to depression (higher depression rates), whereas the benefit of remarriage among persons who were previously divorced or separated was greater for men regarding health behavior (lower alcohol consumption). Men’s and women’s vulnerability to distress after marital breakup may be shaped by cultural and gender-typical norms for emotional display (Simon 2002). Analyzing data from 16 waves of the German Socio-Economic Panel Study, Andreß and Bröckel (2007) found that women reported significantly higher life satisfaction than men within the first 2 years after the separation. However, Strohschein et al. (2005) did not find any gender differences in the short-term effects of marital breakup.

To sum up it can be said that there is empirical evidence that whereas some individuals adapt rapidly to marital breakup, others remain vulnerable over a longer period of time. However it is not clear what exactly accounts for these individual differences. The topic of the large heterogeneity of reactions to loss has been tackled by a major research strand, the trait approach, which focused on personality factors as determinants of psychological adaptation to critical life events. This approach is highlighted in the following section.

2.2.2 Trait Approach: The Role of Personality in the Psychological Adjustment to Marital Disruption

The trait approach goes beyond the question of whether a critical life event such as marital disruption entails a chronic stress or if it is merely a temporary crisis. The trait approach focuses on individual differences due to personality-inherent characteristics (mostly assessed with the Big Five framework for personality traits, namely openness, conscientiousness, extraversion, agreeableness, and neuroticism). In the literature there is increasing empirical evidence that personality dimensions
play a central role in coping with marital breakup. Pudrovksa and Carr (2008) show in their study that recently divorced women who reported high levels of extraversion and openness, low levels of neuroticism and who applied advantageous coping strategies (such as problem- and positive emotion-focused coping), had a better adjustment regarding mental health. These results are confirmed by a study of Clark and Georgellis (2013), which shows that women with higher levels of extraversion were more satisfied with life after divorce. Diener et al. (2006) indicate in their revision of the hedonic treadmill-model that individual differences in well-being baseline levels are partly due to personality-based influences. The authors list three different lines of research that support this view. First, subjective well-being shows moderate stability over long periods of time and even in the face of changing life circumstances. Second, behavioral genetic studies suggest that well-being is moderately hereditary. Finally, several research studies show that personality factors strongly correlate with well-being variables. Diener et al. (2006) conclude that personality factors may predispose individuals to reach different levels of adjustment after a marital dissolution.

In addition to the Big Five personality traits, another personality dimension that has been discussed as a protective factor for negative adjustment to critical life events is resilience. Resilience pertains to the ability of adults to maintain relatively stable, healthy levels of psychological and physical function in the face of a highly disruptive event (Bonanno 2004). The available empirical evidence suggests that individual differences in psychological resilience predict accelerated recovery from stressful events (Ong et al. 2006). However, there is little literature that devotes attention to the role of resilience in psychological adaptation to the stressful event of marital dissolution.

A further debate that concerns the adjustment to marital breakup from a trait-approach is the relevance of the social selection hypothesis (Avison 1999). This hypothesis claims that individuals with certain patterns of personality and social characteristics are, to some extent, predestined for divorce. However, Gähler (2006) could not confirm that the effects of permanent selection explain the lower well-being after a divorce. Amato (2010) concludes in his review article that most of the results support the notion that marital breakup negatively affects the mental and physical health and that selection processes may play only a limited role.

Taken together, we can state that a considerable amount of psychological research exists with regard to psychological vulnerability after critical life events such as marital breakup. However, the status quo of research is marked by large inconsistencies. These inconsistencies concern mainly questions about the role of time passed since the event, and whether people recover or if they rather remain in a state of vulnerability. There seem to be large inter-individual differences in psychological adaptation to such critical life events, which are not fully understood. In particular the question of whether psychological vulnerability (if temporary or stable) is an inevitable outcome of marital breakup or not, has hardly been studied. Against this background, in the next section we attempt to shed light on the open questions around these controversies and research gaps by presenting possible methodological ways to answer them.
3 Vulnerability After Marital Breakup: An Empirical Study

3.1 Outline of the Research Project, Aims and Research Questions

Based on the shortcomings and research gaps mentioned above, the present project aimed at studying predictors of psychological adjustment to marital breakup due to separation, divorce or widowhood after a long-term partnership. The reason for focusing on long-term partnership is twofold: On the one hand it can be assumed that a marital breakup after a long shared life is particularly destabilizing and has a high potential of vulnerabilization. On the other hand – in the case of divorce – this is a contribution to close a significant research gap, since most research on marital breakup has been done with younger individuals having under-age children.

In this survey with two age groups (one in middle, the other in old age), four different loss-groups (one within the last 12 months, a second 12–24 months ago, a third 24–60 months ago, and a fourth with 5 or more years since marital breakup or spousal loss), and a group of age-matched married people serving as controls, a multi-method and an interdisciplinary approach was used. Two assessments were planned, a first one in 2012, and a second one in 2014. The convenience of the design with the four marital disruption-groups lies in the possibility to gain some empirical evidence concerning the role of time passed since the breakup for psychological adaptation, despite the limitations of cross-sectional data. Of course, these results will have to be confirmed by longitudinal data (gathered in wave 2).

In this contribution we will present cross-sectional data focusing on the following aims:

(a) First we want to shed light on the short and middle-term outcomes of marital breakup in persons aged 40–65 years, which were on average married for 19 years prior to the divorce. For this sake we will compare four marital breakup groups (separated and/or divorced persons): one with a split within the last 12 months, another with a split 12–24 months ago, a further one with a separation that happened 24–60 months ago, and a last one who separated more than 5 years ago. The criterion for group classification is explicitly the time of separation, and not of divorce as it has been largely done in previous research, and which in our view is a shortcoming, since the time between separation and divorce can vary in a substantial way and renders a comparison rather difficult. These groups will be compared with a group of married age-matched people, continuously married (controls) regarding various well-being outcomes. This

---

3 An outline of the study design and methods (sampling, psychometric quality of variables) is given in Hutchison et al. (2013). Working Report, NCCR LIVES.
approach should allow a first estimation with regard to the role of time passed since the critical life event for psychological adaptation and recovery (and in the negative case for lasting vulnerability). Considering the mixed findings on the issue, particular attention will be paid to gender effects.

(b) Second, extreme group analyses with regard to various indicators of psychological vulnerability (depression, hopelessness, life satisfaction, feeling of having overcome the loss) should allow insights concerning the question of to what extent highly vulnerable individuals differ from marginally vulnerable ones in terms of socio-demographic variables (education, financial situation), personality variables (Big Five traits, resilience), divorce circumstances (initiator-status), and post-divorce situation such as time passed since separation or being in a new intimate relationship.

### 3.2 Theoretical Base of the Study and Hypotheses

As a theoretical framework for investigating these research issues we propose a modified and extended view of the crisis-versus-chronic-stress model and the model of divorce-stress-adjustment (Lorenz et al. 2006; Amato 2000). Marital separation is viewed as a biographical turning point that can be expected or unexpected, initiated or endured, but which in any case has a high probability of creating turmoil and stress. The phase after separation can be viewed as a biographical transition, when routines of everyday life are shattered, people have to reorganize their lives, and take on new roles (phase of destabilization and reorganization). There is empirical evidence that after this phase of increased psychological vulnerability, a majority of people begin to adapt to the new situation, develop a new routine, and overcome this phase of psychological vulnerability around 2–3 years after the critical life event (Booth and Amato 1991; Clark and Georgellis 2013). This period is followed by a phase of stabilization when the majority of people is expected to get back to their habitual baseline-level of well-being prior to the turning point (after 3–5 years) (Dupre et al. 2009). A minority however is expected not to recover and to remain vulnerable. Whether the separation turns out to be a temporary crisis (after which people recover from their vulnerability) or whether it becomes a chronic stressor (mourning the loss of the partner, chronic depression and hopelessness) depends on the one hand on the available individual resources. We assume that individuals – based on their intra- (personality, resilience) and interpersonal resources (having children, relatives, friends, a new relationship) develop strategies, which allow them to adapt their life perspectives to the new situation in order to bring continuity to their lives and to assure their well-being. Socio-demographic variables such as gender, education and financial resources may also be important for adaptation to the new situation. On the other hand, besides these factors, the separation circumstances (predictability) may also play an important role for psychological adaptation. We know from the literature that not only initiator-status and having a new relationship
have an impact on well-being outcomes, but also the anticipation of the separation and the time passed since separation (Amato 2010). Specifically, we expect:

1. Significant differences between the marital-breakup-groups with regard to certain indicators of psychological vulnerability, namely depression, life satisfaction, hopelessness, feeling of having overcome the break-up, but also subjective health, depending on the time passed since marital breakup: Individuals with a separation within the last 12 months are expected to be more vulnerable than those who experienced the breakup 12–24 months ago, and these again more than those with a separation that happened 2–5 years ago, and these finally more than those with a breakup more than 5 years ago. The latter group is expected to have adapted to the new situation, and therefore should not differ from the age-matched married control group. Considering the mixed findings in the literature with regard to gender differences, we do not have specific hypotheses on this issue.

2. That the central variables discriminating between highly vulnerable versus marginally vulnerable individuals are primarily personality traits (Big Five, resilience), separation circumstances (initiator-status), the time passed since separation, and being in a new relationship. Socio-demographic variables such as education and financial situation are expected to play a minor or inconsistent discriminating role.

3.3 Methodological Outline of the Study

3.3.1 Study Context and Participants

Our analyses are based on data of the first wave collected in spring 2012 in the context of the study described above. To generate the sampling frame the Swiss Federal Office of Statistics (SFOS) supplied a quota sample stratified into cells of equal size by age group (5-year groups), gender (50:50), and marital status (separated/divorced, widowed, married). Quota sampling is the method of choice when the proportion of men and women with a special characteristic (such as recent divorce or bereavement) is relatively low. This is the case for recently divorced or widowed individuals in Switzerland (of a population of 7,954,662 Swiss residents in 2011, about 17% were divorced and 12% widowed, compared to 44% married individuals (SFOS 2013). To allow for statistically significant comparisons among men and women and age groups, some groups (divorce at older age, bereavement among men) are over-represented. A total of 6890 persons between 40 and 89 years old (1551 separated/divorced, 1365 widowed, 3974 married), residing in German- or French-speaking Switzerland were contacted by mail and asked to participate in a survey about continuity and change in intimate relationships in the second half

4The project has been approved by the ethical committee of the University of Berne.
of life. Participants had the choice between filling out a paper-pencil questionnaire or using an online version. Non-respondents were re-contacted twice. Overall, the return rate for the sample supplied by the Federal Office of Statistics was 32 % (n = 2236). Due to ethical concerns, the SFOS was unwilling to supply a sample of persons who had experienced a divorce or bereavement in the past 2 years, so an alternative sampling strategy was used to recruit these participants. Specifically, we recruited a convenience sample using advertisements and appeals in newspapers and radio shows. All interested individuals were contacted with essentially the same invitation letter as the SFOS-sample. Eighty-seven percent of the directly recruited participants (n = 620) returned a filled-out questionnaire. For the research presented here, we will focus on individuals who had experienced a divorce and were between 40 and 65 years old (n = 980; average duration of ex-partnership = 19 years), and a control group of continuously married individual (n = 348, average duration of marriage: 28 years). Since we do not dispose of the baseline well-being measures before the critical event, the inclusion of continuously married controls is crucial in order to contextualize the results from the divorced and bereaved individuals.

An essential criterion of comparability of both groups is that they should be age-matched. As can be seen from Table 1, the married and the marital breakup group did not differ with regard to age. However the separation/divorce group contained a significantly higher ratio of women than the control group (62 % versus 54 %, $\phi = -0.070, p = .011$). This can be explained by the fact that men are less likely to disclose than women regarding close relationships (Derlega et al. 2008). Table 1 gives a description of the socio-demographic variables of both groups.

There was also a significant group difference in education and financial situation, with more persons in the marital breakup group having higher educational degrees ($\chi^2(6) = 20.43, p = .002$), and reporting a better financial situation ($\chi^2(2) = 17.98, p < .001$). In the marital breakup group, a significantly higher percentage of men than women reported being in a new relationship at the time of the data collection (60 % versus 35 %, $\phi = -0.247, p < .001$).

### 3.3.2 Variables and Measures

The questionnaire comprises mainly standardized test instruments and some original items developed by the research team. It was pretested in German and translated into French, followed by a back-translation and a pretest of the French version.

**Psychological Outcome Variables: Indicators of Vulnerability**

- **Depression** was measured with the German short version of the Center of Epidemiologic Studies Depression Scale (CES-D), which is called ADS-K (Hautzinger and Bailer 1993; French version by Fuhrer and Rouillon (1989)). This scale consists of 15 items (answers on a 4-point scale: 0 = *not at all* to 3 = *all the time*) and displays good internal consistency (Cronbach’s alpha .80 in
Table 1  Characteristics and comparison of marital breakup group and continuously married controls

<table>
<thead>
<tr>
<th></th>
<th>Marital breakup group (n = 980)</th>
<th>Continuously married controls (n = 348)</th>
<th>Comparison divorced/ married</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Women</td>
<td>Men</td>
<td>Women</td>
</tr>
<tr>
<td>N</td>
<td>608 (62 %)</td>
<td>371 (38 %)</td>
<td>189 (54 %)</td>
</tr>
<tr>
<td>Age: M (SD)</td>
<td>51.3 (6.9)</td>
<td>52.6 (7.0)</td>
<td>51.6 (7.6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education (in %)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>4.1</td>
<td>3.8</td>
<td>3.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second. school</td>
<td>1.6</td>
<td>1.9</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Professional formation</td>
<td>37.7</td>
<td>30.4</td>
<td>43.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary II</td>
<td>14.2</td>
<td>6.2</td>
<td>14.5</td>
</tr>
<tr>
<td>Higher prof. form.</td>
<td>30.3</td>
<td>33.9</td>
<td>22.6</td>
</tr>
<tr>
<td>University</td>
<td>11.4</td>
<td>22.5</td>
<td>8.1</td>
</tr>
<tr>
<td>Other</td>
<td>0.7</td>
<td>1.4</td>
<td>2.2</td>
</tr>
<tr>
<td>Financial situation (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than enough m.</td>
<td>9</td>
<td>16</td>
<td>18</td>
</tr>
<tr>
<td>Enough money</td>
<td>77</td>
<td>69</td>
<td>73</td>
</tr>
<tr>
<td>Not enough money</td>
<td>14</td>
<td>15</td>
<td>9</td>
</tr>
<tr>
<td>Time since separation in months: M (SD)</td>
<td>60.9 (60.5)</td>
<td>79.4 (72.1)</td>
<td>−3.87***a</td>
</tr>
<tr>
<td>In new relationship? (%)</td>
<td></td>
<td></td>
<td>−.25****c</td>
</tr>
<tr>
<td>Yes</td>
<td>35</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>65</td>
<td>40</td>
<td></td>
</tr>
</tbody>
</table>

*p < .05, **p < .01, ***p < .001  
Mann-Whitney test  
Chi-squared test  
Phi
the present sample). Comparisons with the full version show that the short form is almost as accurate in correctly classifying depressed individuals as the long version (Hautzinger and Bailer 1993). The scores reported in this chapter are the mean of all ADS-K items.

- **Hopelessness** was measured with the German version of Beck’s Hopelessness Scales (Krampen 1994; French version by Bouvard et al. 1992). Specifically, we used the 10-item short version H-RA (answers on a 6 point scale: 1 = very much untrue to 6 = very much correct), which had good internal consistency in the sample used (Cronbach’s alpha .81). The hopelessness scores were calculated by taking the mean of all hopelessness items.

- **Life satisfaction** was assessed with the Satisfaction with Life Scale (Diener et al. 1985; German version by Schumacher (2003); French version by Blais et al. (1989)). This instrument consists of five items (answers on a 7-point scale: 1 = completely disagree to 7 = completely agree) which all load onto one factor. The instrument displayed good internal reliability (Cronbach’s alpha .89). We report the mean of the five items.

- **Subjective health** was assessed with a single item question from the Swiss Household Panel. The question was phrased as follows: How are you doing healthwise at the moment? There were five answer options ranging from “very good” to “very badly”.

- **Time needed to get over the breakup (feeling of having overcome the loss)** was also assessed with an original single-item question worded “How long did it take you to get over this separation?”. There were six answer options: “There hasn’t passed enough time yet to get over it”; “Less than 1 year”; “2–3 years”; “4 years and more”; “I’ll probably never get over this separation”.

- In addition to these established scales, we also inquired about whether the participants mourned the loss of their partner with an original single item question. The question was worded as follows: “Do you mourn this relationship?” with the answer options “yes, very much”, “sometimes”, “no”, and “no, rather the opposite”.

**Personality**

- **Personality** was assessed with the BFI-10 (Big Five Inventory, German version by Rammstedt and John (2007), French version by Plaisant et al. (2010)). The BFI-10 consists of two items for each of the five personality dimensions. Each item can be scored on a scale from 1 = disagree strongly to 5 = agree strongly. Even though this is a short version of the original BFI-44, the authors state that it does “retain significant levels of reliability and validity” (Rammstedt and John 2007).

- **Resilience** was measured with the short version of the Resilience Scale (RS-11) (original version by Wagnild and Young (1993); German short version by
Resilience is defined as a personality trait with protective properties against stress. The RS-11 is a unidimensional scale with 11 items (answer options range from $1 = I\ don't\ agree$ to $7 = I\ agree\ completely$), and correlates strongly with the full version of the Resilience Scale ($r = .95$) (Schumacher et al. 2005). In our sample it demonstrated excellent internal consistency (Cronbach’s Alpha .91).

Separation Circumstances

- **Initiator status** was measured with an original item asking “In the end, who initiated the separation?”. Answer options included “I myself”, “my ex-partner”, “both of us”.
- **Marriage length**: Participants were asked, how many years they had been married (original item).
- **Time since separation and new partnership**: Time since separation (original item) was calculated by subtracting the date of separation from the date of filling out the questionnaire (resulting time in months). A second question inquired whether the participant was currently in a (new) relationship (original item).

Socio-demographic Variables

- We also inquired about participants’ age, sex, and education (6-point ordinal scale), as well as about their financial situation (original item). For this last information, participants could check one of three options: “I have more than enough money to meet my needs”, “I have enough money to meet my needs”, and “I don’t have enough money to meet my needs”.

### 3.3.3 Analytical Strategy

In a first step, we calculated one-way analyses of variance to compare the breakup groups (divided in 4 time subgroups) with the married controls regarding the outcome variables life satisfaction, depression and hopelessness. In a second step, we focus on the separated or divorced individuals to investigate by two-way analyses of variance the role of time since separation and gender for psychological adaptation to the event. In a third step, extreme group comparisons within the breakup sample were run to explore what discriminates highly affected individuals from minimally affected ones in terms of life satisfaction, depression, hopelessness, and never feeling to have overcome the breakup. Group differences were tested by Mann-Whitney $U$- tests for interval variables and Chi-squared tests as well as the measure Phi for categorical variables.
3.4 Results

3.4.1 Psychological Vulnerability After Marital Breakup: Crisis or Chronic Strain? Cross-Sectional Group Comparisons

To gain insight into whether our data fits better a crisis or a chronic strain model, subgroups were created with regard to the time since separation (0–12 months, 13–24 months, 25–60 months, more than 60 months), and the variables life satisfaction, depression, and hopelessness were then charted for these time groups. Additionally, the scores of the continuously married controls of the same age group were outlined to gain a comparison.

*Depression:* As can be seen in Fig. 1, people do seem to recover with time – however, the depression scores of the married controls are still significantly lower than any of the separation groups ($F(4,900) = 36.37, p < .001$, all post hoc Bonferroni tests $p < .001$). Among the separation groups, the most recently separated participants have significantly higher scores than the other separation groups (post hoc Bonferroni, $p < .001$), while the scores of people with a separation longer than 12 months ago do not differ significantly (post hoc Bonferroni, $p > .05$). None of the groups reaches a clinical level of depression according to the ADS-K manual (Hautzinger and Bailer 1993). However, the most recently separated have higher depression scores than 75% of the population. For the other separation groups, the depression scores range between 59 and 49% with the controls situated in the 30th percentile, i.e. only 30% of the general population have lower depression scores compared to them.

*Life satisfaction:* The married controls have significantly higher scores in life satisfaction than all breakup groups ($F(4,1057) = 41.22, p < .001$, post hoc Bonferroni tests $p < .001$). However the separation groups did not differ significantly from one another (post hoc Bonferroni all $p > .05$) (Fig. 2).

*Hopelessness:* Here there is only one significant group difference, namely between the married controls and the most recently separated group ($F(4,1060) = 3.06, p = .016$, post hoc Bonferroni $p = .006$, all other post hoc tests $p > .05$): the

---

**Fig. 1** Depression scores of breakup groups by time since separation and of married controls (possible range: 0–3)
latter scored significantly higher in hopelessness. There were no other significant group differences (Fig. 3). The scores of all groups are average according to norm values (PR 50; Krampen 1994).

In a second step, we focused on the divorced/separated sample and investigated whether there is an interaction between time of adaptation and gender on psychological adaptation. We calculated separate two-way analyses of variance with the factors gender and time since separation (4 levels) and psychological adaptation in terms of depression, life satisfaction, and hopelessness as dependent variables.

The ANOVA with the dependent variable depression yielded a significant main effect for both gender \( (F(1, 615) = 17.46, p < .001) \), and time since separation \( (F(3, 615) = 14.79, p < .001) \). The interaction did not reach statistical significance \( (p = .450) \). Women displayed higher depression scores than men in all four groups of time since separation. Post hoc tests (with Bonferroni correction) for time since separation, showed that the group who had experienced a breakup within the last 12 months had significantly higher depression scores than all other groups (all \( ps < .01 \)). The three groups who reported a separation longer than 12 months ago did not differ significantly from one another (all \( ps > .05 \)).
In the ANOVA with the dependent variable life satisfaction, only the factor gender had a statistically significant effect on reported life satisfaction ($F(1,706) = 12.18, p = .001$). Neither time since separation nor the interaction were significant ($p > .05$). Men reported higher life satisfaction than women in all time breakup groups.

Similar to the results for life satisfaction, in the ANOVA with dependent variable hopelessness only the factor gender reached significance ($F(1,709) = 13.56, p < .001$). Women had higher hopelessness scores than men in all time breakup groups.

Taken together, the results show that the first year after marital breakup is characterized by pronounced psychological vulnerability, but afterwards there is a significant improvement with regard to depression and hopelessness, but not for life satisfaction. Even though people seem gradually to recover from marital separation in the course of time, they nevertheless do not reach the low level of depression nor the higher level of life satisfaction of the married controls. Focusing on the breakup group, the data reveal a strong gender effect for all three dependent variables. Divorced or separated women have higher depression as well as higher hopelessness scores and lower scores in life satisfaction than men independently of the time passed since separation.

### 3.4.2 Extreme Group Comparisons: What Distinguishes Highly Vulnerable Individuals from Marginally Affected Ones?

To determine what distinguishes individuals who are severely affected by marital breakup in terms of life satisfaction, depression, hopelessness, and never feeling to have overcome the breakup from those who are the least affected, we contrasted divorced individuals scoring in the top quartile in those measures with those scoring in the bottom quartile. The resulting two groups were compared regarding the following variables: Intra-personal resources, namely personality variables (Big Five dimensions, resilience) and subjective health, furthermore marital breakup circumstances such as time since separation (time coded into four groups, 0–12 months, 13–24 months, 25–60 months, more than 60 months), length of marriage (in years having been married), initiator-status, and finally social (new relationship) and economic resources (financial situation, education). We used Mann-Whitney U-tests for interval variables (Big Five dimensions, resilience, subjective health, length of marriage), and Chi-squared tests and Phi coefficients for categorical variables (time groups, financial situation, education, initiator status and current relationship status).

Participants who scored in the top quartile of depression ($n = 252$) differed from those in the bottom one ($n = 245$) as follows: They

- had lower scores in resilience ($U = 11,862.0, p < .001$);
- had lower scores in conscientiousness ($U = 24,237.0, p < .001$), and extraversion ($U = 22,166, p < .001$), higher scores in neuroticism ($U = 11,477.0, p < .001$)
and marginally lower scores in openness \((U = 27,886.0, p < .10)\). However, there were no significant difference with regard to agreeableness \((p = .215)\);
- reported worse health \((U = 10,319.0, p < .001)\);
- were more likely to have experienced a separation in the past 12 months \((\chi^2(3) = 22.195, p < .001)\);
- were marginally less likely to have initiated the separation \((\chi^2(2) = 5.430, p < .10)\);
- were less likely to be currently in a relationship \((\phi = .291, p < .001)\);
- were less likely to have more than enough money to meet their needs \((\chi^2(2) = 51.399, p < .001)\), and to have a lower level of education \((p = .05)\).

There was no significant difference regarding how long they had been married previous to the divorce \((U = 14,341.0, p = .990)\).

Participants who scored in the top quartile of hopelessness \((n = 234)\) differed from those in the bottom one \((n = 246)\) significantly as follows: They
- had lower scores in resilience \((U = 6536.00, p < .001)\);
- had lower scores in conscientiousness \((U = 20,374.00, p < .001)\), agreeableness \((U = 19,462.00, p < .001)\) openness \((U = 19,258.00, p < .001)\), and extraversion \((U = 15,352.50, p < .001)\), and higher scores in neuroticism \((U = 9592.50, p < .001)\);
- reported worse health \((U = 9154.5, p < .001)\);
- were less likely to currently be in a relationship \((\phi = .263, p < .001)\);
- had a lower level of education \((\chi^2(6) = 38.310, p < .001)\), and were more likely to not have enough money to meet their needs \((\chi^2(2) = 51.654, p < .001)\).

The groups did not differ significantly in terms of who had initiated the separation \((\chi^2(2) = 4.534, p = .104)\), and neither considering the time passed since the separation \((\chi^2(3) = 4.219, p = .239)\), nor regarding how long they had been married prior to the divorce \((U = 14,410.0, p = .796)\).

People in the bottom quartile of life satisfaction \((n = 260)\) differed from those in the top one \((n = 280)\) as follows: They
- had lower resilience scores \((U = 12,898.0, p < .001)\);
- had lower scores in agreeableness \((U = 27,697.00, p < .001)\), conscientiousness \((U = 29,900.50, p < .001)\), openness \((U = 29,890.00, p < .001)\), and extraversion \((U = 23,227.50, p < .001)\), and higher scores in neuroticism \((U = 17,583.50, p < .001)\);
- reported worse health \((U = 13,203.50, p < .001)\);
- were less likely to be currently in a relationship \((\phi = -.325, p < .001)\);
- had a lower level of education \((\chi^2(6) = 31.827, p < .001)\), and were less likely to have enough money to meet their needs \((\chi^2(2) = 102.268, p < .001)\).

The groups did not differ significantly in terms of who had initiated the separation \((\chi^2(2) = 1.177, p = .56)\), neither considering the time passed since the separation \((\chi^2(3) = 3.934, p = .269)\), nor with regard how long they had been married previous to the divorce \((U = 17,567.0, p = .479)\).
Feeling of overcoming the breakup: As a further indicator of vulnerability, we compared participants who stated that they would never get over the divorce (N = 119) with those who stated that they had needed less than 1 year (N = 255) to get over the divorce. As could be expected, participants in the first group differed from the second one as follows: They

- were more hopeless (U = 7363.0, p < .001), had higher depression scores (U = 4478.0, p < .001), and lower life satisfaction (U = 6980.0, p < .001);
- had lower scores in resilience (U = 9571.5, p < .001);
- were less extroverted (U = 12,296.0, p = .002), scored lower in agreeableness (U = 12,545.0, p = .006) and conscientiousness (U = 13,254.0, p = .044), and higher in neuroticism (U = 9227.5, p < .001). There was no difference in openness (U = 14,926.5, p > .05);
- reported worse health (U = 9974.5, p < .001), and had a lower education (p < .05);
- were more likely to have experienced a separation in the past 12 months (U = 5940.0, p = .008);
- reported significantly more frequently that their ex-partner (and not they themselves) had initiated the separation (χ²(2) = 38.890, p < .001);
- had been married significantly longer before the divorce (U = 9772.5, p < .001);
- were less likely to be currently in a new relationship (phi = .262, p < .001);
- were financially worse off (χ²(2) = 11.432, p = .003).

The comparison of highly vulnerable individuals with those who are the least affected shows in an impressive way the crucial importance of intra-personal resources, i.e. of personality traits. In all four indicators high vulnerability was associated with elevated scores in neuroticism, low scores in extraversion and conscientiousness, and to a lesser degree with low agreeableness and openness. High psychological vulnerability is also clearly associated with lower scores in resilience. These findings are in line with our expectations, according to which personality traits account predominantly for psychological adaptation after marital breakup. A further common feature in all four well-being indicators was subjective health: Highly vulnerable individuals consistently rated their health worse than the least affected. A new relationship also plays an important and consistently discriminating role. Highly vulnerable persons are significantly less likely to have a new partner, and this holds for the most depressed, hopeless, and dissatisfied people independently of how long their ex-marriage was, how much time has passed since the breakup, and whether they had initiated the divorce or not. This rather unexpected result clearly relativizes the importance of length of ex-marriage and time passed since separation (important for depression and feelings of not being able to overcome the separation, but not for life satisfaction and hopelessness), and moreover it underlines again the crucial role of personality. Furthermore the consistent and strongly discriminant role of financial situation and education was rather unexpected. The most vulnerable individuals were less educated and complained significantly more about a precarious financial situation than the least affected group.
4 Conclusions and Further Considerations

In this contribution the concept of vulnerability has been first discussed within the canon of different disciplines, and then contextualized in psychological research, where it has been mainly studied with regard to adverse life events. Based on these insights we aimed in a first step at giving a brief overview of the status quo of research on psychological vulnerability by focusing on the impact of marital breakup in the second half of life. In a second step we wanted to make an empirical contribution to close some gaps in research on psychological adaptation to divorce, and to shed light on specific controversies. One major issue refers to the question of whether vulnerability after marital breakup is a temporary crisis or rather a chronic strain. In this chapter we wanted to present two possible methodological options to tackle this question: First, comparing a sample of almost 1000 middle aged persons, who were married on average 19 years, and who experienced a marital split-up within the last 5 years (4 time groups), with a group of age-matched married controls with regard to various indicators of psychological vulnerability (depression, hopelessness, life satisfaction). Second by comparing within the divorced group of the most vulnerable individuals (with regard to depression, hopelessness, life satisfaction) with those who were the least affected. This comparison focused on intra-personal resources, divorce circumstances, and post-divorce situation, and socio-economic resources. Based on a modified and extended perspective of the crisis-versus-chronic-stress model we hypothesized that time would play a significant role in recovering from this critical life event, but that at the same time there would be large inter-individual differences in psychological adaptation dependent on the diverse resource constellations of individuals.

Our results underline the crucial importance of both time and personal resources for psychological adaptation to marital breakup. The first year after marital separation is indeed characterized by an increased psychological vulnerability. Even though there is a gradual improvement of well-being with time passing, separated or divorced persons (even those with a marital breakup more than 5 years ago) do not reach the levels of the continuously married controls. These results are in line with our expectation that the time directly after a breakup is marked by a general decrease of psychological and physical well-being. However, in contrast to our hypothesis, divorced or separated people having experienced the breakup 5 years or longer ago still differ significantly from the never-divorced married individuals with regard to life satisfaction and depression. We can therefore conclude that our data support a crisis as well as a chronic strain model. Nevertheless it has to be said, that due to the lack of data we cannot conclusively answer the question, whether divorced people reached their baseline well-being before the event. Neither can we exclude that there is a selection effect, i.e. that the divorced individuals had already a lower level of habitual well-being before marital breakup.

Our data show further that psychological vulnerability after marital separation is more pronounced in women, who have higher depression as well as hopelessness
and lower life satisfaction scores than men in all separation groups. This result stands in contrast to many findings, according to which men would have a more difficult time after a marital breakup and exhibit less improvement over time (Baum 2003; Hetherington 1993; Wallerstein and Lewis 2004). As we already pointed out, the effect of gender has been discussed in a very controversial way in literature, since some of the studies found no gender differences (Kim and McKenry 2002; Johnson and Wu 2002), whereas others found either women or men to be more affected (Simon 2002). Due to the fact that men are underrepresented in this study, it could be that the most vulnerable are those that are missing. It is indeed known from literature that men are less likely to disclose than women regarding close relationships (Derlega et al. 2008). Against this background a cautious interpretation of gender differences is indicated.

The findings of our extreme group comparisons confirm those of the time-group-comparisons with regard to the central role of personality traits for overcoming a critical life event. As expected personality, particularly neuroticism, extraversion, conscientiousness, and resilience, was a discriminant variable between both groups with regard to all indicators of psychological vulnerability. These results confirm existing research – especially with regard to the negative impact of neuroticism (Hetherington and Kelly 2002; Pudrovská and Carr 2008) – and extend it by showing the important role of resilience, which was seldom investigated in this context. However, and partially in contrast to our expectation, initiator-status played a limited role as discriminant variable between highly and marginally affected individuals, namely only with regard to depression and feelings of overcoming the loss, but not for life satisfaction and hopelessness. This result demonstrates the importance of specifying psychological vulnerability by distinguishing among its different dimensions. Whereas life satisfaction and hopelessness (not having a perspective and plans for the future) are primarily cognitive dimensions, depression and feelings of being able to overcome the loss or not are more emotional ones. It could be that most people confronted with marital separation adapt first and foremost to the situation in a rational and volitional way (by adjusting their life satisfaction and future perspectives). They diverge however much more with regard to the mainly emotional adaptation, since feelings can be much less voluntarily influenced than thoughts and beliefs. In other words: Emotions are much less controllable than cognitions, especially when the critical life event was not anticipated and initiated. It has been reported in literature that people who initiate a marital breakup generally are better off because they have an increased sense of control over this critical life event since they anticipate and instigate it (Wang and Amato 2000).

The importance of time passed since separation for psychological adaptation was underlined in the extreme-group comparisons and revealed a differentiated view. It seems that time is an important factor for adjusting life satisfaction and future perspectives, but not for depression. As was stated above, life satisfaction and future perspectives can be considered rational dimensions of well-being and are therefore more susceptible to change than the emotional ones such as depression, which can
be viewed as more stable and less modifiable. Rather surprising was furthermore that length of marriage played only a marginal role as a discriminating variable between low and high psychological vulnerability. This result suggests that people exiting from a long-term marriage adapt quite well on a rational level, but that they have more problems on the emotional one, at least with regard to feelings of being able to overcome the breakup. By contrast, better psychological adaptation was consistently associated with being in a new relationship. This result, which confirms our expectation, is also in line with findings by Johnson and Wu (2002), who found in their longitudinal study that psychological distress due to marital breakup declines only upon remarriage or the formation of a cohabitating relationship. In fact, a new romantic partnership and remarriage have also been found to increase adjustment in various other studies (Amato 2000; Quinney and Fouts 2003; Wang and Amato 2000; Locker et al. 2010).

Finally, our results suggest that the financial situation – and highly correlated with it, education – play a much greater role as discriminant variables between highly and minimally vulnerable individuals than expected. Having a higher education and enough money to meet one’s own needs were important discriminant variables for all four indicators of psychological vulnerability. Our results confirm other research where the factors associated with favorable post-divorce adjustment include having higher income and getting remarried (Wang and Amato 2000; Johnson and Wu 2002). These results could be confirmed by further multivariate analyses (latent profile analysis) where five classes of differently affected individuals were compared (Perrig-Chiello et al. 2014).

Taken together our study results underline the vulnerabilizing impact of marital breakup, but at the same time they reveal significant individual differences in psychological adaptation due to personal resources (personality), social resources (new partnership), economic resources, and, last but not least, time. Furthermore our data strongly suggest that there is not a generalized psychological vulnerability after marital breakup, but that the emotional dimensions such as depression or feelings of not overcoming the loss are more affected than the more rational ones such as life satisfaction. Even though our study makes a substantial contribution to extend existing knowledge on marital separation, one limitation has to be considered. Since our data are cross-sectional we cannot give a conclusive answer with regard to the question of whether marital separation can lead to enduring vulnerability or not. As we stated in the introduction, our results should be considered as a first estimation of the role of time passed since the critical life event for psychological adaptation and recovery (and in the negative case for lasting vulnerability), and should be validated by longitudinal measurements. The planned future waves of this study will hopefully help in progressing this issue.
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A Survey of Couples Facing Breast Cancer in Women
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1 Introduction

Breast cancer is a reality for 5000 women in Switzerland every year (Ligue Suisse contre le Cancer 2005). This form of cancer is the most prevalent one among women (one woman out of eight will present a breast cancer) and represents the principal cause of mortality among women under 60. Consequences of the disease are not restricted to somatic health; facing diagnosis and medical treatment represents a source of severe stress with a possible impact on social and emotional functioning (Manne et al. 2004). Women have to cope with somatic symptoms (pains, loss of appetite, nausea, tiredness, for example) and emotional consequences (anxiety, depression, anger, helplessness, for example), difficulties related to their body image and sexual identity, and with the uncertainty about the prognosis as well as their marital and familial future (Zimmermann and Heinrichs 2008). Breast cancer may thus be considered as a critical life event. Moreover, it is associated with chronic strain (worries, long-term treatment) and daily hassles: daily life has to be partly reorganized to allow the women to follow their medical treatment, so that couple, family and work relationships are affected.

When women are married or in a committed relationship, breast cancer represents a critical event for their partners as well. Some of them report high level of physical and psychological distress, which can be even higher than the
level of distress reported by women. Partners worry because they do not know whether the women will survive the disease. Moreover, they fear the consequences of their partners dying from the illness, such as loneliness (Kayser and Scott 2008; Northouse 1989). In addition, breast cancer specifically affects the couple relationship as it concerns a body part intimately related to sexual activity. For these reasons, there is now a consensus in the literature to consider breast cancer as an event involving couples as much as women alone.

1.1 The Couple Relationship as the Primary Resource of Social Support

Implications for the couple relationship can be seen from the woman’s perspective. One way to cope with the stress related to the illness is indeed to receive support from significant others, especially from the partner (Ell et al. 1989; Manne et al. 2004; Pistrang and Barker 1995). Social support plays an important role in one’s life at two inter-related levels (Cutrona 1996; Weiss 1974). First, at a general level, it allows the fulfillment of interpersonal needs in everyday life. In this perspective, social support is an ongoing resource that increases well-being and acts as a resiliency factor that lowers the probability that daily life events will be perceived as stressors by the individual. Second, at a more specific level, social support refers to the assistance that an individual receives during times of adversity when she has to face and cope with a critical event. In this perspective, social support is conceptualized as a moderator factor which influences the link between a critical event and an individual’s health. In case of a somatic illness like cancer, support is sought especially from the partner (Ell et al. 1989; Manne et al. 2004; Pistrang and Barker 1995). Three types of supportive social interactions have been traditionally distinguished: emotional, instrumental and informational. The first one is of primary importance in stress situations: it refers to reassurance and love needs that a person will have when facing a challenging situation. In the case of a breast cancer, this is usually the first need women report that they expect from their partner. The second one refers to pragmatic help, like money or assistance in the realization of daily tasks. Women expect this kind of help both from their partners (daily shopping, household chores) and from the larger social circle or even from institutions (having money for the medical treatment). The latter refers to advice or information which is mainly expected from medical staff. Women’s satisfaction with the social support they receive from their partners is an important predictor of the enhancement of their mood and quality of life (Giese-Davis et al. 2000; Helgeson and Cohen 1996). Moreover, women’s perception of her partner as highly supportive predicts a better adjustment to the stress of the illness as it plays a buffering role against comorbid disorders such as depression or anxiety (Manne et al. 1999), and helps to maintain a good quality of life which is in turn predictive of better outcomes (e.g. more chances to get back into work after treatment) (Northouse et al. 2002; Schulz and Schwarzer 2004).
On their side, partners are in the difficult situation in which they have to manage a “double agenda”: on the one hand, they have to cope with their own stress and on the other hand they have to be supportive to their wife (Zimmermann et al. 2007). When they face the distress of their wife, they report feeling helpless and often not knowing how to provide an adequate support (Zimmermann and Heinrichs 2006). Some of them lack the necessary resources, as they may be overwhelmed by the stress and consequently display inadequate social support: for example, emotional withdrawal, criticism, minimization of the effects of the disease, lack of empathy, avoidance of discussion related to cancer (Pistrang and Barker 1995; Wortman and Dunkel-Schetter 1987). Most of the time, partners do not receive support from the medical staff because attention is primarily given to the woman; existing psychosocial interventions are also mainly addressed to the woman, or to the couple as an “entity” but rarely to the partner him(her)self – when it is the case, it is most often to enhance their skills to help their wives (see for example Manne and Ostroff 2008). Data are indeed scarce about the way partners manage their own stress.

The importance of the help partners give to each other when facing an aversive event has been underscored by theoretical and empirical data about stress and coping. Bodenmann (2005) has coined the term “dyadic coping” to put the emphasis on the way partners communicate their needs to one another and how they respond to the others’ needs. Dyadic coping is supposed to be implemented when individual coping is not efficient to regulate emotions associated with a stress situation; this is in essence a reciprocal process, which means that the help one partner may provide to the other depends to a certain extent on the help she or he will receive. A comprehensive study should then take into account not only the woman needs, but also the partners’ needs, how both get connected and what are the reciprocal behaviors they use to communicate their needs and their support to each other.

However, social support is not only a matter of what someone “does” for someone else, but also a matter of what the recipient of the help will perceive as such. The literature in the domain of social support has shown that there is a difference between the received social support (the “objective” social support) and the perceived social support (the “subjective” social support). Perception of social support depends on several factors such as personality or psychological states; depression may for example make a person unable to perceive the help she receives as her vision of the world is negative, by definition. On the contrary, an “optimistic” person may over-evaluate the help she receives (Cutrona 1996; Cutrona and Suhr 1992; Schwarzer and Leppin 1989).

### 1.2 Methodological Challenges

Studying social support in couples implies several methodological challenges. In order to have a comprehensive picture of the couple facing a stressful event, it is necessary to draw on the one hand on “objective” data, i.e. what the person receives, and on the other hand on “subjective” data, i.e. the perception the person has about received support. Getting objective data has two implications: first, several
sources of information have to be solicited; second, at least one of these sources has to be an “external informant”, that means a third person who evaluates the relationship between the partners. To date, social support in the domain of women breast cancer has been measured mainly by self-reported questionnaires completed by the women and, much more rarely, by their partners – the behavior of their partners is thus most often reported by the women themselves. Second, while a lot of attention has been given to the effect of the different types of social support (emotional, instrumental, informational) and to the effect of individual variables like coping strategies in women on adjustment to the stress of the illness, much less is known about the mechanisms though which social support is communicated and perceived in couples. It is difficult to draw a synthesis from the data available in the literature, as methodologies have been diverse and vary between studies. For example, Gerits (2000) found contradictory findings between studies using different assessment methods in the domain of breast cancer. He reported that studies using questionnaires did not find a link between coping strategies in women and disease outcomes, while studies measuring these variables by interviewing the women did find significant links between these variables.

2 Objectives of the Chapter

The goal of this chapter is to present the advantages and limitations of the two main methods of assessment that are used in the domain of couple relationships: questionnaires and observation. The necessity to combine the different methods is discussed. Comments will be illustrated with a project conducted in Switzerland funded by the Swiss National Science Foundation that formed part of the National Centre of Competence in Research (NCCR) “LIVES – Overcoming Vulnerability: Life Course Perspectives”. This project examined couples facing breast cancer using a mixed method approach. Indeed the studies reported above have shown that women do not cope alone with their illness, but within their marital relationship, and that mutual social support between partners has an impact on the patient’s as well as partner’s adjustment (Kayser 2005). It is of primary importance to gain and refine knowledge about the way each partner copes with the disease and the social support they provide one another, in order to help them to avoid inadequate adjustment to the illness and to identify variables which may be used to set up psychosocial and psychological interventions. Although it is known that interventions addressed to the patients or couples facilitate social support within the interactional relationship, several questions are left unanswered (Kayser 2005), such as: What kind of interventions should be delivered? What is the more relevant between an individual (woman and partner separately) or a couple-based intervention in a given situation? At what point during the illness and treatment would the intervention be most helpful for each partner?
3 Considerations About the Different Assessment Methods

The two main methods of questionnaires and observation have both advantages and limitations that we present below.

3.1 Questionnaires

Questionnaires make it possible to obtain self-reported data (a person assesses his/her own thoughts, emotions, behaviors, relations to other people) or hetero-reported data (a person evaluates another person’s thoughts, emotions, behaviors, relations to other people). Hetero-reported data can be obtained by participants of a study (for example: husbands evaluate their wife’s behaviors) or by external judges (for example: questionnaires are filled in by researchers or practitioners) (Favez 2010).

3.1.1 Advantages of Questionnaires

Questionnaires offer the advantages to be quickly completed and easy to use. Furthermore, they make it possible to assess thoughts, emotions, behaviors and relations through different temporal perspectives: a woman could then assess her couple relationship as it was in the past, as it is in the present and how she expects (or hopes) it to be in the future (Favez 2010). Questionnaires mainly make it possible to assess the subjective point of view of the person; as far as social support is concerned, they make it possible thus to assess the perceived support, which is of utmost importance as several studies have pointed out the more important role of perceived social support compared to the received social support by people facing cancer (Uchino 2004).

Furthermore, in the domain of marital relationships, Hahlweg et al. (2000) noted that partners provide additional pieces of information about their relationships’ history and their manner of interacting with each other when they fill in the questionnaires. They have the opportunity to report data which are to a certain extent representative of the “objective” reality of the relationship. Accordingly, Kenny and Acitelli (2001) assumed that motive (willingness to have a good perception of the partner), opportunity (spouses have a lot of occasions to observe their partner) and information (possibility to share with the partner intimate feelings) should lead to accurate data about the partner and the relationship.
3.1.2 Disadvantages of Questionnaires

Questionnaires present however some disadvantages and limitations, one being the possible influence of social desirability on the one hand, or of a lenience effect when assessing the relationship on the other hand. In the domain of couple marital interactions, Murray et al. (1996) explained this phenomenon by talking about a strong idealization effect. According to the theory of Sillars (1985), some individuals could have a biased perception of the social support provided by their partner in order to protect their marital relationship. Indeed, tactfully interpreting the personality or the behaviors of the partner could, in some situations, avoid harming the relationship. Sillars (1985) noted that the familiarity between the partners (impression of knowing the partner), the behavioral interdependence (ways of communicating and interacting between partners that take place over time) and the propensity of the couple relationship to generate strong positive and negative emotions (which could lead to erroneous inferences about the partner’s actions and intentions) could also be a source of biased perception of the partner’s social support. More globally, and not restricted to positive evaluations, answers may be biased by a halo effect. In marital studies, Nye (1988) showed this effect in satisfied partners who attribute a great number of positive traits to their partner and a negative halo effect in unhappily married couples where each partners attribute a lot of negative traits to each other. This effect has also been described as a sentiment override: in short, there is a kind of global judgment about the relationship which causes partners to see the different variables pertaining to the relationship with the same affective valence. Finally, answers to a questionnaire on relationships are also influenced by attribution bias – which is close to the halo effect (Bradbury and Fincham 1990; Jacobson et al. 1985). For example, an inadequate behavior of one partner (a criticism, an accusation, contempt, etc.) is interpreted by the other partner in a happily married couple as an unstable and situational behavior, and an adequate behavior is perceived as stable and internal to the partner. In contrast, in an unhappily married couple, an inadequate behavior is seen as stable and internal to the partner and an adequate one is perceived as unstable and dependent of the situation.

Another limitation lies not in questionnaires themselves, but in the use of a research methodology relying only on questionnaires. There are indeed often high correlations between different questionnaires completed by the same person, when these questionnaires are addressing close concepts. For example, in the domain of marital interactions, high correlations are systematically found between social support perceived and provided by the partners and marital satisfaction (Bodenmann 2000). While these correlations may refer to genuine associations between different variables, they may also stem from an artifact that Gottman has named the “GLOP problem” (Gottman 1998). It refers to the fact that an association between two variables assessed by the same person may be explained by a third “hidden” variable; to continue with the above example, a low marital satisfaction and a low perception of the support provided by the partner may both be the result of a depressed mood in the informant. This artifact is all the more evident when couple relationships are assessed. In this case, the between-informants agreement is
significantly lower than within-informants agreement (Rhoades and Stocker 2006). This means that the real degree of similarity between both partners tends to be lower than the degree of similarity reported individually by each partner. For example, a woman facing cancer could give an account of a high level of emotional support provided to and received from her partner, whereas her partner reports that both he and his partner provided one another with a low level of emotional support. In this example, one partner reports a high degree of emotional support in the couple and the other one a low level. The between-informants agreement is thus low. However, the within-reporter agreement is high because each partner perceives a same level of emotional support by him/herself and the partner.

In short, it is thus important to note that researchers have emphasized that questionnaires make it possible to collect subjective data (the informant’s representation) and to a certain extent “objective” data, but they are also subject to biases so that additional methodology is warranted when the researcher is interested in getting an accurate picture of interactional variables. Direct observation of behavior is the usual alternative to questionnaires in studies on interactions.

3.2 Observational Data

Observational data allow the collection of “here and now” information (Favez 2010). This collection can be naturalistic or standardized. Naturalistic observational data are obtained in the participants’ natural environment (at home, for example). Standardized observational data are obtained in a laboratory situation with a task given to the participants. In most cases, technical equipment is used to make a video or audio recording of the behaviors (verbal and/or nonverbal). Trained coders visualize and listen then to the video- or audiotaped sequences and code them using standard coding tools.

3.2.1 Advantages of Observational Data

Observational data allow homogeneity between trained coders using a standardized coding grid, which may be consider as an index of “objectivity”. For example, in the domain of marital interactions, in order to evaluate emotional social support provided by partners, coders firstly have to define and conceptualize the emotional social support (What is it? What are the behavioral indicators of emotional social support? How is emotional social support expressed?). Researchers then have to define the measuring unit: do they want to observe behaviors, for example, a look from a partner to the other one (molecular units) or a chain or group of behaviors that form a construct, for example, consolation (molar units) (Favez 2010). Researchers are then trained to code. This homogeneity cannot be obtained when asking both partners to individually evaluate their own couple relationship.

Moreover, observational data make it possible to take into account interactional sequences – that is, how the couple is functioning in moment-to-moment interac-
tions. For example, in the domain of marital interactions, Margolin and Wampold (1981) showed that distressed partners tend more often to show a “negative reciprocity” than nondistressed couples, i.e. a negative action by one partner (a criticism, for example) is followed by a negative reaction by the other partner and so on. On the other hand, nondistressed couples show a tendency for a partner to react positively (with humor, for example) to a negative action of the other; this is absent in distressed couples, and has been labeled as “negative reactivity”. In a similar vein, observational data has highlighted some communication patterns such as the demand-withdraw pattern (Christensen and Schenk 1991). This pattern is characterized in marital relationships by the motivation of one partner (usually the wife) to discuss some issues and to solve problems, and by the efforts of the other partner (usually the husband) to avoid the discussion and to withdraw from the interaction.

Furthermore, observational data make it possible to analyze whether the answer provided by one partner is optimally matched with the needs and demands of the other one (Cutrona and Russell 1990). For example, a woman facing cancer is afraid of the disease and feels the need to share these concerns with her partner, to be heard by him, to be reassured by being taken in his arms and so on. This woman needs some emotional social support from her partner. The partner responds to her demand by suggesting to phone to her doctor in order to have some information about the disease. He gives her instrumental social support. Although the support provided by the partner is theoretically positive, it is not adapted to the specific woman’s need at this very moment; consequently it is evaluated by the patient as inadequate and ineffective.

Finally, observational data allow the detection of possible incongruences between messages emitted by different communication channels. Nonverbal and paraverbal communication play an important role in the way social support between partners is perceived. If one partner gives positive verbal social support to the other one (“I will be with you in order to face the cancer”), but pronounces this sentence, for example, with anger (paraverbal) or without looking at his partner (nonverbal), the woman will perceive the social support as negative.

### 3.2.2 Hesitations and Arguments for the Use of Observational Data in the Domain of Couple Interactions

Several questions regarding observational methods have been under debate, especially concerning laboratory observation. The first one is about representativeness of the data: is it possible to get information about how the couple does in “real” life when they are asked to interact in an artificial setting with cameras around them? Studies show that couples indeed behave differently in laboratories and at home without the presence of an observer. When they are under observation, partners are kinder to each other than when they are at home alone and they engage in far shorter chains of negativity (Gottman 1979), but if high negative emotions are present between them they tend nevertheless to show up after a while. Gottman (1994) demonstrated that couples could simulate adequate communication during maximum the first 2 min of an interaction and then they fall in their typical
communication patterns. Vincent et al. (1979) ultimately asked the couples to try either to fake good or fake bad in the lab during 10 min. Both groups of couples were unable to fake their nonverbal behaviors. Nonverbal behavior may be a better discriminator of distressed and nondistressed groups than verbal behavior alone. Heyman (2001) summarized that, even if interactions of distressed couples observed in a laboratory are not as negative as interactions filmed at home, some “differences in affect, behavior, physiology, and interactional patterns and processes” could be revealed. In general, observational data may generate “false negatives” (some couples may be able to “hide” their negative feelings), so it is possible that partners interact in a more adequate way in the laboratory than they do at home and researchers might overlook conflicts in the marital interactions. By contrast, “false positives” are very unlikely to be found (when negative emotions are displayed in the laboratory, they are representative of the objective state of the relation). All in all, this tends to show that observational data collected in a laboratory can be representative of everyday interactions, especially for couples with a high level of conflict and negative emotions.

Another question concerns the possible selection bias as there might be a difference between people who agree to be filmed and observed in the lab and people who do not. Data are scarce in this domain. In one research, Kroffoff et al. (1988) did not find differences between couples who volunteered to participate in the videotaped sequences and couples who were randomly assigned to participate in these sequences.

Finally, there might be concerns about the consequences for people of participating in laboratory observations, especially in procedures in which couples are asked to talk about conflict issues, with the possible risk that the negative emotions elicited in the laboratory may spread into their everyday life. Here also, data are scarce; in one research, Fichten and Wright (1983) did not find any negative effects for couples participating in observational studies. Indeed these authors videotaped couples’ interactions in a laboratory. Six months later, the level of marital satisfaction reported by the couples was the same as the level reported at the time of the observation. Moreover, almost half of these couples reported an improvement of their marital satisfaction due to participating in the study. As far as couples facing cancer are concerned, we hypothesized that taking part in a situation of observation could also have benefits for both partners. Indeed being in a lab could facilitate talking about the disease between partners and mobilize individual resources of both partners and couples’ resources.

### 3.2.3 Disadvantages of Observational Data

Hahlweg and collaborators (2000) remind us that the collection of observational data in the domain of marital interactions is “costly and time consuming, particularly for microanalytic coding systems that require the accurate classification of small units of behavior” (p. 61). These authors describe the typical process in order to obtain valid data. The couples have first to come to the laboratory and be videotaped during a discussion. Several external observers have to be trained in order to code
the interactions with a standard grid. These coders are regularly supervised and the inter-rater validity has repeatedly to be probed. In consequence, observational data requires important resources.

4 The Necessity to Mix the Methods

So, what is the best methodology in studying social support in couples? Should we choose between the two? The first thing to consider is the extent to which information brought by these methods is redundant or complementary. In the domain of marital interactions, moderate correlations are found between questionnaires and observational data. For example, Hahlweg et al. (2000) computed associations between conflict patterns reported by partners – self-reported data based on the Communication Patterns Questionnaire (CPQ; Heavey et al. 1996) – and conflict patterns rated by external observers – observational data that relied on the Coding System for Marital/Family Interaction (KPI; Hahlweg et al. 1984) – in a nonreferred sample group. They only found moderate correlations between the results of the two instruments. In general, there are consistently low to moderate associations between questionnaires and observation, even when the instruments are designed to assess the same psychological construct.

Based on the fact that questionnaires provide access to the representations of each partner and that observational data allow the observation of verbal, nonverbal and paraverbal interactions between both partners, it is now relatively well accepted that the information is complementary and that the best strategy is to use both when possible. This is all the more relevant as the results obtained by these methods may highlight discrepancies which are clinically informative. For example in studies examining social support among couples facing breast cancer, the healthy partner may seem very supportive during the video sequences, but appears rather contemptuous in the data collected by questionnaires. These discrepancies may be due to the healthy partner’s personality (for example: a passive-aggressive personality), or to the healthy partner’s willingness to preserve the other partner and the couple interaction and not show his partner any discouragement. In contrast, the healthy partner may report good evaluations of his own social support in questionnaires, but appear to be inadequate during the audio- or videotaped interactions. This phenomenon could appear when the healthy partner tries to answer in a socially desirable way (it is easier to guess the expected answers by filling in questionnaires that by participating in a videotaped interaction) or when the healthy partner is not aware of his behavior.

This low to moderate association may also be due to stereotypes. For example, Neff and Karney (2005) highlight the fact that in studies relying on self-reported data both spouses tended to report a better social support provided by the women than by the men. In contrast to this, gender differences were not reported in studies using observational data.
5 The Study “Women Facing Breast Cancer” of the LIVES NCCR

In order to overcome the artifacts produced by the use of different assessment methods, the study “Women facing cancer” uses a mixed-method approach as mentioned above. We present now the details of this study.

5.1 Method

5.1.1 Sample

Eighty-nine women with breast cancer were recruited at the Breast Centre of the University Hospital of Lausanne (Switzerland). Sixty were in a relationship (their partners also participated in the study) and 29 were single. The mean age for women in relationships was 54.70 (SD = 12.55) and 55.59 (SD = 12.66) for single women; partners were on average 56.21 years old (SD = 14.75). 60% of the women in relationship were married. 65.5% of single women were divorced or separated, 17.2% were widows, and 17.2% were single (i.e. never married).

5.1.2 Procedure

Women were informed of the study by the breast nurse during their hospitalization (1–2 weeks after the diagnosis). Criteria for study inclusion were as follows: (a) the patient had a diagnosis of breast cancer; (b) the patient had had breast cancer surgery; (c) the patient and partner were 18 years of age or older; (d) the patient and partner were French speaking. Eighty-nine women accepted to participate (58 %) and 65 women refused (42 %). The principal reasons for refusal were the following: no desire to be filmed (32 %), a lot of stress and a lack of energy (26 %), no desire to talk about these difficult moments (29 %), and various other reasons (13 %). Comparisons were made between study participants and nonparticipants. Results indicated no significant differences in terms of age, t(152) = 0.05, ns nor in terms of relationship status (in couple or single), χ²(1, 154) = 0.01, ns. Women and their partners were received around 2 weeks after the surgery for an interview with the breast nurse, a situation of observation and to fill in questionnaires (T1). Follow ups were planned to take place 3 months (T2), 12 months (T3) and 24 months (T4) after the surgery.
5.1.3 Questionnaires

Questionnaires were used in order to assess several individual and relational variables by both partners, such as general distress (Brief Symptoms Inventory-18; Derogatis 2001), marital satisfaction (Relationship Assessment Scale; Hendrick 1988) or social support in couple interactions (Dyadic Coping Inventory; Bodenmann 2008). These questionnaires were paper self-completion questionnaires. The study also contained hetero-reported data such as the evaluation by both partners of the other one’s social support (Dyadic Coping Inventory, Bodenmann 2008) or cancer-related communication (Cancer-related Communication Problems within Couples Scale, Kornblith et al. 2006). Questionnaires were constituted of Likert-scales. Each partner individually filled in the questionnaire at home and returned it by mail to the Breast Center using the prepaid envelope. Finally, questionnaires about medical information, such as diagnosis, complications, and treatment were administered by the breast nurse.

One of the questionnaires, the Family Attitude Scale (FAS; Kavanagh et al. 1997; French version Vandeleur et al. 2013), aimed at assessing “expressed emotions”. This is one of the constructs that has been studied through observations and self-reports and thus it may illustrate the complementary information brought by these two methods. Expressed emotions refer to the degree of criticism and hostility and emotional over-involvement in a family or a marital relationship (Brown and Rutter 1966). High Expressed Emotion (HEE) is defined when one partner makes a lot of negative comments about the other one and the couple relationship and Low Expressed Emotion (LEE) describes a low rate of such comments. Expressed emotions are known to be a significant predictor of negative psychological outcomes (Butzlaff and Hooley 1998; Lister 2011), high level of partner caregiver burden (Möller-Leimkühler and Jandl 2011) and relationship dissatisfaction (Kronmüller et al. 2011) across several diseases. The FAS is a 30-item questionnaire assessing the informant’s expressed emotions through self-reported attitudes and behaviors towards another person – in our case, the partner. Items are rated on Likert scales from 4 (every day) to 0 (never), except for positive attitudes and behaviors which are reverse scored. The total score has a range of 0–120, with higher scores reflecting high expressed emotions. Examples of questions are: “I find myself saying nasty or sarcastic things to him/her”, “He/she is easy to get along with”, “I am sick of having to look after him/her”. In our study, women obtained a mean score of 21.4 (SD = 14.6; median = 19; range = 1–76); partners got a mean score of 14.6 (SD = 9.2; median = 14; range = 0–35).

5.2 Observational Data

Two kinds of observational data were collected by the breast nurse in the lab of the Breast Centre of the University Hospital of Lausanne. Firstly, a semi-standardized interview aimed at collecting information from both partners about the way they
reacted to the diagnosis, the sense they gave to the illness, how they informed (if
they have) their families and friends, how they have been managing the illness, how
the relationship has been affected at an emotional as well at a sexual level, how they
have been supporting each other and where they could find support outside their
relationship, how they see their future. The partners were invited to answer freely to
these questions. The interview was videotaped. Two researchers coded the verbal,
paraverbal and nonverbal contents of the interview with standardized coding grids
for social support or for diagnosis integration. Inter-rater reliability was assessed in
order to warrant the validity of the data.

Secondly, each partner was invited to complete a standardized task aimed at
evaluating “live” expressed emotion: the Five Minute Speech Sample (FMSS; Magana et al. 1986). This task consists in a monologue by each partner who is
asked to talk about his/her partner and their couple relationship during 5 min. The
speech is audiotaped and the verbal and paraverbal content is coded for expressed
emotions with a standardized coding grid provided by the authors (Magana et al.
1986). An expert in this coding system trained three coders. In order to establish
interobserver reliability, the coders rated 15 videotapes (that means 30 FMSS-
sequences) independently. Cohen’s kappa coefficients were then computed. For
the different coded categories (e.g.: critics, quality of the relationship, etc.), the
coefficients were higher than 0.80 between each coder and the expert and higher
than 0.80 among the coders.

5.3 Observed and Self-Reported Expressed Emotions; A Case
Example

The woman is 70 and the man 74 years old. The partners have known each other
for 52 years and have been married for 51 years. They have two children of 51 and
48 years old. They filled in the questionnaires and participated in the FMSS 2 weeks
after the surgery (6 weeks after the woman received a diagnosis of breast cancer).

The woman obtained a score of 40 on the FAS. This score is high compared to
the mean score of the sample (larger than one standard deviation above the mean).
For example, she gave high scores to items such as “He makes me feel drained”
and “He ignores my advice”. In the FMSS, this woman made mainly positive
comments about her husband (“He is just and right”, “He is gentle and kind, he
is very sensitive”) and her happiness to be in a marital relationship with him (“We
are always on the same wavelength”, “I am happy [with him]”, “I am lucky [with
him]”, “I can count on him”, “We are well together”, “I will never change [my
partner]”).

The man obtained a score of 21 at the FAS. This score is average with regard
to the sample of the current study (within one standard deviation above the
mean). He displayed zero score on some items like: “She is really hard to take”,
“I feel disappointed with her”. By contrast, in the FMSS, he displayed a very
high expressed emotions pattern with several criticisms toward his partner; the monologue began with the sentence: “She was a girl I knew among others. I was taken by surprise, so my father told me that I made a mistake that I will pay to the bitter end. I didn’t know her. I quickly saw that I could manipulate her, that I could rule her with a rod of iron.” The husband gave next some criticisms: “She is quite impulsive. Her brother says she is unreliable. She sometimes deserves ... [silent, sigh], she freaks out.”

This example illustrates the necessity to assess this construct with several methods as the results are not the same depending on the method that was used: according to the questionnaire, the woman was high on expressed emotion while the man was low; according to the situation of observation, the woman was low on expressed emotions and the man was high. This certainly refers to a certain degree of ambivalence in their relationship; the mixed-method approach allowed us to note that both partners are ambivalent while a single method would have led us to conclude that one partner only is high on emotion and thus “responsible” for the negativity in the relation. Moreover, we would not have identified the same partner as the “negative one” depending on the chosen method. The mixed method also allows a more complex and comprehensive evaluation of a situation. In fact, each method measures a different aspect of this situation and grasps its nuances and subtleties.

6 Conclusion

A mixed-method approach is crucial in order to study couple interactions in general and interactions in couples facing cancer in particular. It makes it possible to combine data representative of the “subjective reality” of the partners (i.e. the representations they have of the relationship) and of the “objective reality” (how they actually act when they talk about each other or when they interact together). Unfortunately, observation is often overlooked in research mainly because of its cost and the difficulty to operationalize psychological constructs in behavioral indexes (Weiss and Heyman 2004). Gottman (1994) has nevertheless made a plea for observation, arguing that observational data have a special place for two reasons:

1. Partners are not aware of the different patterns of communication and behaviors that usually occur in their couple interaction. It is also difficult for them to accurately report behavioral interactions.
2. Self-reported data assess perceptions, in other words the subjective reality of an individual. Observational data allow researchers to avoid the confusion between perceptions and reality.

Even if observational data require time and energy (i) to obtain videotaped sequences, (ii) to elaborate a coding system and (iii) to code the sequences, this chapter shows that this effort is worthwhile.
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Career Pathways and Professional Transitions: Preliminary Results from the First Wave of a 7-Year Longitudinal Study

Christian Maggiori, Jérôme Rossier, Franciska Krings, Claire S. Johnston, and Koorosh Massoudi

1 Introduction

Work and the professional domain represent essential aspects of adult-life and are strongly related to individuals’ somatic and mental health, and potentially vulnerable situations as well (Fouad and Bynner 2008; Friedland and Price 2003). However, current career paths and professional development are challenged by increased instability and demands related to – amongst others – productivity and coping with constant uncertainty (Rudisill et al. 2010). In addition to unemployment, in the current world of work other risk-situations may contribute to the emergence of critical situations, such as frequent transitions and unstable or precarious situations (e.g., time-limited employment and positions with a high risk of lay-off and minimum wage employment). For these reasons, and considering that almost no longitudinal studies of the professional trajectories of adults from a psychological perspective are available, the need for a closer and longitudinal examination of middle-aged adults’ career pathways and transitions is fundamental.

The purposes of this chapter are to present the main characteristics and implementation of our longitudinal project, the strategies used to collect data on
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professional experiences using a mixed-mode approach, and to highlight initial results and indications from the first data collection wave (such as vulnerability and work stress or the predictors of the agreement to participate in the next waves). First, after introducing the general aim of the project, we present briefly some elements emerging from the current literature on workers’ experience and career paths, and a definition of vulnerability to contextualize the project and position its hypothesis. Second, we introduce some methodological aspects, such as the design, the research protocol and the data collection procedure. Third, we present some of the preliminary results from the first data collection wave of our study. Finally, in the conclusion section we highlight the main findings and considerations emerging from the implementation and the first data collection wave and discuss some implications and challenges for the next waves.

1.1 Career Pathways and Professional Transitions: An Overview

Overall, adopting a broad psychological perspective including counseling, positive, work and organizational, as well as life-span psychology, this project studies the direct and indirect impacts of individual characteristics (such as personality, character strengths, or justice beliefs), individual resources (such as social support or self-regulatory skills), and socio-cultural and economic background (such as SES or acculturation) on adults’ professional transitions and career pathways and their successful development (i.e., professional success, life-satisfaction, general and domain-specific well-being) (Krings and Olivares 2007; Petersen et al. 2010; Rossier et al. 2012b; Wiese and Freund 2005). A longitudinal survey design implying a yearly follow up spanning 7 years on a large sample of employed and unemployed middle-aged adults living in Switzerland was implemented. The longitudinal perspective will offer the opportunity to evaluate psychological processes, inter-individual differences and intra-individual variability across time in relation to professional experiences (including job search and unemployment) and professional transitions. Moreover we will focus on identifying the individual strengths (or resilience factors) and vulnerabilities in order to predict objective and subjective aspects of career pathways. More specifically, our study will make it possible to estimate the impact of these factors on the experienced trajectories of workers, and on employees’ work conditions, such as underemployment, time-limited employment, multiple-jobs and job loss.

Another central characteristic of this study is the adoption of a mixed-mode approach for the data collection. In fact, in order to offer the opportunity to participants to choose the most convenient way to participate and to target different subgroups in our sample (Dillmann et al. 2009), we implemented several formats1 to complete the research protocol. More precisely, participants could choose to

1That is, modes of data collection (such as, phone interview).
complete the two parts of the research protocol via a full online version, a phone interview (CATI) plus an online questionnaire or a CATI plus a paper-pencil questionnaire.

### 1.2 Why Study Career Pathways?

To position our study in the current labor market context, we consider some relevant literature pertaining to careers and the world of work.

Due to the changing social and economic conditions, the work context – and consequently professional pathways – has profoundly changed over the last two decades (Rudisill et al. 2010). The current labor market requires individuals to face increasing job instability and demands related to flexibility and geographical mobility, productivity and management of constant insecurity (Kanfer et al. 2001; Rudisill et al. 2010). Furthermore, current work-profiles are very heterogeneous, in terms of, for example work activity rate (part-time vs. full-time), type of contract (time-limited vs. non-time limited employment), or job security. Moreover, in the coming years individuals can expect to encounter a growing number of job transitions, and hence periods of (partial-) unemployment during their work life (Kanfer et al. 2001; Zikic and Klehe 2006). It is important to underline that individuals making these changes have to cope with different psychological (and social) challenges (e.g. cope with constant stress, adopt a new, or leave behind an old social role). This seems particularly true when these changes are not made voluntarily and are imposed by external factors (e.g. due to a layoff) (Fouad and Bynner 2008; Sapin et al. 2007). In this context, professional trajectories across adulthood are severely challenged and become more unstable and less predictable (Mercure 2001; Sennett 1998; Rudisill et al. 2010). At the same time, due to societal changes, developmental tasks and personal goals have shifted across cohorts during the last five to six decades (Bangerter et al. 2001; Grob et al. 2001). Currently individuals face an increasing diversification of developmental pathways. Compared to previous cohorts, family and work-related goals have become less important for current young adults, whereas education and personal time/leisure goals (such as travelling or community involvement) have become more central concerns (Bangerter et al. 2001). This reflects a tendency towards individualism and self-fulfilment, as indicated by Grob and colleagues (2001).

In a general way, we can consider that career pathways and professional experiences are the result of the interaction between personal characteristics and socio-cultural conditions: (i) Individuals’ skills, competencies, socio-economic background and/or goals; (ii) Labor market’s needs and demands (for instance, in terms of adaptation skills, willingness to relocate, mastery of new technologies, or the ability to take frequent and complex decisions, and to update one’s skills) (Sennett 1998; Briscoe and Hall 2006); (iii) The necessity for and competence to make several career-related choices throughout the life-span (rather than deciding once and for all upon a specific career) (Fouad and Bynner 2008). Of course, individual career choices and contextual challenges influence people’s professional
and personal development in terms of subjective and objective career pathways, and physical as well as psychological well-being (Klehe et al. 2011). For example, unemployment and unfavorable conditions at the workplace, such as job insecurity, underemployment and the experience of workplace incivilities have a negative impact on individuals’ functioning and professional and general well-being (among others in terms of quality of life, stress, depression and work satisfaction) and can lead to vulnerability (Cortina et al. 2001; Friedland and Price 2003). Lucas et al. (2004), highlighted that the unemployment experience can also impact personal well-being in the medium- and long-term even after re-entering the labor market. In fact, even after reemployment, individuals continue to exhibit lower life satisfaction. Hence, contemporary professional trajectories occasionally induce at-risk situations, such as difficult transitions (Schlossberg et al. 1995), social and professional exclusion or discrimination (Haeberlin et al. 2004), and trajectories towards unemployment or poverty (Meyer and Stalder 2003).

For these reasons, analyzing individuals’ professional experience and career paths represents an important research area. Understanding the relationship between individual characteristics, vulnerabilities and resources, and environmental aspects like job characteristics and opportunities, and their dual impact on well-being outcomes seems important in order to understand how people adapt to changing work conditions. Research on these types of topics is of prime importance for psychologists dealing with the prevention of at-risk psychosocial situations and negative health outcomes, and more generally with vulnerability processes arising within or from the domain of work (Bakker et al. 2005).

1.3 Vulnerability and the Professional Context

To understand and analyze various forms and process of vulnerability represents one of the main purposes of the NCCR-LIVES. More specifically, in our project we address aspects of vulnerability related to the work domain and professional paths (such as work stress and job loss).

According to the social cognitive theory of Lent et al. (1994), and to the life-design theoretical perspective of Savickas et al. (2009) people have to adapt to new situations in their everyday life. Thus, they need to be able to use their dispositions to respond to the environment and to maximize their capacities and resources. These models suggest that the relationship between dispositions, environment, and people’s behavior (in terms of, for example, career choice, work performance or work engagement) are mediated by process variables or regulation abilities, such as self-efficacy, external expectations, career adapt-ability and emotional regulation (Rossier et al. 2012a, b). In accordance with this theoretical background, vulnerability related to entry, participation and development within the professional context is characterized by:

1. The presence of individual (e.g., disability, poor health and well-being, inadequate regulatory capacities) and/or contextual risk factors (e.g., minority, low SES, unemployment, high stress conditions);
2. The deficit or lack of individual (e.g., adaptive capacities, character strengths) and/or contextual resources (e.g., financial, social support and network, labor market situation);
3. The possible interactions between risk factors and resources.

Overall, our research design with annual measurements allows us to take a longitudinal approach to vulnerability and to deal empirically with questions such as which factors increase vulnerability in the long run and which resources mitigate these effects.

Considering the elements presented so far, the general focus for our project concerns relations between individual resources and characteristics, social support (both actual and potential support), cultural background, job conditions (e.g., job demands and job control) and, job-related (e.g., work stress and job satisfaction) and general outcomes (e.g., health and quality of life). Specifically we hypothesize that in addition to a direct impact on outcomes including professional and general well-being and career related transitions (e.g., from unemployment to employment or job-to-job transitions), individual resources and characteristics, social support, and cultural background will moderate and/or mediate the relations between job conditions and outcomes.

2 Data Collection Tools and Measures to Explore Career Paths and Professional Experiences

In this section we present some methodological characteristics of our study on career pathways and professional transitions of employed and unemployed adults and general information concerning the procedure implemented for the first data collection wave realized from January to April 2012.

2.1 Sampling

According to the Swiss State Secretariat for Economy (SECO), in the first quarter of 2011 – at the time we started the project – the number of employed individuals in Switzerland was 4.5 million which represents about 58 % of the overall Swiss resident population. Women and non-Swiss represented respectively 45.6 % and 23.3 % of the employed population. At the same period, according to the International Labour Office’s (ILO) criteria, there were more than 197,000 unemployed (about 4.4 % of the active population). Women and non-Swiss represented respectively 48.2 % and 44.7 % of the unemployed population. However, only about 134,000 people were officially registered at an official regional placement office (RPO). Concerning the length of unemployment, for these registered individuals about 39 % were unemployed for 6 months or more (SECO 2012).

For the purposes of this study, a first random sampling list was realized by the Swiss Federal Statistic Office (SFSO) (N = 9000) and drawn from the national
register of the inhabitants. However, it was not possible to distinguish active and non-active individuals at this step. To increase the number of unemployed participants, in order to obtain a more detailed picture and increase statistical power, a second random sample was realized by the SECO (N = 2400). This sample was drawn from the national register of unemployed. Concerning the sampling criteria, both samples included exclusively adults aged 25–55 years from the French and German speaking regions of Switzerland. It is important to note that, at the beginning of the interview, we verified additional inclusion criteria that were not possible to control at the moment of the sampling. More specifically, participants had to meet the following criteria: (a) non-Swiss citizens needed to have at least an annual work permit; (b) live in a private household (people living in an institution were not sampled); (c) have a professional activity and/or be searching for a job. For practical and economic reasons (such as the necessity to translate and validate the majority of our instruments or to have Romansh and Italian speaking interviewers) we didn’t include individuals living in the Italian- and Romansh- speaking regions, that represent <8 % of the Swiss population. Moreover, women were slightly oversampled to obtain a more comparable proportion of both genders.

2.2 Design and Research Protocol

As indicated previously, the project intends to realize a 7-year longitudinal study with an annual assessment (from T1 to T7). For T1, each participant completed a research protocol, consisting of two successive steps using a mixed-mode method for the data collection. More specifically, participants could choose: (a) To fill in the two parts of the research protocol using an online self-administered form; (b) To complete the first step by CATI and the second online; (c) To complete the first part by CATI and the second with a paper-pencil questionnaire. Overall, the estimated time to complete the total research protocol (240 items) was 10–15 min for the first step and 30–40 min for the second step.

In the first step, we assessed characteristics of the professional situation (e.g. employed or unemployed, current number of jobs or different employers, work rate and main activity), and professional experience and biography (e.g., start date of first job), including factors related to unemployment (e.g., receive – or not – unemployment benefits or length of unemployment). We also evaluated job satisfaction, perceived discrimination (e.g., sexual harassment and physical violence in the current work environment and/or during the job search process) and job search characteristics for employed and unemployed individuals (e.g., external support during job search). In this first part of the research protocol we used essentially items developed specifically for the study and questions proposed in other national surveys of the SFSO. Importantly, at the beginning of this part of the research protocol inclusion criteria mentioned previously were verified. More concretely, 910 individuals did not meet the criteria, or stopped the questionnaire and were excluded from the sample.
In the second step, we evaluated professional environment (in terms of, for example, job strain, job insecurity, work stress, and perceived organizational justice) and individual characteristics and resources, such as career adaptability, personality, and just world beliefs. In order to evaluate the respondents' general well-being, we assessed – amongst others – health, satisfaction with life and quality of life. Finally, we collected additional personal information (such as marital status, household income and education level). In relation to the employment status, a different questionnaire was proposed to employed and unemployed people.

2.2.1 Measures

In this section we present briefly the main measures analyzed in this chapter. Regarding individuals’ characteristics and personal resources, the Career Adaptabilities Scale (Savickas and Porfeli 2012) was employed to assess adaptability resources. This questionnaire contains 24 items that yield a total score, which indicates a person’s career adaptability. The items are divided equally into four subscales that measure the adaptability resources of concern, control, curiosity, and confidence as psychosocial resources to face occupational transitions and work related challenges. Career adaptability is conceptualized as a hierarchical construct comprised of four dimensions: (i) Concern allows one to plan, activate and prepare an adaptive response; (ii) Control allow to engage the person’s subjectivity in this adaptive response; (iii) Curiosity allows one to explore and find new responses; (iv) Confidence is the perceived capacity to express an adaptive response (Savickas et al. 2009). Participants rated how strongly they have developed each ability using a five-items rating scale (1 = “Not strong”, 5 = “Strongest”). Personality was evaluated using the French-version of the NEO Five-Factor Inventory Revised (NEO-FFI-R; McCrae and Costa 2004; Aluja et al. 2005). The NEO-FFI-R includes 60 items, with a five-point scale ranking from “Strongly disagree” to “Strongly agree”. The items are equally distributed to measure five personality dimensions (i.e., neuroticism, extraversion, openness, agreeableness and conscientiousness). The Beliefs in a Just World Questionnaire, developed by Dalbert (1999), was used to assess general (GBJW) and personal beliefs in a just world (PBJW). GBJW concerns the belief that people generally live in a just world, while the PBJW concerns whether they are personally treated fairly or not (Dalbert 2001; Wu et al. 2011). Six items are designed to describe GBJW and seven for PBJW. The questionnaire proposes a rating scale from 1 = “Strongly disagree” to 6 = “Strongly agree”. The eight-item Functional Social Support Questionnaire (FSSQ, Broadhead et al. 1988) is an instrument to measure the level of the perceived personal social support. The items are scored on a five-point scale (1 = “Much less than I would like”, 5 = “As much as would like”).

Concerning professional outcomes, to evaluate work-related stress we used the General Work Stress Scale (GWSS; de Bruin and Taylor 2005). Participants responded to the nine items on a five-point rating scale, where the response options were labeled from 1 = “Never” to 5 = “Always”. Job satisfaction was measured by
an abbreviated version of the *Inventaire JobSat* of Rolland (Massoudi 2009). The five items proposed to our participants were selected to cover different domains of the professional satisfaction (i.e., supervisor behaviors, job security, salary, working conditions and relationships with colleagues). Each item was rated on a four-point rating scale, where 1 = “Not satisfied at all” and 4 = “Very satisfied”.

Regarding individual risk factors, general stress was measured with the five-item version of the *Perceived Stress Scale* (PSS; Cohen and Williamson 1988). These items assess the extent to which situations in one’s life were appraised as stressful during the last month using a rating scale ranking from 1 (“Never”) to 5 (“Very often”). Life satisfaction was assessed using the *Satisfaction With Life Scale* (SWLS, Diener et al. 1985). The five items were rated on a seven-point scale (1 = “Strongly disagree”, 7 = “Strongly agree”). Furthermore, we introduced in the research protocol the single-items suggested by the World Health Organization Quality of Life (WHOQOL)-Group (and used for example in the WHOQOL-Bref study, Skevington et al. 2004) to assess general quality of life and self-rated health. Respondents answered on a five-point rating scale from 1 = “Very poor” to 5 = “Very good”.

### 2.3 Data Collection Procedure

For the data collection we established a formal contract with the main Swiss polling institute in social and political sciences: Link Institut. All efforts related to the field work: CATI programming, interviewer selection, instruction and training, organizing and managing the hotline, printing and mailing initial and reminder letter (and reminder phone call) were guaranteed by the polling institute with the supervision of the research team. Concerning the interviewer instruction and training, the program was developed and realized by two PhDs of the research team in collaboration with the polling institute. In this way, we tried to guarantee a certain quality and the same information to all the interviewers (French and German speakers). Two call centers were organized, one in Lausanne for the French-speakers and one in Zürich for the German-speakers, and a free-hotline was available throughout the data collection period from Monday to Saturday. Finally, two members of the research team were available during the data collection to answer participants’ questions about the content of the survey and provide additional information about its purposes.

#### 2.3.1 Mixed-Mode Method to Collect Data in T1

First of all, an advance personalized letter was sent to all target individuals describing the purpose and importance of the study, the data collection procedure and inviting them to participate. Individuals were encouraged to visit the project’s web site to fill in a complete online version of the research protocol. To do so, each
individual received a personal user name and password to have immediate access to a secure server. However, in this letter we also indicated the possibility to call a free-hotline to complete the first part of the research questionnaire by phone, to schedule an appointment or just to obtain additional information. Participants choosing CATI to complete the first part, were invited at the end of the interview to answer the second part of the research protocol via a paper-pencil or an online questionnaire. To reduce the time between the two parts of the research protocol, participants choosing the online version received an invitation by e-mail immediately after the initial interview. People choosing the paper-pencil format received the questionnaire by mail within 3–4 days, with a pre-stamped envelope to return the questionnaire.

With reference to the first part of the research protocol, those who did not complete the online questionnaire or did not call the hotline received a first reminder by mail 3 weeks after the initial contact. When necessary, a second reminder took place 2 weeks later by phone (when a phone number was available) or by mail. A similar reminder procedure was implemented for participants who never sent back the questionnaire or didn’t complete the second part online. Furthermore, at the end of the main data collection, a conversion-strategy was implemented and realized by specially trained interviewers. More specifically, when a phone number was available, the interviewers re-contacted individuals who initially refused participation to try and persuade them to participate. More information about rates of refusal and drop-out at the different steps, and about the completion modes are presented in section “Participation: Key Data”.

### 2.3.2 Subsequent Data-Collection Waves

Regarding the next waves (from T2 to T7), as indicated previously data collection will be realized once a year and it will take place during the same period (i.e., from January to April) to avoid seasonal bias. It is important to note that the same data collection procedure (i.e., a research protocol consisting of two successive steps and proposing a mixed-mode method) will be implemented. However, each year – in respect to the questionnaires’ rotation system—, the content of the research protocol will be adapted. In fact, some new questionnaires will be integrated to replace others and will give us the opportunity to assess additional variables such as acculturation and personal strengths and follow changes related to professional situation.

### 2.4 Why Use a Mixed-Mode Method?

Considering the characteristics of our sample (for example in terms of employment situation), a mixed-mode method (including a online version of the research protocol) presents several advantages compared to a single-mode survey. First, the mixed-mode method offers participants the possibility to choose the most appropriate and comfortable format to complete the research protocol. Furthermore,
they had the opportunity to schedule the phone interview at a convenient time. Second, in comparison to a face-to-face or phone interview, it reduces the costs of the data collection (Herrero and Meneses 2006; McHorney et al. 1994). For our project, this reduction – estimated at 15–20 % – is essentially related to the decreased number of phone interviews. Third, if participants chose the full online version, the research protocol could be completed relatively quickly as there was no time lag between the first and second parts. Furthermore, for participants choosing to complete the first part by CATI and then to continue online, they immediately received an invitation and an Internet link to complete the second part. This short time lag helps to prevent a lack of motivation as participants did not have to wait to complete the second part (Riva et al. 2003). Furthermore, the online versions allowed participants to complete the questionnaire in more than one session, permitting the participants to choose a convenient time to complete the questionnaire. Finally, for sensitive questions, a mixed-mode format using self-administered questionnaires results in increased comfort for respondents, possibly yielding a higher response rate than other interview formats (e.g. face-to-face interview) (de Leeuw 1992, 2005). For this reason, we introduced the more sensitive questions in the second self-administered part (online or paper) of the research protocol. Overall, the different opportunities presented by this kind of mixed-mode method aims to maximize participation by reducing the annual dropout rate and to consequently obtain the largest possible sample in T7.

However, a mixed-mode method presents some disadvantages too, which could have an impact on the quality of the collected data. For instance, measurement differences may emerge because not all participants used the same response format (de Leeuw 2005). Moreover, as indicated by de Leeuw (2005), the same question proposed online or by CATI, will not necessarily offer the same stimulus to the participant. To reduce this problem, during the first step of our survey (completed by CATI or online) we essentially asked for formal and objective information. Concerning psychological constructs – such as psychological distress or personal resources and characteristics – using online or paper-pencil questionnaires, several studies show that these methods produce equivalent assessments (e.g., Aluja et al. 2007; Herrero and Meneses 2006; Riva et al. 2003; Tse 1998). Furthermore, as with other methods based on self-report, a mixed-mode solution is not immune to potential sources of common method variance (such as consistency motif, social desirability or transient mood state) (Podsakoff et al. 2003). Moreover, due to the specific data collection format and even though questions were kept as simple as possible, people needed sufficient knowledge of German or French to participate. This limitation – which is not uniquely related to the mixed-mode method – is probably more important among non-Swiss individuals and subgroups with higher levels of low skilled people (such as unemployed individuals). Nevertheless, as indicated by Laganà et al. (2011), reaching more marginal groups—for example due to language limitations – is a recurrent problem in this kind of survey. Finally, online surveys, similar to surveys based on phone interviews, are affected by
coverage bias (or error) (i.e., not all the household are equipped with Internet or phone connections, and coverage could differ within groups, e.g., lower-income vs. higher-income) (de Leeuw 2005). Nevertheless, about 80 % of Swiss households have Internet access (SFSO 2012). When we consider exclusively households with individuals aged 20–50 years, Internet coverage increases to 95 %. With reference to the professional situation, about 88 % of the unemployed have Internet access at home (SFSO 2012). Moreover, mixed-mode designs permit partial compensation of the coverage bias (Parackal 2003).

2.4.1 Sample Attrition and Participant Retaining Strategies

Regarding the sample attrition, considering an annual dropout of about 20 % after the first year (from T1 to T2), and about 10–15 % for the following waves, the number of individuals at the end of the study (T7) is expected to be 800. This estimation is based on previous national longitudinal surveys conducted by polling institutes and is similar to the attrition observed for the Swiss longitudinal youth study 2001–2010 (Bergman et al. 2011). Overall, part of this attrition will partially be due to the impossibility to survey all addresses and name changes or individuals moving to other countries. However, to try and limit the problem of non-valid contact details, respondents themselves have the possibility to update personal information (via the project website or a pre-stamped card). Moreover, the polling institute guarantees a verification of the mail addresses throughout the longitudinal study.

In order to retain participants in our study, we used different strategies. First of all, each participant could choose a gift (for an amount of CHF 20, about 22 USD or 16.5€) as an incentive to participate. Gift choices included a gift card to use at a supermarket, a gift card for a department store, a book voucher or a donation to a non-profit organization for children’s aid. At each wave, participants completing the research protocol will be able to choose a gift of the same amount. Second, each year they will receive a newsletter (summarizing some of the main results in an appealing and more accessible format) and a greeting card. Furthermore, participants can access non-scientific articles and general information (such as new results) on the project website. Finally, after the second wave we will definitively exclude only people not participating in two consecutive waves. This means that people who decide not to participate in T2 will be contacted again in T3.

3 First Results and Indications from the Data Collection (T1)

This section of the manuscript presents some indications and results based on T1. These results are intended to describe general tendencies and relationships using non-weighted values, knowing in particular that unemployed participants and women were oversampled.
## Table 1 Participation and refusal at different stages of the data collection procedure

<table>
<thead>
<tr>
<th>Contacted initially by letter</th>
<th>7600</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-valid address</td>
<td>439</td>
</tr>
<tr>
<td>Participant not at the address</td>
<td>100</td>
</tr>
<tr>
<td>Others (e.g., death, move abroad)</td>
<td>31</td>
</tr>
<tr>
<td><strong>Valid contacts</strong></td>
<td>7030</td>
</tr>
<tr>
<td>Interviews not possible</td>
<td>430</td>
</tr>
<tr>
<td>Refusing to participate</td>
<td>679</td>
</tr>
<tr>
<td>Never responded or contacted the hotline</td>
<td>1376</td>
</tr>
<tr>
<td>Visit to Website or call the hotline without starting the RP</td>
<td>679</td>
</tr>
</tbody>
</table>

### 1st part RP:

<table>
<thead>
<tr>
<th>Start 1st part RP</th>
<th>3866</th>
</tr>
</thead>
<tbody>
<tr>
<td>(By CATI)</td>
<td>(1255) (32.46 %)</td>
</tr>
<tr>
<td>(Online)</td>
<td>(2611) (67.54 %)</td>
</tr>
<tr>
<td>Not eligible</td>
<td>910</td>
</tr>
<tr>
<td>(CATI)</td>
<td>(407) (10.53 %)</td>
</tr>
<tr>
<td>(Online)</td>
<td>(503) (13.01 %)</td>
</tr>
</tbody>
</table>

### 2nd part RP:

<table>
<thead>
<tr>
<th>Start 2nd part RP</th>
<th>2956</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Paper after CATI)</td>
<td>(613) (20.73 %)</td>
</tr>
<tr>
<td>(Online after CATI)</td>
<td>(235) (7.95 %)</td>
</tr>
<tr>
<td>(Online after online)</td>
<td>(2108) (71.31 %)</td>
</tr>
<tr>
<td>Not returned/timed out</td>
<td>487</td>
</tr>
<tr>
<td>(Paper not returned)</td>
<td>(180) (6.09 %)</td>
</tr>
<tr>
<td>(Timed out – online after CATI)</td>
<td>(72)</td>
</tr>
<tr>
<td>(Timed out – online after online)</td>
<td>(235) (7.95 %)</td>
</tr>
<tr>
<td><strong>Total completed RP</strong></td>
<td>2469</td>
</tr>
</tbody>
</table>

*RP = Research protocol; Percentages (%) refer to initial value of each section*

### 3.1 Participation: Key Data

As shown in Table 1, during the data collection procedure, with the aim to obtain a final sample of about 2400 participants, the polling institute activated a total of 7600 addresses (or target persons)\(^2\) but 570 were not valid (e.g. participant not at the address) and for 430 individuals the interview was not possible (e.g. target person outside Switzerland for a long period, language problems, health problems or in an institution). About 670 explicitly refused to participate and more than 1370 never responded to the letters or phone calls. Regarding refusal

\(^2\)Of the 7600 target persons, 6000 were from the sample drawn from the national register of the inhabitants by the SFSO, and 1600 were from the sample drawn from the national register of the unemployed by the SECO.
motivations, the majority of the individuals indicated an opposition to any form of survey, no interest in the topic or lack of time. It is important to note that interviewers registered refusal motivations during the phone contact using pre-established categories. Consequently, we do not have any information about possible motivation of individuals that never contact the hotline. Moreover, 679 people called the hotline or visited the web site (using the personal password) without starting the questionnaire.

A little <3870 individuals started to complete the first part of the research protocol, but among these more than 910 were screened-out (for example because not professional active and not searching for a job). So, 2956 participants completed the first part of the research protocol (2108 online and 848 by CATI). Of those who completed the CATI, 613 requested the paper-pencil version and 235 decided to complete the second part online. The others participants continued with the online version. At the end, of the individuals who started the second part, we obtained 2469 complete research protocols, meaning that these participants completed both parts of the protocol. So, 487 individuals didn’t complete the second part or never sent back the paper questionnaire. Unfortunately, we have no information about the reasons for stopping the questionnaire. The rate of completion for the research protocol (first and second part) within the valid addresses was 35.1 %. Importantly, research protocols were considered as complete only if participants responded up until the last question. However, as suggested by McHorney and colleagues (1994), when we calculate the response rate as the ratio of completed research protocols to the eligible sample (i.e., excluding out-of-scope individuals, such as non active people), the total participation rate was estimated at 40.3 %. Concerning the choice of method to complete the protocol, to summarize, we observed that 75.9 % (n = 1873) of the participants choose the “full” online version (i.e., the online questionnaire both for the first and second part), 6.6 % (n = 163) choose the CATI and online format, and 17.5 % the CATI and paper format (n = 433). Although a majority of the participants chose the full online version, about one-quarter opted for another format supporting the decision to propose several ways to complete the research protocol.

### 3.2 Characteristics of Participants at T1

As mentioned above, the final sample for T1 was composed of 2469 participants from the French and German regions of Switzerland aged from 25 to 55 years old, with a mean age of 41.9 years (SD = 8.6). With reference to the age groups, 25–35, 36–45 and 46–55 years represented respectively 27.4 %, 33.5 % and 39.1 % of the total sample. About half of the participants (50.7 %) were women and 53.5 % were married. More than one third of the respondents (36.1 %) had tertiary education, 55.6 % reported a secondary education and 8.3 % a primary education. Concerning
the nationality and professional situation, non-Swiss\(^3\) and unemployed participants represented respectively 21.6 % and 23.2 %. Of the 533 non-Swiss participants, 26.1 % came from Germany, 11.6 % from France, 11.1 % from Portugal and 10.1 % from Italy. Finally, 89.1 % of the total sample gave us their consent to be contacted next year to participate in the second wave of our study.

On a descriptive level, in comparison to the active population in Switzerland, in our sample we oversampled women and unemployed. In fact, in 2012 women and unemployed aged 25–55 years represented respectively 45.5 % and 3.8 % of the active population (SFSO 2013b). The rate of non-Swiss individuals was close to the one observed in the active population (i.e., 23.8 %). Concerning non-Swiss actives individuals, about 69 % came from European Union countries and – as in our sample – the largest group was represented by German individuals (27 %) (SFSO 2013a). With reference to education, there are some notable differences in the lower levels. In fact, data from the SFSO (2011) indicated that 14.4 % of the general population had a primary education, 50.3 % a secondary education and 35.3 % a tertiary education. Regarding specific characteristics of the employed and unemployed groups, some information was presented above (see section “Sampling”).

### 3.2.1 Employed and Unemployed Participants: Personal and Professional Characteristics

Considering the main purpose of this project, it is essential to distinguish and specify information about employed and unemployed participants.

Concerning demographic characteristics, among employed participants \((n = 1895)\) women represented 50.8 %, and married 56.6 %. Non-Swiss individuals constituted 16.3 % (308) of this sub-sample. Within the non-Swiss group, the majority of participants were German (32.9 %). The mean age of the professionally active sub-sample was 42.0 years \((SD = 8.6)\). With regard to education, 38.4 % of the employed completed a tertiary education, 55.5 % a secondary education and 6.1 % a primary education. In the group of unemployed \((n = 574)\), about half (50.5 %) were women. Furthermore, 43.4 % were married, 22.6 % currently lived with their children and 39.2 % were non-Swiss. Once again, German people were the most frequently represented group (17.0 %) within the non-Swiss group. The mean age of this sub-sample was 41.7 \((SD = 8.7)\). In relation to schooling, 38.3 % of the unemployed participants completed a tertiary education, 56.1 % a secondary education and 15.3 % attained a primary education.

Regarding the professional characteristics and situation, among employed individuals 66.2 % had a full-time\(^4\) job. Caring for children (or other persons) and assumed domestic tasks (71.3 %) and the desire not to work full-time (58.9 %) were

---

\(^3\)For these analyses, participants with double-nationality with Swiss citizenship are classified as Swiss.

\(^4\)According to the SECO (2012), we consider an activity rate equal or >90 % as full-time rate.
the most frequently given reasons for part-time work. Furthermore, <6% indicated that it was impossible to find a job to increase current working time. About a tenth (10.7%) of the employed participants actively looked for a new job during the last 6 months. Concerning job insecurity 13.3% of the employed group indicated that, in the course of the last year, they faced at least once the risk of lay-off, and 8.6% fear losing their own job in the next 12 months. More than half (54.2%) of the employed reported that finding a similar job would be difficult or very difficult. Furthermore, about one-third (35.2%) of the employed participants reported being unemployed in the past. In the unemployed subsample, 85.4% were registered at a RPO and 72.6% received unemployment benefits during the last 6 months. About half of the unemployed (49.6%) have been unemployed for 6 months or more, and three-quarters (74.0%) were looking for a full-time job and 15.6% for a job at an activity rate equal to or below 60%. Similar to employed participants, the main reasons to look for a part-time job were the necessity to take care of children (or other people) and domestic responsibilities (67.1%) and the desire to keep time for themselves (36.6%). Among unemployed individuals, 41.8% were forced to leave their job following restructuring or dismissal, while 11.7% lost their job at the end of a fixed-term contract. Other frequently mentioned reasons were health problems (9.9%) and willingness to change job or employer (11.0%). In relation to the job search, 49.0% reported having no-one to help and support them in their job search process, except for the person in charge of their file at the RPO. From an economic point of view, about 38.1% indicated that it was very urgent for them to find a job, and that this should happen in the next month. To conclude, 48.3% of the currently unemployed participants reported periods of previous unemployment.

When we asked about unfair treatment (e.g., sex or age-related discrimination, harassment), 20.3% of currently employed participants reported being the target of discrimination or unfair behaviors in their current work place. Among unemployed individuals, about half (48.3%) indicated receiving unfair treatment or discrimination at their last job. For both groups, the most frequent behaviors were mobbing and age, national origin and sex-related discrimination. Considering that the questions were not exactly the same we cannot directly compare these results. However, it is important to emphasize that jobless people reported a higher frequency of unfair treatment at the work place.

3.3 Choice of the Format to Complete the Research Protocol

To assess possible predictors of the choice of format used to answer our questions (full online, CATI and online, or CATI and paper), we conducted multinomial logistic regression with full-online format as reference category (see Table 2). To do this, we introduced in the model different personal criteria as factors (i.e., age group, professional situation, household income, nationality and education level).

The first half of Table 2 compares the CATI and paper format against the full online format. Analyses highlighted that both the two youngest groups (25–35,
### Table 2 Choice of data collection format: Multinomial logistic regression

<table>
<thead>
<tr>
<th></th>
<th>β</th>
<th>SE β</th>
<th>Wald’s $\chi^2$</th>
<th>df</th>
<th>p</th>
<th>Odds ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CATI and paper</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (reference: 46–55 years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25–35 years</td>
<td>-1.06</td>
<td>0.17</td>
<td>38.42</td>
<td>1</td>
<td>&lt;0.001</td>
<td>0.35</td>
</tr>
<tr>
<td>36–45 years</td>
<td>-0.61</td>
<td>0.14</td>
<td>18.33</td>
<td>1</td>
<td>&lt;0.001</td>
<td>0.54</td>
</tr>
<tr>
<td>Employed</td>
<td>-0.25</td>
<td>0.15</td>
<td>2.95</td>
<td>1</td>
<td>&gt;0.05</td>
<td>0.77</td>
</tr>
<tr>
<td>Household income (reference: &gt;139,000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;60,000</td>
<td>1.29</td>
<td>0.24</td>
<td>30.36</td>
<td>1</td>
<td>&lt;0.001</td>
<td>3.64</td>
</tr>
<tr>
<td>60–99,000</td>
<td>0.73</td>
<td>0.22</td>
<td>11.05</td>
<td>1</td>
<td>0.001</td>
<td>2.08</td>
</tr>
<tr>
<td>100–139,000</td>
<td>0.69</td>
<td>0.23</td>
<td>9.31</td>
<td>1</td>
<td>0.002</td>
<td>2.00</td>
</tr>
<tr>
<td>Swiss</td>
<td>-0.31</td>
<td>0.15</td>
<td>3.94</td>
<td>1</td>
<td>0.047</td>
<td>0.55</td>
</tr>
<tr>
<td>Level of education (reference: tertiary)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>1.18</td>
<td>0.23</td>
<td>26.78</td>
<td>1</td>
<td>&lt;0.001</td>
<td>3.26</td>
</tr>
<tr>
<td>Secondary</td>
<td>0.71</td>
<td>0.16</td>
<td>19.35</td>
<td>1</td>
<td>&lt;0.001</td>
<td>2.04</td>
</tr>
<tr>
<td><strong>CATI and online</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (reference: 46–55 years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25–35 years</td>
<td>0.10</td>
<td>0.20</td>
<td>0.24</td>
<td>1</td>
<td>&gt;0.05</td>
<td>1.10</td>
</tr>
<tr>
<td>36–45 years</td>
<td>-0.15</td>
<td>0.20</td>
<td>0.54</td>
<td>1</td>
<td>&gt;0.05</td>
<td>0.86</td>
</tr>
<tr>
<td>Employed</td>
<td>0.08</td>
<td>0.21</td>
<td>0.13</td>
<td>1</td>
<td>&gt;0.05</td>
<td>1.08</td>
</tr>
<tr>
<td>Household income (reference: &gt;139,000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;60,000</td>
<td>0.98</td>
<td>0.27</td>
<td>13.52</td>
<td>1</td>
<td>&lt;0.001</td>
<td>2.67</td>
</tr>
<tr>
<td>60–99,000</td>
<td>0.28</td>
<td>0.25</td>
<td>1.31</td>
<td>1</td>
<td>&gt;0.05</td>
<td>1.32</td>
</tr>
<tr>
<td>100–139,000</td>
<td>0.12</td>
<td>0.26</td>
<td>0.20</td>
<td>1</td>
<td>&gt;0.05</td>
<td>1.12</td>
</tr>
<tr>
<td>Swiss</td>
<td>0.46</td>
<td>0.24</td>
<td>3.68</td>
<td>1</td>
<td>&gt;0.05</td>
<td>1.50</td>
</tr>
<tr>
<td>Level of education (reference: tertiary)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>-0.72</td>
<td>0.43</td>
<td>2.81</td>
<td>1</td>
<td>&gt;0.05</td>
<td>0.50</td>
</tr>
<tr>
<td>Secondary</td>
<td>-0.15</td>
<td>0.18</td>
<td>0.68</td>
<td>1</td>
<td>&gt;0.05</td>
<td>0.86</td>
</tr>
</tbody>
</table>

The reference category is “full online” format. Pearson and Deviance statistic tests, $p > 0.05$. Cox and Snell $R^2 = 0.09$, Nagelkerke $R^2 = 0.12$; Model $\chi^2 (18) = 204.83$, $p < 0.001$. Household income: Evaluate in CHF; CHF 1.00 = EUR 0.82; CHF 1.00 = USD 1.06 (Exchange rate as of 31.01.2012)

36–45 years) chose the full online version more often than the oldest group (46–55 years). The model indicated also that – compared to the higher household income group (>139,000) – the others groups are more likely to choose the CATI and paper format (odd ratios varying from 2.00 for 100–139,000 CHF to 3.64 for <60,000 CHF). Concerning nationality, Swiss participants choose the CATI and paper format less often than the full online version. With reference to the level of education, results emphasized that participants with primary or secondary education opted more often for CATI and paper version than participants with a tertiary education. Finally, no differences were observed in relation to professional situation. The second half of Table 2 compares the CATI and online format against the full online.
format. Interestingly, analyses indicate that the age group, professional situation and level of education did not significantly predict whether participants chose the full online or the CATI and online format. Regarding income, the results emphasized only a significant difference between the two extreme groups. In fact, compared to the >139,000 CHF group, the lowest household income group was about 2.7 times more likely to choose the CATI and online format.

### 3.4 Choice of Gift

Concerning the choice of the gift, overall the most selected gifts were the supermarket card (40.9 %) and the donation (34.4 %). Concerning the other gift options, 16.8 % of the individuals chose the department store card and only 7.9 % the book voucher.

Multinomial logistic regressions were conducted to assess whether personal criteria predicted the choice of the gift (see Table 3), with donation as the reference category. When we compared department store and donation, results indicated that age, household income and education of the participants significantly predicted their choice. More specifically, compared to the oldest participants (46–55 years), the youngest individuals (25–35 and 36–45 years) were more likely to choose the department store card. In relation to the household income, compared to the highest income group (>139,000 CHF), others participants (i.e., <60,000 CHF and 100–139,000 CHF groups) preferred more often the department store card. Concerning education, analyses highlighted that, in comparison to the others groups, individuals with tertiary education opted more frequently for the donation. Finally, it is interesting to underline that employed participants and Swiss citizens were not more likely to make a donation compared respectively to unemployed and non-Swiss. The comparison between supermarket card and donation highlighted an impact of all personal criteria, except for nationality. As for the previous comparison, the younger groups (25–35 and 36–45 years) choose about two times more often the supermarket card than the oldest group (46–55 years). Employed individuals were less likely to choose the supermarket gift. With regard to household income, data highlighted that the highest income group (>139,000 CHF) opted more frequently for a donation than the other groups. Finally, the choice of the gift varied in relation to the level of education. In fact, participants with a primary or secondary education were more likely to choose the supermarket card, respectively 3.4 and 1.8 times more than participants with a tertiary education.

The last part of Table 3 compares the book voucher with donation. Results indicated that only the household income was a significant predictor of the choice between these two options. In fact, the highest income group chose the donation more often than the others groups, except for the 60–99,000 CHF group. However, it is important to emphasize that <8 % of the participants choose the book voucher.
Table 3 Choice of gift: multinomial logistic regression

<table>
<thead>
<tr>
<th>Department store</th>
<th>β</th>
<th>SE β</th>
<th>Wald’s χ²</th>
<th>df</th>
<th>p</th>
<th>Odds ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (reference: 46–55 years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25–35 years</td>
<td>0.95</td>
<td>0.16</td>
<td>34.23</td>
<td>1</td>
<td>&lt;0.001</td>
<td>2.59</td>
</tr>
<tr>
<td>36–45 years</td>
<td>0.69</td>
<td>0.16</td>
<td>29.24</td>
<td>1</td>
<td>&lt;0.001</td>
<td>1.99</td>
</tr>
<tr>
<td>Employed</td>
<td>−0.24</td>
<td>0.18</td>
<td>20.2</td>
<td>1</td>
<td>&gt;0.05</td>
<td>0.79</td>
</tr>
<tr>
<td>Household income (reference: &gt;139,000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;60,000</td>
<td>0.60</td>
<td>0.22</td>
<td>7.64</td>
<td>1</td>
<td>0.006</td>
<td>1.82</td>
</tr>
<tr>
<td>60–99,000</td>
<td>0.29</td>
<td>0.19</td>
<td>2.37</td>
<td>1</td>
<td>&gt;0.05</td>
<td>1.33</td>
</tr>
<tr>
<td>100–139,000</td>
<td>0.39</td>
<td>0.19</td>
<td>4.10</td>
<td>1</td>
<td>0.043</td>
<td>1.47</td>
</tr>
<tr>
<td>Swiss</td>
<td>−0.23</td>
<td>0.16</td>
<td>2.03</td>
<td>1</td>
<td>&gt;0.05</td>
<td>0.79</td>
</tr>
<tr>
<td>Level of education (reference: tertiary)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>1.43</td>
<td>0.28</td>
<td>27.02</td>
<td>1</td>
<td>&lt;0.001</td>
<td>4.19</td>
</tr>
<tr>
<td>Secondary</td>
<td>0.66</td>
<td>0.15</td>
<td>19.79</td>
<td>1</td>
<td>&lt;0.001</td>
<td>1.92</td>
</tr>
<tr>
<td>Supermarket</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (reference: 46–55 years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25–35 years</td>
<td>0.64</td>
<td>0.13</td>
<td>24.78</td>
<td>1</td>
<td>&lt;0.001</td>
<td>1.91</td>
</tr>
<tr>
<td>36–45 years</td>
<td>0.67</td>
<td>0.12</td>
<td>31.66</td>
<td>1</td>
<td>&lt;0.001</td>
<td>1.95</td>
</tr>
<tr>
<td>Employed</td>
<td>−0.38</td>
<td>0.13</td>
<td>8.22</td>
<td>1</td>
<td>0.004</td>
<td>0.68</td>
</tr>
<tr>
<td>Household income (reference: &gt;139,000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;60,000</td>
<td>0.74</td>
<td>0.17</td>
<td>18.21</td>
<td>1</td>
<td>&lt;0.001</td>
<td>2.09</td>
</tr>
<tr>
<td>60–99,000</td>
<td>0.55</td>
<td>0.14</td>
<td>14.72</td>
<td>1</td>
<td>&lt;0.001</td>
<td>1.73</td>
</tr>
<tr>
<td>100–139,000</td>
<td>0.46</td>
<td>0.15</td>
<td>9.61</td>
<td>1</td>
<td>0.002</td>
<td>1.58</td>
</tr>
<tr>
<td>Swiss</td>
<td>−0.14</td>
<td>0.13</td>
<td>0.1</td>
<td>1</td>
<td>&gt;0.05</td>
<td>0.99</td>
</tr>
<tr>
<td>Level of education (reference: tertiary)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>1.22</td>
<td>0.24</td>
<td>26.76</td>
<td>1</td>
<td>&lt;0.001</td>
<td>3.39</td>
</tr>
<tr>
<td>Secondary</td>
<td>0.61</td>
<td>0.11</td>
<td>29.73</td>
<td>1</td>
<td>&lt;0.001</td>
<td>1.85</td>
</tr>
<tr>
<td>Book voucher</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (reference: 46–55 years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25–35 years</td>
<td>0.29</td>
<td>0.21</td>
<td>2.00</td>
<td>1</td>
<td>&gt;0.05</td>
<td>1.34</td>
</tr>
<tr>
<td>36–45 years</td>
<td>−0.02</td>
<td>0.21</td>
<td>0.01</td>
<td>1</td>
<td>&gt;0.05</td>
<td>0.98</td>
</tr>
<tr>
<td>Employed</td>
<td>0.32</td>
<td>0.23</td>
<td>0.02</td>
<td>1</td>
<td>&gt;0.05</td>
<td>1.03</td>
</tr>
<tr>
<td>Household income (reference: &gt;139,000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;60,000</td>
<td>0.84</td>
<td>0.29</td>
<td>8.84</td>
<td>1</td>
<td>0.003</td>
<td>2.31</td>
</tr>
<tr>
<td>60–99,000</td>
<td>0.31</td>
<td>0.24</td>
<td>1.65</td>
<td>1</td>
<td>&gt;0.05</td>
<td>1.37</td>
</tr>
<tr>
<td>100–139,000</td>
<td>0.59</td>
<td>0.23</td>
<td>6.28</td>
<td>1</td>
<td>0.012</td>
<td>1.80</td>
</tr>
<tr>
<td>Swiss</td>
<td>−0.08</td>
<td>0.22</td>
<td>0.14</td>
<td>1</td>
<td>&gt;0.05</td>
<td>0.92</td>
</tr>
<tr>
<td>Level of education (reference: Tertiary)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>−0.63</td>
<td>0.51</td>
<td>1.52</td>
<td>1</td>
<td>&gt;0.05</td>
<td>0.59</td>
</tr>
<tr>
<td>Secondary</td>
<td>−0.19</td>
<td>0.18</td>
<td>1.06</td>
<td>1</td>
<td>&gt;0.05</td>
<td>0.83</td>
</tr>
</tbody>
</table>

The reference category is “donation”. Pearson and Deviance statistic tests, \( p > 0.05 \). Cox and Snell \( R^2 = 0.10 \), Nagelkerke \( R^2 = 0.11 \); Model \( \chi^2 (18) = 227.51, p < 0.001 \). Household income: Evaluate in CHF; CHF 1.00 = EUR 0.82; CHF 1.00 = USD 1.06 (Exchange rate as of 31.01.2012)
Table 4 Intention to participate in the future waves: binary logistic regression (final model)

<table>
<thead>
<tr>
<th></th>
<th>β</th>
<th>SE β</th>
<th>Wald’s $\chi^2$</th>
<th>df</th>
<th>p</th>
<th>Odds ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (reference: 46–55 years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25–35</td>
<td>0.42</td>
<td>0.19</td>
<td>4.98</td>
<td>1</td>
<td>0.026</td>
<td>1.52</td>
</tr>
<tr>
<td>36–45</td>
<td>0.04</td>
<td>0.16</td>
<td>0.07</td>
<td>1</td>
<td>&gt;0.05</td>
<td>1.04</td>
</tr>
<tr>
<td>Employed</td>
<td>−0.14</td>
<td>0.19</td>
<td>0.56</td>
<td>1</td>
<td>&gt;0.05</td>
<td>0.87</td>
</tr>
<tr>
<td>Household income (reference: &gt;139,000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;60,000</td>
<td>−0.89</td>
<td>0.25</td>
<td>12.51</td>
<td>1</td>
<td>&lt;0.001</td>
<td>0.41</td>
</tr>
<tr>
<td>60–99,000</td>
<td>−0.55</td>
<td>0.23</td>
<td>5.81</td>
<td>1</td>
<td>0.016</td>
<td>0.58</td>
</tr>
<tr>
<td>100–139,000</td>
<td>−0.53</td>
<td>0.23</td>
<td>5.36</td>
<td>1</td>
<td>0.021</td>
<td>0.59</td>
</tr>
<tr>
<td>Swiss</td>
<td>0.26</td>
<td>0.17</td>
<td>2.33</td>
<td>1</td>
<td>&gt;0.05</td>
<td>1.30</td>
</tr>
<tr>
<td>Level of education (reference: tertiary)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>0.12</td>
<td>0.27</td>
<td>0.22</td>
<td>1</td>
<td>&gt;0.05</td>
<td>0.88</td>
</tr>
<tr>
<td>Secondary</td>
<td>0.02</td>
<td>0.17</td>
<td>0.01</td>
<td>1</td>
<td>&gt;0.05</td>
<td>1.02</td>
</tr>
<tr>
<td>Neuroticism</td>
<td>−0.34</td>
<td>0.16</td>
<td>4.47</td>
<td>1</td>
<td>0.035</td>
<td>0.70</td>
</tr>
<tr>
<td>Extraversion</td>
<td>0.01</td>
<td>0.17</td>
<td>0.01</td>
<td>1</td>
<td>&gt;0.05</td>
<td>1.01</td>
</tr>
<tr>
<td>Openness</td>
<td>0.82</td>
<td>0.16</td>
<td>26.57</td>
<td>1</td>
<td>&lt;0.001</td>
<td>2.27</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>0.19</td>
<td>0.16</td>
<td>1.37</td>
<td>1</td>
<td>&gt;0.05</td>
<td>1.21</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>0.08</td>
<td>0.16</td>
<td>0.26</td>
<td>1</td>
<td>&gt;0.05</td>
<td>1.09</td>
</tr>
<tr>
<td>Self-rated health</td>
<td>−0.02</td>
<td>0.10</td>
<td>0.03</td>
<td>1</td>
<td>&gt;0.05</td>
<td>0.98</td>
</tr>
<tr>
<td>General stress</td>
<td>0.33</td>
<td>0.14</td>
<td>5.38</td>
<td>1</td>
<td>0.020</td>
<td>1.20</td>
</tr>
</tbody>
</table>

Cox and Snell $R^2 = 0.10$, Nagelkerke $R^2 = 0.11$; Model $\chi^2 (18) = 227.51$, $p < 0.001$. Hosmer & Lemeshow $\chi^2 (8) = 14.36$, $p > 0.05$

3.5 Intention to Participate in the Next Wave

We also conducted a binary logistic regression to assess possible predictors of the initial agreement to participate in the next wave of the study (0 = No, reference category; 1 = Yes, predicted category). More specifically, after controlling for personal criteria (i.e., age group, professional situation, household income, nationality and education), we introduced in the model personality dimensions in the second step. Moreover, we decided to also enter self-rated health and perceived general stress in the second step as independent variables. We expected that these two variables could contribute to explain the variance in the intention to participate (Etter and Perneger 1997).

The final model (see Table 4) highlighted that age group, household income, neuroticism, openness and general stress were important variables in predicting the agreement for the second wave. In fact, compared to the oldest group of participants, the youngest group (25–35 years) was more likely to agree to be contacted again the next year. Regarding household income, participants in the highest income group (CHF >139,000) gave from 1.5 to 2.5 times more frequently the agreement to continue to participate compared to those with a lower household income. Moreover, analyses highlighted that participants with higher scores on openness and stress and
lower scores on neuroticism indicated agreement to participate in the next wave more frequently.

It is important to underline that – in terms of odd ratio – income and openness were the most important predictors of the intention to participate in the future waves. With regard to stress, although higher levels of stress seemed to predict agreement to participate, actually participants in our study reported very low levels of stress. Alternatively, individuals who feel stress may appreciate the opportunity to share their personal situation and concerns by participating in the survey. Finally, the intention to continue in the survey was not predicted by nationality, professional situation, level of education, health and the other dimensions of personality. Concerning the health state, as emphasized by the main reasons relating to non-participation, it is possible that individuals with poorer health were not integrated in the first wave of this survey.

3.6 Vulnerability and Resources Promoting Well-Being

To conclude the results section, we present some results concerning several characteristics and resources related to vulnerability, such as adaptability, quality of life, health and social support.

3.6.1 Quality of Life as an Indicator of Vulnerability

Overall, the participants in this study \((N = 2468)\) indicated a more than satisfactory quality of life \((M = 4.10, SD = 0.74)\). However, a series of ANOVAs revealed that Swiss \((M_{\text{Swiss}} = 4.15, M_{\text{Non-Swiss}} = 3.92, F(1, 2450) = 40.92, p < 0.001)\), women \((M_{\text{Men}} = 4.06, M_{\text{Women}} = 4.14, F(1, 2452) = 7.82, p = 0.005)\) and employed \((M_{\text{Employed}} = 4.22, M_{\text{Unemployed}} = 3.71, F(1, 2452) = 4224.90, p < 0.001)\) reported a higher quality of life. Moreover, results highlighted significant differences between the three levels of education for all possible comparisons \((M_{\text{Primary}} = 3.62, M_{\text{Secondary}} = 4.03, M_{\text{Tertiary}} = 4.31)\). Subsequently we repeated the analyses independently for both employed and unemployed subgroups. Among employed, consistent with the previous results, Swiss \((M_{\text{Swiss}} = 4.25, M_{\text{Non-Swiss}} = 4.08, F(1, 1884) = 16.84, p < 0.001)\), and participants with higher education level \((M_{\text{Primary}} = 3.89, M_{\text{Secondary}} = 4.14, M_{\text{Tertiary}} = 4.38)\) indicated a higher quality of life score. Interestingly, data showed no difference in relation to gender, work activity rate and type of contract (fixed-term contract and permanent contract). Quite a different picture emerged among unemployed individuals. In fact, women reported a greater perceived quality of life \((M_{\text{Men}} = 3.60, M_{\text{Women}} = 3.83, F(1, 565) = 10.53, p = 0.001)\), while no differences emerged concerning nationality. Once again, individuals with a higher education level \((M_{\text{Primary}} = 3.26, M_{\text{Secondary}} = 3.66, M_{\text{Tertiary}} = 4.00)\) indicated a greater quality of life. Finally, all these effects were verified using ANCOVAs to control for possible effects of the format choice used to
Table 5  Quality of life and personal resources – correlation coefficients

<table>
<thead>
<tr>
<th></th>
<th>Quality of life Employed (n = 1895)</th>
<th>Unemployed (n = 574)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Career adapt-abilities (CAAS)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concern</td>
<td>0.21***</td>
<td>0.28***</td>
</tr>
<tr>
<td>Control</td>
<td>0.26***</td>
<td>0.23***</td>
</tr>
<tr>
<td>Curiosity</td>
<td>0.18***</td>
<td>0.15***</td>
</tr>
<tr>
<td>Confidence</td>
<td>0.19***</td>
<td>0.16***</td>
</tr>
<tr>
<td>Social support (FSSQ)</td>
<td>0.39***</td>
<td>0.45***</td>
</tr>
<tr>
<td>Beliefs in a just world (BJW)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>General</td>
<td>0.03</td>
<td>0.10*</td>
</tr>
<tr>
<td>Personal</td>
<td>0.42***</td>
<td>0.48***</td>
</tr>
</tbody>
</table>

*p < .05, **p < .01, ***p < .001

complete the research protocol. Overall, the patterns of results were similar to those indicated here.

3.6.2 Personal Resources as Protective Factors Against Vulnerability

Regarding personal resources, overall the participants of our entire sample reported more than satisfactory perceived social support ($M = 4.13, SD = 0.83$) and adequate adapt-ability resources. In fact, adapt-ability dimensions’ scores varied from 3.55 for concern ($SD = 0.67$) to 3.94 for control ($SD = 0.63$). Furthermore, they indicated a higher belief in a personal just world ($M = 4.19, SD = 0.88$) than in a general just world ($M = 3.13, SD = 0.90$).

When we analyzed the association between perceived quality of life and personal resources, analyses pointed out a similar pattern of results for employed and unemployed (see Table 5). In fact, except for the general beliefs in a just world, both for employed and unemployed individuals the perceived quality of life is positively correlated with all adapt-ability dimensions (i.e., concern, confidence, control and curiosity), functional social support and personal justice beliefs. Finally, partial correlations (controlling for the mixed-mode format) confirmed these patterns of association.

3.6.3 Career Adapt-Ability, Professional Context and Vulnerability for Employed Respondents

Concerning the employed participants in T1 ($n = 1884$), the impact of job insecurity (past and future) on career adapt-ability and, general and professional well-being (i.e., life satisfaction, general health, job satisfaction and work stress) were tested with ANCOVAs (Maggiori et al. 2013). Regarding perceived past job insecurity (i.e., the risk of being dismissed during the last year), those employed with higher
insecurity indicated lower scores on the concern and control dimensions of the CAAS. Furthermore, compared to employees with lower job insecurity, they also reported a poorer health status, lower life and professional satisfaction and a higher level of work-related stress (Maggiori et al. 2013). Moreover, when we considered future job insecurity (i.e., the fear of losing one’s job in the coming year), the results highlighted the same pattern of trends concerning adaptability resources and well-being. In other words, people in a more insecure professional situation (past and/or future) were more vulnerable and seemed to possess fewer career resources to face and cope with professional challenges and career paths. Once again, analyses showed no impact of the chosen research protocol format. Finally, structural equation modeling highlighted that career adaptability resources partly mediated the impact of work conditions (in terms of job strain and both past and future professional insecurity) on employees’ professional and general well-being (Maggiori et al. 2013).

4 Conclusions

In this chapter we presented the main purposes, an overview of some methodological aspects and initial results from the first wave of our 7-year longitudinal study on professional trajectories. However, unlike other research focused mainly on economic and sociopolitical aspects of the current labor market and the different professional realities (e.g., professional security and unemployment), this project adopts several psychological perspectives to address the role and impact of personal characteristics and resources (such as, adaptability resources, justice beliefs and functional social support) on career paths and professional experiences. To do this, we analyzed a large sample of middle-aged employed and unemployed adults living in Switzerland.

Concerning the data collection, a mixed-mode method combining CATI, online and paper-pencil questionnaires was implemented to offer the participants a more flexible and adaptable format to complete the research protocol, and as a way to reduce the costs (de Leeuw 2005; Herrero and Meneses 2006). Even if a large majority of the participants chose the full online version to answer to the questions, some differences related to age, household income, level of education and nationality in the preference for the format were observed. These indications support the decision to offer different options to match the sample characteristics and preferences thus maximizing the participation. However, the implemented procedure is not without some limitations. For example, in such studies some less well-integrated subgroups (such as individuals with poorer health or low language skills) could be more difficult to contact and convince to participate (Laganà et al. 2011). Consistent with previous studies (e.g., Aluja et al. 2007; Riva et al. 2003), the first analyses indicated no differences in the evaluation of psychological processes related to survey format. Nevertheless, it would be important to assess more in detail and in a longitudinal perspective the possible impact of the way information is transmitted.
on participants’ evaluations and answers (cf. de Leeuw 2005). Regarding the choice of the gift – which is an important element for the retention of the participants – data highlighted different preferences related, amongst others, to the age group, the household income and professional situation. So, giving multiple gift choices rather than one appears to match more with individuals’ preferences. However, it would be interesting, to compare these results with those that emerge from studies proposing for example a gift of a different value (or simply cash) or a unique gift (so, the same present for all the participants) in terms of participation rates. Moreover, personality dimensions (notably in terms of openness and agreeableness) and income represented an important factor in determining this choice.

Further to some demographic and economic variables (such as household income), personality dimensions predicted initial agreement to participate in the next wave of our study. In fact, openness and neuroticism seem to influence the intention to participate in the next wave. In our point of view, personality, which was probably under emphasized until now in this kind of study, plays an important role in the conduct of a study and represents an aspect to take into consideration in future research, for example at the time of data analysis. However, it is important to stress that initial agreement to participate in future waves was not determined by personal characteristics such as health, nationality, professional situation or level of education (and only partly by age).

With reference to vulnerability criteria, although the participants overall reported a more than satisfactory quality of life, some differences existed in relation to level of education, nationality, gender or professional situation for example. Moreover, independent of the professional situation, quality of life was positively associated with several personal characteristics and resources (such as just-world beliefs and career adaptability resources). However, it would be interesting to repeat analyses with weighted data (for example, for professional situation and age) to confirm the observed pattern of results. Concerning employed participants, previous analyses highlighted a negative impact of job insecurity on individuals’ general and professional well-being, in terms of work-related stress, job satisfaction or general health (Maggiori et al. 2013). Moreover, employees’ with a more insecure professional situation reported lower adaptability resources to face work-related everyday challenges and demands. On a practical level, this pattern of preliminary results seem to support the importance of developing interventions based on strengths and resources, with the goal of ameliorating work-related outcomes (e.g. job satisfaction and work engagement) and decreasing the impact of precarious professional situations, such as underemployment and unemployment, on people’s well-being.

To conclude, the data collected in the next waves will permit us to study more in depth the personal characteristics and resources involved in the professional experience and transitions – such as becoming unemployed or reentering the workforce – in a changing career context. Furthermore, new data will give us the opportunity to verify and assess more intricately the pattern of results presented in this chapter, for instance concerning the real impact of the personality dimensions on actual participation and not just on the intention to participate in the successive waves of the study.
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How to Survey Displaced Workers in Switzerland: Ways of Addressing Sources of Bias

Isabel Baumann, Oliver Lipps, Daniel Oesch, and Caroline Vandenplas

1 Introduction

Involuntary job loss often comes as a shock for the affected individuals. Dismissal not only hampers individuals’ health (Kuhn et al. 2009) and life satisfaction (Oesch and Lipps 2013), but may also negatively affect their occupational trajectory. Displaced workers are deprived of the positive components of work – they lost not only a source of income but also their social contacts, an important determinant of their social status, and the time structure implied by an economic activity (Andersen 2008). Threatened by the risks of financial deprivation and social exclusion, displaced workers are in a state of heightened vulnerability. Yet not all individuals are exposed to these threats to the same extent: some are more disadvantaged than others.

When trying to determine workers’ occupational trajectories after job dismissal, researchers face a number of methodological problems. The fact that workers displaced individually are probably a self-selected group of people makes the causal analysis of the impact of job loss on the ensuing work career tricky: the same factor causing the workers to lose their jobs such as poor health or lack of motivation may also reduce their re-employment prospects (Brand 2015).
This chapter discusses some of the problems afflicting the survey-based analysis of how displaced workers overcome the critical event of a job loss and then tries to present a few empirical solutions. A way out is to use plant closure — a reason beyond people’s control — as an exogenous instrument for job displacement to tackle the endogeneity problem (Schwerdt et al. 2010).

Since the Swiss Labour Force Survey does not distinguish between different reasons for involuntary job loss, we ran our own survey on workers who lost their job 2 years earlier. The achieved sample consists of around 1200 people — the entire workforce of five Swiss manufacturing plants that had closed down completely after the financial crisis of 2008. The research objective was to identify the workers’ re-employment prospects.

The chapter is structured as follows. The first section discusses two types of survey bias: selection bias and nonresponse bias. The second section describes the nuts and bolts of our survey on displaced workers and presents the data. The third section shows the empirical analysis of nonresponse bias in our sample. The fourth section then presents the re-employment rates of displaced workers based on different data subsets. The conclusion sums up the main findings and discusses some challenges faced in the survey process.

2 Selection and Nonresponse Bias in Survey Studies

When conducting a survey, researchers must be aware of a set of error sources — an approach summarized in the concept of the total survey error approach — and, more specifically, survey bias (Groves and Lyberg 2010:850). Bias occurs at the variable level when the factors that drive the bias are correlated with the relevant variables (Groves and Peytcheva 2008:169). In the following sections we discuss two types of bias that we consider particularly relevant for our study and briefly address a third one.

2.1 Selection Bias

Selection bias emanates from a non-random attribution of individuals into a sample and implies that the selected individuals are not representative of the population. Part of the problem is that one does not know whether such a selection has taken place and if so, which characteristics drove the process (Antonakis et al. 2010). Selection bias implies that the independent variables are endogenous, making causal inference on the basis of these data impossible (Hamilton and Nickerson 2003).

The ideal solution to avoid selection bias would be to run an experiment. Since in the social sciences experiments are often difficult for ethical and practical reasons, other methods for causal inference must be adopted (for an overview, see Angrist and Pischke 2008). A way around experiments is to choose
natural experiments – events that occur without the contribution of the researcher, where an exogenous source of variation in the social phenomenon of interest randomly determines individuals’ assignment to a treatment (Meyer 1995:151).

Plant closure comes close to such a setting: at the individual level, the assignment to the treatment is random because the workers are dismissed independently of their health or work performance. The fact that the entire workforce of a company loses their job suggests that selection into displacement is limited (Eliason and Storrie 2009:1397; Gibbons and Katz 1991:353). Moreover, reverse causality is unlikely in the case of plant closure: if displaced workers are in poor health, it is unlikely that their sickness has caused the plant to close, but rather that plant closure and job loss have negatively affected their health (Kuhn et al. 2009:1099). The advantage of plant closure as an analytical instrument for unemployment thus is that displaced people were not primarily selected into unemployment – that is, dismissed – on the basis of other characteristics such as lack of motivation, poor health or an insubordinate personality. It is thus possible to identify the causal effect of redundancy on workers’ ensuing trajectories (Schwerdt et al. 2010:137).

At the same time, this instrument is not immune to two types of selection bias. First, there may be some extent of self-selection of workers into industries and plants that are more vulnerable to economic and structural problems (Cha and Morgan 2010:1141). Evidence from Germany suggests that older workers and workers without technical training or university education are more likely to be made redundant (Burda and Mertens 2001:22–24). Thus, belonging to the workforce of a non-profitable plant is not completely random – confronted with a choice, much sought-after specialists may think twice before seeking employment in a plant that shows evidence of economic difficulties. The same study additionally shows that workers employed in small firms have a higher propensity to be dismissed.

A second selection bias arises from the fact that some workers anticipate the closure of their plant and leave it before the closure is officially announced. If more ambitious or motivated workers select themselves out of the sample, the remaining sample is not representative for the total population. In an Austrian study, Schwerdt (2011:100) shows that early plant leavers tend to have higher re-employment rates and lower earning losses than workers displaced at the very end. According to the author the outcome is due to compositional differences between the two groups in terms of productivity-related characteristics. Turnover before plant closure thus seems to be selective.

2.2 Nonresponse Bias

Despite the use of plant closure as a methodological instrument to limit selection bias in the sample to be surveyed, individual differences in survey participation behaviour may still result in a selective sample. If the group of nonrespondents were missing completely at random, this would only reduce the statistical power of results without inducing systematic bias. Unfortunately, nonresponse most often is biased:
Individuals who are not participating in a survey are likely to be less interested in the topic or to have lower literacy in the questionnaire’s language (Groves and Couper 1998; Stoop 2005). It is thus important to understand the mechanism behind nonresponse and, if possible, to correct for it.

Some subgroups may be particularly difficult to observe. For example, it has been shown for Switzerland that individuals with an immigration background from a country where none of the survey languages is spoken are heavily underrepresented in surveys such as the Swiss Household Panel or the Swiss Labour Force Survey (Lipps et al. 2013:248–251; Laganà et al. 2011:2). The participation rate is particularly low among Turks, Ex-Yugoslavians and Albanians. In contrast, Italian, French and German nationals have participation rates similar to that of Swiss nationals.

Conventional efforts to increase the overall response rate such as repeated contact attempts or government survey sponsoring tend to lead to the inclusion of more respondents of the same type instead of accessing subgroups that are traditionally less likely to participate (Laganà et al. 2011:22; Groves and Peytcheva 2008:176). These methods thus seem to increase the under-representation of minorities with immigrant backgrounds. While a high participation rate leads to more robust estimates, the increase in the response rate does not guarantee the sample’s representativeness (Groves and Peytcheva 2008:168). Therefore, the objective of increasing the response rate should always be coupled with an effort to reduce bias by obtaining answers from under-represented subgroups (Luiten and Schouten 2013). In order to reach individuals belonging to subgroups with traditionally low participation rates, a more effective solution is to alter the survey protocol, for instance through a shorter questionnaire – a practice often applied in nonrespondent follow-up surveys (Peytchev et al. 2009:786; Lynn 2003).

A second possibility to reduce nonresponse bias is to use financial incentives. Incentives have proven successful at pulling in those respondents who otherwise would not answer the questionnaire (Dillman et al. 2009:249). They encourage respondents to reciprocate by completing the survey (Dillman et al. 2009:238). According to the economic exchange theory, the amount of the incentive should compensate the respondents for the opportunity costs of the time invested to participate in the survey (Citro 2010:73). Research in survey methodology indicates that unconditional and cash incentives are more effective than incentives contingent on completing a survey (Harrison 2010:519; Lipps 2010:84). Incentives are particularly important in written or online surveys where there is no interviewer to motivate and support the participants (Mehlkop and Becker 2007:8).

A third possible solution for addressing nonresponse bias consists in mixing survey modes. Mixed-mode approaches using combinations of face-to-face, telephone, internet and paper-pencil questionnaires tend to be more effective at enhancing representativeness than single-mode surveys: different modes usually help to activate different subgroups of the surveyed sample (Dillman et al. 2009; Hayashi 2007). However, taken on their own, every single survey mode has its downside: internet coverage is still limited, notably among older people; landline telephone coverage has decreased in recent years; mail surveys are known to have a comparably high
nonresponse rate; and face-to-face interviews are resource intensive (Schräpler 2001:13; Kempf and Remington 2007; Ernst Stähli 2012; Lipps and Kissau 2012). While the combination of different modes may help to increase representativeness, its drawback is an incomparable measurement error across modes (Dillman and Messer 2010:551–553; Vannieuwenhuyze and Loosveldt 2013).

A last possibility to deal with nonresponse bias is to adopt postsurvey adjustments by means of weighting. The idea is to give underrepresented groups a higher weight than overrepresented groups (Little and Vartivarian 2005). The quality of the weights depends on the available data: if the socio-demographic variables used to construct the weights do not affect the phenomenon of interest, the adjustments weights will not correct for nonresponse bias (Groves and Peytcheva 2008).

Finally, a third source of bias needs to be briefly discussed: measurement error. This source of bias typically arises if the questionnaire is poorly designed: ambiguous questions, confusing instructions, and easily misunderstood terms are examples of questionnaire problems that lead to measurement error (Biemer 2010:32). A technique to reduce measurement error is to validate survey answers by means of external data sources. For instance, the combination of survey data with register data allows controlling for the accuracy of the survey data (Sakshaug et al. 2012:536). Yet obtaining register data is often challenging because of data protection legislation, matching problems, and the need of informed consent by the concerned individuals.

3 Survey Procedure and Data

3.1 Sampling Strategy

In autumn 2011, we conducted our survey on the workforce of five companies in Switzerland’s manufacturing sector that closed down in 2009 or 2010. The objective was to examine the re-employment prospects of displaced industrial workers about 2 years after their dismissal. In this section, we briefly present the nuts and bolts of our survey.

To begin with, the selection of companies was based on the following four criteria. First, we limited our sample to workers from production sites that closed down completely. As discussed earlier, this is relevant because plants that dismiss only parts of their workforce are likely to hold on to their most valuable workers, while making those with lower work performance redundant – which would result in a selective sample of workers. Second, we chose plants that closed down about 2 years before the survey. We thus try to capture long-term unemployment and, more specifically, the crucial moment when the unemployed exhaust their right to draw unemployment benefits. This happens in Switzerland – depending on the workers’ age and duration of contribution – after 1–2 years of entitlement. Third, we selected plants that employed, at the moment of closure, no less than 150 employees. In order to limit time costs, we focused on mid-sized and large plants. Fourth, we focused
on manufacturing – the sector most strongly affected by job displacement. These criteria helped us to reach a critical mass of workers with a small number of plants.

Through media screening and contact with the cantonal employment offices, we made an inventory of plants that corresponded to these four criteria and identified ten plants. This inventory constitutes our sampling frame. We then contacted all these plants by mail and telephone, succeeding in convincing five plants to participate in the survey. The five missing plants are similar to the participating firms in terms of size, sector, displacement date and geographic location. Table 1 gives an overview over the surveyed plants and shows that they had been active in the sectors of metal and plastic production, printing, chemicals or machinery, employed between 169 and 430 workers at the moment of closure and closed down between January 2009 and August 2010.

For two plants we accessed the workers through the company’s management, for one plant through the works council and for two plants through the cantonal employment offices. For data protection reasons, we had to obtain the workers’ consent to use their addresses. Workers thus received a letter informing them about our study and the intention of the address providers – company management, work council, or employment office – to give us access to their postal addresses. For practical reasons, the workers only had to react in case of refusal.

Table 1 shows that 186 or 15 % of all displaced workers either had invalid addresses (because they moved or – in a few cases – were deceased) or refused access. The main reasons for refusals were (a) that workers did not feel concerned by our study, (b) that workers did not speak the survey languages (French and German), and (c) that some individuals were frustrated by their occupational situation. After all, a non-negligible share of our original sample dropped out and the surveyed sample resulted in 1203 individuals.

Since we selected those units easiest to be surveyed (that is, those companies agreeing to participate), our sampling strategy at the level of companies provides us with a convenience sample (Lohr 1999:5). Convenience sampling implies that the data are not generated by a known probability mechanism such as random sampling – and hence does not allow for inferring from the sample to the whole

<table>
<thead>
<tr>
<th>Plant</th>
<th>Sector</th>
<th>Workers displaced</th>
<th>Displacement dates</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Metal and plastic products</td>
<td>204</td>
<td>September 2009 to March 2010</td>
</tr>
<tr>
<td>B</td>
<td>Metal products</td>
<td>169</td>
<td>January 2010</td>
</tr>
<tr>
<td>C</td>
<td>Printing</td>
<td>262</td>
<td>December 2009</td>
</tr>
<tr>
<td>D</td>
<td>Chemicals</td>
<td>430</td>
<td>January 2009</td>
</tr>
<tr>
<td>E</td>
<td>Machinery</td>
<td>324</td>
<td>October 2009 to August 2010</td>
</tr>
<tr>
<td>Total workers displaced</td>
<td>1389</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Refusal and invalid addresses</td>
<td>186</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eligible sample</td>
<td>1203</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
population (Western and Jackman 1994:412; Berk 2004:51). A conservative interpretation would thus be that our findings need to be read as the results of a case study.

3.2 Data Collection

Our data collection instrument was a questionnaire with about 60 mainly closed-ended questions. Many of the questions were adopted from established surveys such as the Swiss Household Panel or the Swiss Labour Force Survey. Since the target group consists in individuals living in both, the German- and French-speaking regions of Switzerland, the questionnaire was fielded in two languages. It was first cross-examined by survey experts and then completed by and discussed with four workers of the survey population. The questionnaire was both printed on paper and provided online. Furthermore some workers answered by telephone; they had the possibility to answer only to a sub-selection of the questions. We hence conducted a mixed-mode survey where questionnaires were mainly self-administered.

We started the survey at the end of September 2011 by sending out an advance letter. The aim of this letter was to describe the purpose of our study and to announce the arrival of the questionnaire. The letter contained the URL to the online questionnaire that allowed workers to start participating right away. A recommendation letter by the Swiss State Secretariat of Economic Affairs (SECO) – whose purpose was to enhance the survey’s legitimacy by showing governmental support – accompanied the advance letter. One week later, at the beginning of October, workers received the paper and pencil version of the questionnaire for the first time, including a pre-stamped return envelope. This mailing was accompanied by an unconditional financial incentive in the form of a voucher worth ten Swiss Francs for Switzerland’s biggest retail trade company. About 1 month later, at the beginning of November, workers who had not yet participated received the paper and pencil questionnaire for a second time.

A crude analysis of response rates by a national origin proxy suggested that immigrants tended to be under-represented in our study. Since we did not have information for all workers about their nationality, the proxy for national origin was created on the basis of workers’ family names. Thereby, we distinguished four groups: (1) Switzerland, France and Germany, (2) Spain and Portugal, (3) Italy, and (4) other countries, notably Ex-Yugoslavia and Turkey. Group (1) represents 71 % of the workers, group (2) 3 %, group (3) 8 % and group (4) 17 %. When checking the response rates across these four proxy groups – an admittedly rough indicator for immigration background – we found the expected differences: group (1) had a response rate of 66 %, group (2) of 56 %, group (3) of 55 % and group (4) of 40 %. To increase the response rate of group (4), we drew a random sample of nonrespondents in this group and succeeded, in December, to conduct 15 telephone interviews with workers with an Ex-Yugoslavian or Turkish origin. This measure led to a final response rate of group (4) of 52 % – a response rate similar to that of the proxy groups (2) and (3).
The overall response rate for the survey was 62% and the responding sample included 748 workers. The properties of our responding sample are shown in Table 5 in the appendix. 83% of the workers in our survey were male, the mean age was 47.3 years, 57% had an upper secondary education (apprenticeship) and 55% were employed as craft workers, machine operators or workers in elementary jobs (hereafter: production workers).

3.3 Combining Survey Data with Plant and Register Data

A potential problem of our mixed-mode survey is differential measurement error. We tried to address this bias by linking our survey data with data from the firms and with administrative data from the unemployment register. The advantage of the data from the companies is that it is available for all workers. This allows us to examine whether respondents are representative for the surveyed sample. However, the same variables were not available for all plants: while we received important information such as occupation or age for workers in some plants, we only obtained information on the displacement date for other plants.

The administrative data stems from the AVAM/PLASTA database of the public unemployment insurance. Access was subject to two conditions: first, we could only obtain information on those displaced workers who did not refuse access.\(^2\) This implies that both, survey respondents who did not refuse access and all survey nonrespondents (who, by definition, did not refuse since refusing implied to tick a box in the questionnaire) were covered by this data source. Second, workers needed to be identifiable in the unemployment insurance database on the basis of their name and address – which was not possible for everybody, because not all the displaced workers were enrolled in the unemployment insurance: some had found a job right away, others went into early retirement, and a third group may have preferred to avoid the stigma of living from unemployment benefits. Moreover, some workers’ address could not be tracked since it had changed.

At the end, it was possible to identify 355 workers in the database of the unemployment insurance, 165 of whom did not participate in the survey. Combining survey and register data we thus have information on 913 workers or 76% of the total surveyed sample. For the post-displacement occupational situation – our central dependent variable – we have employment status for 884 workers (74% of the total surveyed sample).

\(^1\)Informationssystem für die Arbeitsvermittlung und Arbeitsmarktstatistik/Système d’information en matière de placement et de statistique du marché du travail.

\(^2\)In order to receive the worker’s agreement we included a question in the questionnaire which was formulated in a way that the respondents had to inform us if they did not wish us to access their data. Only 144 workers – corresponding to 19% of the respondents and 12% of the survey population – refused access.
4 Survey Participation

As mentioned, the overall response rate in our survey was 62%. This comparatively high response rate is probably due to the features of our survey design: multiple contact attempts, mixing modes, unconditional financial incentives and an official recommendation letter by the SECO. In addition, the focus on specific populations may also result in higher response rates because respondents feel concerned by the survey topic and are interested in the goals of the study (Sweet and Moen 2011:9). Comments that we received with the questionnaires suggest that the displaced workers were happy to be able to communicate about their experiences after plant closure.

However, the crucial question is not whether the response rate is high or low, but whether different worker subgroups had a similar propensity to participate in the survey. First, we examine this question by analysing the response rate for different worker subgroups, relying on firm data that is available for both respondents and nonrespondents. Second, we analyse whether the groups of respondents and nonrespondents are different in terms of socio-demographic characteristics by relying on register and survey data.

Table 2 presents the response rates by plant, sex and occupation in the pre-displacement job. Since the latter two variables are available only for three firms, the number of observations for former occupation and sex is smaller than for the survey population (N = 1203). The response rates do not vary much across plants, ranging from 55 to 66%. Large response rate differences according to company could be problematic if the firms had very different characteristics and would differ in the labour market prospects of their workforces. Yet since we are not confronted with large differences, this issue is not relevant here. What we know is that there does not seem to be a relationship between the number of months since plant closure and

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Response rate (%)</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>By plant</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plant A (19–24 months since closure)</td>
<td>55</td>
<td>183</td>
</tr>
<tr>
<td>Plant B (21 months since closure)</td>
<td>61</td>
<td>147</td>
</tr>
<tr>
<td>Plant C (22 months since closure)</td>
<td>62</td>
<td>228</td>
</tr>
<tr>
<td>Plant D (33 months since closure)</td>
<td>63</td>
<td>357</td>
</tr>
<tr>
<td>Plant E (13–24 months since closure)</td>
<td>66</td>
<td>288</td>
</tr>
<tr>
<td>By former occupation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Machine operators and elementary occupations</td>
<td>60</td>
<td>185</td>
</tr>
<tr>
<td>Clerks</td>
<td>62</td>
<td>29</td>
</tr>
<tr>
<td>Craft and trade workers</td>
<td>66</td>
<td>145</td>
</tr>
<tr>
<td>Technicians and associate professionals</td>
<td>69</td>
<td>126</td>
</tr>
<tr>
<td>Managers</td>
<td>75</td>
<td>62</td>
</tr>
<tr>
<td>Professionals</td>
<td>81</td>
<td>32</td>
</tr>
<tr>
<td>By sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>59</td>
<td>630</td>
</tr>
<tr>
<td>Women</td>
<td>69</td>
<td>130</td>
</tr>
</tbody>
</table>
the response rate: the response rate in plant D, having closed 33 months prior to the survey, is very similar to that of plant B and plant C, which closed 21 or 22 months prior to the survey (63 % as compared to 61 and 62 %).

Table 2 shows greater differences in response rates with respect to the former occupation. Not surprisingly, we find that machine operators and workers in elementary occupations have the lowest response rate, whereas professionals and managers have the highest. While four out of five professionals participated in our survey, only three out of five machine operators did so. We expected clerks to stand out in comparison with production workers since the former are more used to filling in forms than their colleagues in manual occupations. Contrary to our expectations, however, we found that the response rates between clerks on the one hand and craft workers and machine operators on the other hand do not vary much, ranging between 60 and 66 %. Finally, the response rates with respect to sex confirm prior findings in survey research that women are more likely to participate in surveys than men (Voorpostel 2010:367). We find that only 59% of the men, but 69 % of the women responded to our questionnaire.

In the next section we compare a series of socio-demographic characteristics between respondents and nonrespondents (Table 3). While for the respondents register and survey data is available, for the nonrespondents we only rely on register data. If we compare the respondents (all) and the nonrespondents (UEI register) we can see that the respondents are on average substantially older, more highly educated and were less often employed as production workers.

By comparing the profile of respondents for each survey mode in terms of age, education and occupation, we get an idea about how different modes affect the socio-demographic composition of our sample. Twenty-one percent of all respondents completed the questionnaire online, 76 % used the paper and pencil questionnaire, and 3 % answered by telephone. It is not surprising that paper and

<table>
<thead>
<tr>
<th>Response and mode</th>
<th>N</th>
<th>Mean age at displacement (in years)</th>
<th>Share of less educated (in %)</th>
<th>Share of production workers (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Respondents – all</td>
<td>748</td>
<td>47.3</td>
<td>14</td>
<td>55</td>
</tr>
<tr>
<td>Internet</td>
<td>157</td>
<td>45.5</td>
<td>8</td>
<td>40</td>
</tr>
<tr>
<td>Paper and pencil, 1st mailing</td>
<td>398</td>
<td>47.7</td>
<td>15</td>
<td>57</td>
</tr>
<tr>
<td>Paper and pencil, 2nd mailing</td>
<td>165</td>
<td>48.3</td>
<td>13</td>
<td>62</td>
</tr>
<tr>
<td>Telephone interviews</td>
<td>22</td>
<td>43.4</td>
<td>38</td>
<td>85</td>
</tr>
<tr>
<td>Respondents – UEI register</td>
<td>190</td>
<td>48.5</td>
<td>13</td>
<td>59</td>
</tr>
<tr>
<td>Respondents – not in UEI register</td>
<td>558</td>
<td>46.8</td>
<td>14</td>
<td>54</td>
</tr>
<tr>
<td>Nonrespondents – all</td>
<td>455</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Nonrespondents – UEI register</td>
<td>165</td>
<td>41.6</td>
<td>36</td>
<td>69</td>
</tr>
</tbody>
</table>

UEI stands for unemployment insurance. The less-educated include individuals with less than upper secondary education. Production workers include individuals who were employed before displacement in the International Standard Classification of Occupations (ISCO) groups 7, 8 or 9.
pencil was clearly the most frequently used mode since we had workers’ postal address, but not their e-mail address. Participants who answered on Internet are somewhat younger, more likely to be better educated and less likely to have worked in a production job compared with participants having answered the questionnaire on paper. Furthermore workers who responded by the paper and pencil questionnaire after the first mailing are similar to those who answered by means of the same mode after the second mailing. Differences between respondents using Internet as compared to paper and pencil are somewhat larger, but still not very substantial. In contrast, differences are noteworthy with respect to respondents who had answered the questionnaire by telephone: this specifically targeted group is younger, more likely to be lower educated and to have worked in a production job as compared to respondents who answered the survey by other means.

The strategy of mixing modes and multiple contact attempts seems to have paid off in terms of a higher response rate. The modes partially coincided with different moments of contact. The first contact gave participants access to the online questionnaire. The first survey participants therefore responded by Internet; yet the online questionnaire was open throughout the entire survey. The second and third contact allowed workers to fill in the paper and pencil questionnaire. The fourth contact by telephone concerned exclusively a small subsample. However, some additional workers who did not belong to this subsample contacted us via telephone and answered the survey by this means. Our results reveal that the second mailing of the paper questionnaire to nonrespondents brought in more people who are much like those respondents who already answered by paper and pencil after the first mailing. By reminding people to participate, the second mailing was effective in increasing the response rate by 14 percentage points. However, unlike the telephone interview, it does not seem to have done much to improve the sample’s representativeness.

Participants who responded by telephone seem to be much more similar to nonrespondents than respondents using the two dominant modes (paper and pencil and Internet). The difference is particularly marked with respect to education: while 36% of the nonrespondents have not obtained upper secondary education, this is the case for only 8% of Internet respondents and for 14% of paper and pencil respondents. Among the telephone respondents in contrast, the share of workers with a lower level of education is even higher than among nonrespondents (38%). This finding suggests that telephone interviews were effective in motivating workers who, otherwise, would not have participated in the survey.

Table 3 also shows us that, overall, participants who registered in the unemployment insurance are similar to those who did not register: while the former are somewhat older and more likely to have worked as production workers, the share of low-educated workers is almost identical. In contrast, the small group of workers who registered in the unemployment insurance and who did not respond to our survey present a very different profile than respondents: on average, they are much younger and those with a lower level of education, as well as production workers, make up a much larger share. Clearly, having access to register data provides us with observations for potentially more disadvantaged workers.
The difference in the subgroups’ characteristics suggests that we are possibly still confronted with nonresponse bias. A relatively simple method to correct for this problem is unit nonresponse adjustment weighting. Accordingly, we use a technique that is based on a missing at random (MAR) assumption. This means that subgroups based on variables available for respondents and nonrespondents are created, with the assumption that non-participation happened at random within these subgroups. This method is often used in nonresponse adjustment (Little 1986) and consists in adjusting each subgroup separately for nonresponse.

Since for every plant in our sample, other variables are available, we used different variables for each plant when constructing the individual-level weights. The variables used for nonresponse adjustment depending on the plant are shown in Table 4. This type of nonresponse adjustment is most effective when the available variables used to construct the subgroups (sex, occupation, age, nationality) correlate with the variable of interest in the study (re-employment). The literature suggests that this is the case: sex, occupation, age, and nationality affect re-employment chances (e.g. Fallick 1996; Kletzer 2001; Jolkkonen et al. 2012). However, it might be problematic to construct adjustment weights on the basis of different variables. Yet since no variable is available for all firms, we assume that our construction is still better than no weighting at all. How these weights change our results in terms of reemployment rates will be shown in the next section.

<table>
<thead>
<tr>
<th>Plant</th>
<th>Displacement date</th>
<th>Sex</th>
<th>Occupation</th>
<th>Age</th>
<th>Nationality</th>
<th>Country of residence</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5 Re-employment Rates of Different Subsets

The crucial question is whether nonresponse, different survey modes and weighting lead us to draw different conclusions as to the re-employment prospects of displaced workers. Figure 1 answers this question by showing workers’ occupational status about 2 years after displacement for different data subsets. If we use the survey data for all workers (1) we find that 67.9 % of the workers are re-employed. 15.9 % are still unemployed, 13.1 % are retired and the remaining 3.1 % exited the labour market for training, childcare or due to disability. If we consider the weighted survey data (2), the re-employment rate is 68.7 % – slightly higher than for the unweighted survey data. The nonresponse adjustment weight thus does not
seem to have a substantial effect on the result. We would have expected a lower reemployment rate for the weighted than the unweighted data as the characteristics of nonrespondents typically do not favour re-employment. This implies that – with respect to the weighting variables – the group of respondents is similar to the group of non-respondents in terms of re-employment. Yet the weighting induces a slightly lower rate of retired workers. This suggests that the retired are slightly overrepresented among the survey respondents. As a matter of fact, Table 3 above suggests that respondents are on average several years older than nonrespondents.

If we use survey data for workers who responded by paper and pencil (3), the reemployment rate amounts to 67.7%. If we use survey data of workers who responded before the second mailing of the questionnaire (4), the re-employment rate is 67.9%. These results are basically the same as those for survey data for all workers (1) and suggest that the re-employment prospects of those workers who responded to the survey through the paper and pencil questionnaire or before the second mailing are very similar to the whole group of survey respondents.

Finally, if we combine the survey data with register data (5), the share of workers who have found a new job increases to 69.2%. Similarly, the unemployment rate is higher if we base our analysis on this subset of data. This is not surprising since our unemployment register data does not include workers who went into (early) retirement or exited the labour market for other reasons. In contrast, it is remarkable that the unemployment rate is not higher than 17.1%: the socio-demographic characteristics of the nonrespondents (see Table 3) might have suggested that they are substantially more likely to be unemployed than the respondents.

If we compare our results for re-employment rates after plant closure with other studies, the outcomes are similar. In a recent study focusing on six industrial Swiss companies, the author finds re-employment rates of between 72 and 92% and unemployment rates between 8 and 28% (Wyss 2009:27). Yet this result does not
consider the share of workers who quit the labour market because of retirement or training. If we adopt the same approach as Wyss (2009), we find a re-employment rate of 80% and an unemployment rate of 20%.

Likewise, a study on plant closure in Finland highlights that 1 year after displacement 62% of the workers were re-employed, 14% were unemployed, 19% were in education or training and 5% had dropped out of the labour force (Jolkkonen et al. 2012:88). While the re-employment and unemployment rate in the Finnish study are slightly lower than in our case, a much higher share of workers was in education or training, probably organized within the unemployment institution. Similarly, a thorough analysis of the American Displaced Worker Surveys 1984–2000 finds the reemployment rate for displaced mid-age, mid-educated male manufacturing workers in the United States to be 62% in the early 1990s (Kletzer 2001:45). These comparisons provide some evidence that the findings from our survey also apply to other countries. Yet since the reported studies are set at different moments in the business cycles and in countries with a different labour market structure, we should not make too much of the similarities between these studies and our results.

6 Conclusion

Our survey on displaced manufacturing workers in Switzerland strives at understanding occupational trajectories after job loss. Based on a mixed-mode questionnaire, we surveyed about 1200 workers who lost their job after a financial crisis. The collected data were matched with firm data and register data from the unemployment insurance in order to obtain information about nonrespondents. When conducting this survey, we were confronted with two main problems likely to threaten the quality of the collected data: selection bias, referring to the problem that individuals are non-randomly selected into the sample, and nonresponse bias, referring to the problem that survey respondents and nonrespondents differ in characteristics (e.g. age or education) that are relevant for the outcome.

In this chapter, we have presented possible solutions to deal with survey bias and have evaluated whether these techniques were successful. Selection bias was addressed by using plant closure as an instrument. If a production site closes down completely, it is likely that workers did not lose their job because of poor performance and thus did not self-select into job displacement. Selection of workers into closing firms may not be a major problem in our case since we studied workers from mid-sized and large plants that are less likely to close down. The experiment-like setting of plant closure allows us to study the net effect of workers’ socio-demographic characteristics on their re-employment prospects. We dealt with the problem of nonresponse bias by using financial incentives, mixed-mode, telephone interviews with national minorities, the inclusion of unemployment register data and weighting.
Although we cannot completely exclude selection and nonresponse bias, our adjustments seem to have reduced them. Our analyses suggest that some methods such as repeated contact attempts to reach the surveyed sample increased the response rate but did not reduce nonresponse bias. In contrast, telephone interviews helped to substantially improve the participation of typically underrepresented subgroups. Still, the survey respondents differ from nonrespondents in terms of age, education and occupation: the nonrespondents are on average substantially younger, more often with a lower level of education, and more likely to have worked in production jobs than the respondents. But interestingly these differences have no significant impact on the substantial conclusion about displaced workers’ re-employment prospects. When we compare the re-employment rate based on weighted data with the re-employment rate based on data that combine survey and register data, the differences are marginal. One reason might be that the weights did not include variables that are relevant for the substantive variable. Another reason could probably be that those characteristics favouring participation in our survey – age and education – have contradictory effects on re-employment chances. While higher levels of education lead to both higher survey participation and reemployment rates, the opposite mechanism is true for age. Age increases survey participation, but strongly hampers job prospects – notably for workers aged 55 and more (Oesch and Baumann 2015).

Finally, we conclude by highlighting three challenges we faced when conducting the survey. The first challenge was the difficulty to convince companies and plants to participate in the survey since mass displacement implies negative publicity for a company, particularly if workers who were made redundant have not found new employment. A second challenge was the time-consuming construction of the questionnaire, made worse by the need to translate questions and to check its validity in both languages. A third challenge was the, ultimately unsuccessful, attempt to use an optical reading program to automatically input the responses of the questionnaires into a data file.

In contrast, particularly helpful for the survey process was the support provided by the Swiss State Secretariat of Economic Affairs. A first recommendation letter facilitated the contact with companies and employment offices. Once we had access to addresses, the external funding enabled us to provide financial incentives to respondents. The effect of a second recommendation letter that we added to the questionnaire is open: we do not know whether this letter incited – because of the official appearance of the survey – or discouraged – because of potentially negative resentment towards governmental actors – workers to participate in the survey. Our only indicator is the high participation rate, which rather points to a positive effect of the letter. Finally, collaboration with the government facilitated access to the unemployment register data, which proved to be extremely useful in the analyses of nonresponse bias presented here.
The images or other third party material in this chapter are included in the work’s Creative Commons license, unless indicated otherwise in the credit line; if such material is not included in the work’s Creative Commons license and the respective action is not permitted by statutory regulation, users will need to obtain permission from the license holder to duplicate, adapt or reproduce the material.

## Appendix

Table A.1  Descriptive statistics of the responding sample

<table>
<thead>
<tr>
<th>Variable</th>
<th>Share in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>83</td>
</tr>
<tr>
<td>Women</td>
<td>17</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>Less than upper secondary education</td>
<td>14</td>
</tr>
<tr>
<td>Upper secondary education</td>
<td>57</td>
</tr>
<tr>
<td>Tertiary education</td>
<td>29</td>
</tr>
<tr>
<td>Mean age (in years)</td>
<td>47.3</td>
</tr>
<tr>
<td>Age (in categories)</td>
<td></td>
</tr>
<tr>
<td>16–29 years</td>
<td>10</td>
</tr>
<tr>
<td>30–39 years</td>
<td>14</td>
</tr>
<tr>
<td>40–49 years</td>
<td>28</td>
</tr>
<tr>
<td>50–59 years</td>
<td>28</td>
</tr>
<tr>
<td>60–65 years</td>
<td>19</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
</tr>
<tr>
<td>Managers (1-digit ISCO 1)</td>
<td>9</td>
</tr>
<tr>
<td>Professionals (1-digit ISCO 2)</td>
<td>6</td>
</tr>
<tr>
<td>Technicians (1-digit ISCO 3)</td>
<td>20</td>
</tr>
<tr>
<td>Clerks (1-digit ISCO 4)</td>
<td>9</td>
</tr>
<tr>
<td>Craft workers (1-digit ISCO 7)</td>
<td>27</td>
</tr>
<tr>
<td>Machine operators (1-digit ISCO 8)</td>
<td>25</td>
</tr>
<tr>
<td>Elementary jobs (1-digit ISCO 9)</td>
<td>3</td>
</tr>
<tr>
<td>Plant</td>
<td></td>
</tr>
<tr>
<td>A (Bern-Mittelland)</td>
<td>15</td>
</tr>
<tr>
<td>B (Geneva)</td>
<td>12</td>
</tr>
<tr>
<td>C (Bern-Mittelland)</td>
<td>19</td>
</tr>
<tr>
<td>D (Bern-Mittelland)</td>
<td>30</td>
</tr>
<tr>
<td>E (Bern-Mittelland)</td>
<td>24</td>
</tr>
</tbody>
</table>

Each subgroup sums up to 100 %. As an example, 83 % of the workers are men and 17 % are women
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1 Vulnerability: The Ordinary Facet of Life

European post-industrial societies are characterized by a high level of instability and fluctuation at economic, political and social levels (Crouch 1999). Hence at the turn of the twenty first century European countries are less stable than in previous historical periods (Sennett 2011). Confidence in the ability to keep social risks under control has been replaced by the idea that risks are not fully predictable or controllable. The side effect of such a change is a consequently greater exposure to risk factors that could force individuals to experience negative social and economical outcomes such as falling below the poverty threshold (Beck 1992).

The picture becomes more complicated than in previous (industrial) societies because new social risks emerge as the consequence of interactions between labour markets, families, and welfare systems producing a broad spectrum of negative outcomes (Ranci 2010). For instance, the compensations for losses such as reintegration in the labour market after losing a job are not always effective in reducing social and psychological vulnerability and they perform differently for different segments.
of society. Negative outcomes must be framed in an analytical strategy that includes individual interpretations of the events in relation to their social and historical context on the one side and the personal and family history on the other. The interaction between the social context and individual life courses defines to a great extent the meaning and expectations individuals attach to life events.

In a context of uncertainty stability of the life course marked by a constant exposure to multidimensional risk factors, vulnerability is not only the possibility for an individual to experience a negative outcome or significant damage as a consequence of exposure to specific risk factors but also the lack of possibilities for individuals or social groups to activate protective and compensatory factors at different levels—material social and psychological. In other words vulnerability is not a state but a dynamic condition and can be defined as the time needed to recover from a negative outcome. Vulnerability is also multidimensional as it concerns simultaneously different aspects and dimensions of life their interactions in time and the interpretations given to them (Ranci and Magliavacca 2010).

Thus we can define social and psychological vulnerability as the difficulty to access resources to exit a particular negative and undesired state. This definition explains why the same risk factor may have different effects on different individuals (Ranci 2010). For this reason the study of vulnerability benefits from the adoption of a life course approach that accounts for multidimensional aspects of life and their interpretation. In this chapter we will focus on the life history calendar as a powerful tool for the study of multidimensional vulnerability.

2 Life History Calendars: A Pragmatic Approach

Researchers may use either prospective or retrospective methods to study life-histories (Scott and Alwin 1998; Levy et al. 2005). Both methods have advantages and disadvantages. Researchers should therefore evaluate the method in relation to the research questions.

In prospective studies such as panels cohort studies and other longitudinal designs researchers maintain contact with participants over time and repeatedly interview them on their current conditions. The analyst reconstructs the respondents’ life courses by looking at the answers given at the different observation points. The drawbacks of prospective studies would make the study of vulnerability across the whole life extremely difficult if not in some cases impossible.

By contrast in retrospective designs respondents are interviewed once to collect data on their past life courses. Retrospective methods are sometimes less efficient than longitudinal panels in which data are collected at precise intervals during the life course (Bidard 2010) because retrospective methods have to rely on the respondents’ willingness and capability to disclose their past to the researcher; several factors may influence memory possibly leading to omission or misreporting of life events (Auriat 1996; Reimer 2001).
Surveying a population requires some prior information to be able to design the sample. In the case of surveying vulnerability this would mean knowing beforehand who might potentially be in a vulnerable condition. Such priors are drawn from previous results and surveys that indicate which population strata are more at risk of being vulnerable and need particular attention.

For instance it is a common practice in birth cohort studies to oversample children from immigrant or low-income families. This approach produces high-quality data to investigate important issues concerning for instance inter-generational transmission of vulnerability. However it focuses on the life trajectories that have a vulnerable condition as their starting point but may fall short of capturing transitions into vulnerability. In addition while birth cohort studies can easily survey second-generation immigrants they provide poor information on the first generation. Collecting the same type of data on this population would require starting the study in a foreign country and monitoring the migration to the country of interest. Given these drawbacks it appears retrospective methods may be necessary to investigate certain research questions.

Starting from these considerations researchers have used different methods to minimize memory errors in surveys including decomposition (e.g. breaking a class of events into subclasses) the use of reversed chronological order the use of landmarks (e.g. transition points) and incrementing the time to answer survey questions (see Tourangeau 2000). Among these methods life history calendars (LHCs) seem to perform particularly well because they enhance several aspects of memory retrieval (Caspi et al. 1996; Freedman et al. 1988). The LHC is typically a two-way grid with the temporal dimension on one side and different life domains (e.g. residence family employment) on the other. Respondents report events for each life domain relating them to what happened in other life domains or to other time markers. With LHCs respondents can visualize their life trajectory linking what happened to when where it happened and for how long it lasted. Thus the calendar tools facilitate respondents’ ability to place events into a temporal context by relating them to other synchronic (parallel) or diachronic (hierarchical) events and episodes that occurred in the life span (Belli 1998).

Researchers have produced a large corpus of evidence in the last 30 years comparing the quality of data obtained with LHCs and conventional questionnaires. For instance Becker and Sosa (1992) showed the LHC resulted in more consistent reports (i.e. less superposition of mutually exclusive behaviours) than the conventional questionnaire. Goldman et al. (1989) and Yoshihama et al. (2005) argued that the calendar was more effective in enhancing the recall and reporting of specific events (e.g. contraceptive use domestic violence victimization). Engel et al. (2001a) suggested that the LHC performed better than the traditional question-list in terms of completeness. The visual nature of the calendar makes it easier for the interviewee and the interviewer to spot incongruous answers in the data reducing the unaccounted for amount of time in the respondent’s life course. Test-retest reliability studies showed very high agreement for reported life events such as marriages and migrations (Engel et al. 2001b).
In addition to these indirect evaluations some experimental comparisons between calendar instruments and conventional questionnaires showed that adding a timeline to the questionnaire enhanced data quality in comparison to the regular questionnaire procedure (Van der Vaart 2004). Similarly Belli et al. (2001) showed that the calendar produced lower levels of reporting error than conventional question lists concerning the number of residential moves income weeks unemployed and illness but it over-reported history of cohabitation and number of jobs.

Why do LHCs help to report retrospective data? According to Conway (1992, 1996) autobiographical memory is a non-linear process that works through different association mechanisms. Events can be recalled through their hierarchy (e.g. from more important to least important) through their sequence (e.g. in chronological order) or in relation to other events and episodes. In addition different individuals may be more comfortable or used to recollecting events in different ways. Thus Belli (1998) argued that the calendar facilitates the use of all three memory retrieval mechanisms as well as facilitating a flexible interaction between the respondent and the interviewer to clarify intended meanings and to reconstruct the past.

In line with these assumptions Glasner (2011) compared the number of edits (i.e. corrections) by respondents who answered the same questions in an online conventional biographical questionnaire as compared to an online LHC. Congruently with Belli’s rationale but without the interviewer/respondent interaction Glasner found the number of edits in the calendar mode were twice as high as those in the conventional questionnaire. In other words respondents were more likely to correct and improve the quality of biographical calendar data by respondents than conventional questionnaire data.

Consistent with this results from cognitive interviews conducted at the Swiss National Centre of Competence in Research LIVES with respondents aged 35–66 with medium to low levels of education showed that in seven out of ten interviews the calendar structure encouraged respondents to re-edit their answers concerning several life domains (residence cohabitation couple relationships family work and education health other unexpected events). During the cognitive interviews the sequence through which respondents completed a self-administered calendar was recorded by an external observer.

Table 1 reports the sequence used by the respondents to fill in the different columns of the calendar (ordered from A = residence to G = other unexpected events). In the most linear sequence (Type 1) three out of ten respondents filled the columns of the calendar in order starting from the first one on the left (residence) then passing to the second (cohabitation) and so on until they reached the last one on the right (column 7 other unexpected events).

Type 2 respondents (three out of ten) completed the calendar in sequential order except for the first two columns (residence and cohabitation). They used residence and cohabitation as anchors for recollecting the changes in both domains. Once these two columns were properly completed respondents went through the rest of the calendar in an almost linear manner from columns 3 to 7. Type 3 respondents (four out of ten) completed the task in a less sequential order using the information of certain columns to step back and make changes in the previous data.
Table 1  Sequence of the edits for each column during the LIVES cognitive interviews

<table>
<thead>
<tr>
<th>Type of respondents by editing style</th>
<th>Editing sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 1 respondents</td>
<td>A B C D E F G</td>
</tr>
<tr>
<td>Type 2 respondents</td>
<td>A B C B A C D E F G F G F</td>
</tr>
<tr>
<td>Type 3 respondents</td>
<td>A B C D E F E G</td>
</tr>
<tr>
<td></td>
<td>A B C D A B D E F G</td>
</tr>
<tr>
<td></td>
<td>A B C D E F G E F B G</td>
</tr>
<tr>
<td></td>
<td>A B C G D E E B C E F D E</td>
</tr>
</tbody>
</table>

A = residence  B = cohabitation  C = couple relationships  D = family  E = work and education  F = health  G = other unexpected events

While the Type 1 respondents did not re-edit the information they had reported the graphical and conceptual structure of the calendar helped Type 2 and 3 respondents to retrieve and report autobiographical memories. Without the calendar Type 2 respondents may have had more difficulties in accurately recalling their residence and cohabitation history and Type 3 respondents may not have gone back and corrected the information they had reported previously.

Auriat (1993) argued that when people are asked to remember episodes in a sequential order misdating a certain point of the sequence is likely to produce errors in reporting the subsequent events. Thus the calendar methods may decrease distortion by forcing respondents to visualize the sequence and anchor it to surrounding events (as with the Type 2 respondents). Cross-referencing between life events becomes then a resource that can be used by the respondent but also by the interviewer. The calendar format facilitates the interaction between interviewer and respondent in face-to-face interviews leading to a more precise check of the reported information (Belli et al. 2001; Sutton et al. 2011). Engel and colleagues (2001b) compared the calendar method to a self-reporting questionnaire and concluded that people are more willing to provide correct information and are more cooperative during the administration of LHCs.

3 Memory Bias as a Hidden Resource for Understanding Life Histories

So far we have discussed how LHCs help to reduce the probability of memory biases and misreporting of dates. A provocative alternative approach is not to consider errors as a problem for data analysis but as an important source of information in their own right. According to Couppié and Demazière (1995) memory errors are not distributed at random but depend on specific social variables that may be connected.
to the phenomenon under investigation. From a sociological perspective memory is not a simple restoration or reproduction of the past but a reconstruction of the life trajectory; this partly depends on the situation respondents are in when asked to recollect information on their experiences (Halbwachs 1994[1925]).

For Halbwachs the recollection of events is the result of two interrelated thinking strategies. The first consists of “locating” an event in its social context in terms of time and space. Like some sort of time travel people progressively place themselves in a frame that facilitates the recollection of personal events. In the second mnemonic process people transfer their focus from one single event to another focusing on its nature and its meaning (Halbwachs 1994 p. 201).

The meaning of what is recollected has a social frame that depends at the same time on the different social groups the participant was a member of when a particular event occurred and on the social groups the participant belongs to at present. Coenen-Huther (1994) mentioned for instance that reports of past events differ according to the respondents’ gender age or social class. In the case of gender she argued that women tend to structure their memory according to family events while men structure their memory in relation to the professional domain.

In Halbwachs’ perspective some events and objects fade from memory because they are no longer meaningful if related to a social frame that no longer exists. For example when a specific social group to which the respondent belonged no longer exists at the moment of the interview the respondent is more likely to omit events experienced in relation to that group or situation. Such omissions are therefore not due to the fact that the events were not important in the past but because they are no longer relevant at the time of the interview.

A comparison of two life events calendars completed by the same respondents the first completed 5 years after they left school and the second one completed 9 years later showed some time differences in the job history (Couppié and Demazière 1995). For example respondents were more likely to omit precarious jobs and short spells of unemployment in the second wave if the respondents had been employed in a permanent position between the two waves. Memory is therefore a dynamic process which generates information reconstructs life events and attributes meaning according to both current and past conditions.

Answering retrospective biographical questionnaires as with any autobiographical process is thus not only a means to provide information on social phenomena but also represents processes of social construction that attach meanings to questions and answers. When respondents use biographical memory to communicate life events and experiences to others (e.g. an interviewer) they organize their memory in an ordered and coherent way in which casual and unexpected events may take on a coherent (and sometimes causal) structure (Bertaux 1981; Ricoeur 1985). The respondent becomes the author of a narrative in which he or she is the main character attributing a sense of coherence to his or her life. In other words in the autobiographical narrative respondents order their life events into a matrix that is culturally and socially constructed and gives sense and meaning to what happened (Bruner and Weisser 1991).
The structure of a LHC in particular serves as a standardized grid that helps respondents report their life trajectories and assists researchers in framing the data. However the choice of standardization and the type of information requested are bound to interact with the respondents’ reconstruction of their lives. They obligate respondents to re-organize their lives in a certain way; the reported information is therefore shaped by this constraint. The biographical questionnaire forces respondents to elaborate a socially-constructed theory of their lives. Respondents have to select the events to report among the wide range of their life events. They do so in relation to the type of events requested and the way the questions are formulated. In this process they sort the events giving them different importance and different priorities. They then order the events following the logic of the questionnaire (e.g. chronological). Thus responding to a biographical questionnaire such as the LHC is a social action. Respondents use life events to tell a story (with all its meanings and implications) to someone: the interviewer, the research project, the scientific world or the social and political environment (Bruner 1990; Eco 1984).

Taking these aspects into account to analyze social events and survey data can open the door to new and multi-faceted insights and the analysis of LHC data is particularly interesting in this respect. Embarking in this direction a scientific paradigm that considers autobiographical narratives in terms of self-construction is needed (Bruner 1990; Ricoeur 1985). This type of approach is not new to the hermeneutic and phenomenological traditions which are commonly based on a relatively small sample or single case analysis. In contrast LHCs are the junction between autobiographical narrative and quantitative data and they can be used in large-scale surveys. LHCs produce biographical data that are at the same time narrative and quantitative and for this reason they are useful for analysis using either qualitative or quantitative paradigms. Introducing LHCs into survey designs can therefore extend the hermeneutic approach to investigate large populations superimposing constructivist and positivist paradigms.

For example Couppié and Demazière (1995) showed that the absence of reported unemployment episodes is strongly influenced by the way the category “unemployment” is defined in the calendar and by the current occupational status (employed or unemployed) of the respondents at the time of the interview. Instead of considering discrepancies in the data or misreporting as errors the authors analysed the missing information as a dependent variable. In other words they treated non-response as a way of answering the question that indicates a specific process of social integration (Bourdieu 1979). Researchers can estimate the size of non-response by comparison with other studies or subsamples with lower missing values and cross that information with other socio-demographic indicators to estimate whether the missing data are random. However the risk of this approach is to link results to a particular context and setting undermining the generalisation of the results. Using a similar approach Couppié and Demazière proposed replacing the notion of memory error (or memory bias) which implies a fault in the data with the notion of memory deviation stressing the process of social construction of the reported information. This research approach is intriguing in many ways but largely unexplored in survey research.
In summary LHC methods not only perform better than conventional questionnaires in collecting retrospective data but also serve as a tool for different scientific paradigms. Researchers can use LHCs to investigate how people interpret and define the social world and their self-positioning within it. LHCs allow researchers to account for the interaction between events (objective/factual data) and their interpretation (subjective/perceived factors) in different life domains.

As noted earlier this approach is close to the phenomenological perspective in which the interactions between people the social world and cognitive processes are the objects of investigation (Gadamer 1975; Fisher 2004). How people interpret facts and why they formulate certain interpretations instead of others is central in the phenomenological approach. According to Schutz (1962) people structure their lives in socially defined life spheres that are interconnected and interact with each other. The life spheres are structured in a hierarchy in which some are more important than others for both individual and social reasons. The interaction between the life spheres shapes the meaning attributed to life events. When things happen which specific life spheres are involved and the way the life spheres are interconnected with each other are all elements that structure individuals’ interpretation of their lives and different reactions to the same life events.

4 Using a Life History Calendar to Survey Vulnerability

We defined vulnerability as a dynamic and pervasive process embedded within social life. In this chapter we focus on three interrelated processes of vulnerability: diffusion accumulation and interpretation. The process of diffusion is based on Schutz’s (1962) definition of life spheres according to which an individual life is categorized into different domains—e.g. family work social relations political life and so on. The definition of each sphere is socially constructed and as we discussed the way researchers define each sphere in designing questionnaires or LHCs is charged with meanings.

Nevertheless each sphere can be the object of specific disciplinary investigations given that the notion of a sphere itself presumes that life spheres are independent of each other to some extent. However they are not completely independent; both positive and negative spill-overs may occur. For instance events that happen within the family life can influence the work sphere or social relations. Experiencing a divorce can strongly affect the network of interpersonal relations of the two ex-partners (Widmer 2010). Accounting simultaneously for different life domains allows researchers to study spill-over effects with LHCs.

In addition as life spheres are framed as interdependent interdisciplinary research is needed. The LHC tool is particularly suitable for multi-disciplinary research because it produces a relatively large amount of data suitable for analysis from different perspectives (demography sociology psychology social-psychology and more).

Besides diffusion processes the interaction among events that happen within each life-sphere is also fundamental for understanding vulnerability. The accumulation of disadvantages including the temporal distance between negative and positive
outcomes as well their sequence can put people in a severe condition of risk affecting the reconstruction of resources needed to exit from vulnerability (Dannefer 2003, 2009). The temporal structure of LHC data is particularly suitable for accounting for these aspects and can be used for performing sequence analysis event-history analysis or other longitudinal models (Axinn and Barber 2001; Axinn et al. 1999).

Last but not least the interpretation of events is at the same time a dependent and an independent variable in the study of vulnerability. The same event can assume very different meanings and affect peoples’ lives in very different ways. For instance members of different social classes or members of the same class may not experience losing a job or being fired in the same way. Thus an event that for one person can start a dangerous domino effect may be a minor problem for another person.

In addition the meaning attached to events is culturally and socially embedded. Losing a job in a period of economic crisis may be a different experience compared to losing it in a period of economic growth. On the other hand in a period of crisis the loss of the job becomes sadly common while in other historical periods it could represent a less likely and for this reason more stigmatizing experience (Oesch and Lipps 2012). The interpretation of events and their relationships with the social-historical contexts are tightly related and researchers can address them both easily in two ways with LHCs.

Data in LHCs are both connected to temporal—i.e. the year in which events occurred—and spatial dimension—i.e. where the respondent was located at the time the event occurred. This makes it possible to relate events to places and consequently to social and historical contexts. In addition LHCs can allow a retrospective evaluation of events providing information on individual interpretations of life trajectories. This is probably one of the less developed uses of LHCs although it is central to the study of vulnerability. In the next section we present some experiences with using LHCs to tap the three processes of diffusion accumulation and interpretation as examples of the use of LHCs to survey vulnerability.

5 Designing Live History Calendars for Research on Vulnerability

5.1 The ‘Devenir Parent’ Survey

The Devenir Parent\(^1\) [Becoming a Parent] survey was conducted between November 2005 and May 2009 by an interdisciplinary team from the universities of Lausanne and Geneva. The aim was to investigate the factors of differentiation in professional trajectories between men and women during the transition to parenthood in contemporary Switzerland (Le Goff and Levy 2011). The Swiss welfare system

\(^1\)Swiss National Science Foundation grants no 100012-109692/1 100012-113598/1 100012-115928/1 and 100017_130233/1.
lacks adequate childcare infrastructures (OFS 2008) and women risk being forced to abruptly change their professional careers because of the impossibility of leaving their child in day care (e.g. Le Goff 2005). Thus after the birth of the first child one partner—often the woman—may be forced to diminish working hours or to resign from her job with evident repercussions for the household economy and equality between partners.

The Devenir Parent survey was a three-wave panel: 235 Swiss-French couples volunteered for three interviews, the first during the second half of the pregnancy, the second 4–6 months after childbirth and the third a year later. Researchers asked questions on the redefinition of personal identity social roles everyday life professional activities family and friendship networks in face-to-face interviews conducted separately with both partners. The researchers also conducted in-depth qualitative interviews.

In the third wave the participants filled out two LHCs. The first retraced events in different life domains from the age of 15; the second focused on the professional trajectory from the moment of conception to the year after childbirth. This short calendar tapped periods of non-activity due to maternity leaves as well as from unemployment and other possible reasons. In the case of women the calendar also traced childcare trajectories with details about the type of care and the average duration per week. Although this calendar focused on factual data it allowed researchers to connect events to subjective expectations and intentions as formulated in the first and second waves and eventually in qualitative interviews.

Figure 1 displays the story of a woman “Annette” (a fictitious name) in the months following the conception of her first child. In the first wave Annette mentioned she was working full-time but she had intended to convert her contract to a half-time job after the maternity leave. She also declared that her employer did not agree to restructuring the contract and she expressed her intention to change jobs. During the first interview Annette mentioned an intention of leaving the child at a nursery five half-days a week which corresponded to a 50 % part-time job. At the time of this first wave she was still waiting for an answer from the nursery.

The LHC questionnaire showed the uncertainties related to these two intentions and more deeply some vulnerable dimensions linked to the transition to parenthood. At the end of her maternity leave which in the Swiss canton of Geneva where Annette lived was a maximum of 4 months the lack of an available place at the day nursery made it impossible for Annette to register at the unemployment office because an administrative Swiss rule stated that a person can be considered unemployed only if he or she is immediately available to take a job. Because the child could not be left unsupervised Annette could not be considered available and therefore “unemployed.” She was forced to take unpaid leave until a place in the nursery became available 4 months later.

Eventually the nursery accepted the child for five half-days a week. Annette could then look for new employment. After three more months she began a 50 % part-time job. During all this period her husband worked full-time as a manager of an administrative department in a corporation. The story had a happy ending with the situation fulfilling the initial intentions about work and childcare.
### Fig. 1 Annette’s “short” calendar in the *Devenir Parent* survey

<table>
<thead>
<tr>
<th>Year</th>
<th>Month</th>
<th>Event</th>
<th>Health</th>
<th>Woman</th>
<th>Periods of professional activity</th>
<th>Child</th>
<th>Care</th>
<th>Care</th>
<th>Care</th>
<th>Care</th>
<th>Care</th>
<th>Care</th>
<th>Care</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2005</td>
<td>Jan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Feb</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mar</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Apr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>May</td>
<td>Assistant of direction (industry administration)</td>
<td></td>
<td></td>
<td>Geneva</td>
<td>100%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Jun</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Jul</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aug</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
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<td>Sept</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Oct</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nov</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>Jan</td>
<td>Birth</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Feb</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mar</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Apr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>May</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Jun</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Jul</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aug</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sept</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Oct</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nov</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2007</td>
<td>Jan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Feb</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mar</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Apr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>May</td>
<td>Assistant of direction in a real estate company</td>
<td></td>
<td></td>
<td>Near Geneva</td>
<td>50%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Jun</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Jul</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aug</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sept</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Oct</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nov</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
However Annette was exposed to social risk in two regards: the first related to the necessity to end her first job; the second related to the non-availability of a place in the day nursery at the end of the maternity leave. If she had not found a new job or if the unavailability of childcare would have been longer the vulnerability of her situation would have been more serious. The initial expectations would not have been fulfilled creating a potential situation of psychological distress as well as a redefinition of the household economy and family roles. In the months preceding the important social transition of becoming a parent the partners project themselves in the future with baggage full of personal and social norms. We thus speak of the birth of the first child as a normative event that generates a series of expectations and plans. When these expectations are not fulfilled the potential for parents to experience negative outcomes and remain constrained by the situation is greater. Unexpected events may have significant consequences.

The Devenir Parent LHC constrained individuals’ life trajectories into sequences of events concerning two life domains: employment and childcare. Thus the analysis of the LHC alone does not indicate what happened outside these parameters. The LHC in the Devenir Parent was only one part of a more complex survey. A different approach would be to use the LHC to directly collect data on unexpected or unwanted events in each of the life domains. The next example shows how life calendars can be used to tap non-normative (i.e. unexpected) critical events.

5.2 Family tiMes

Two cohorts of 400 individuals born in 1950–1955 and 1970–1975 and drawn from a representative sample of the Swiss population participated in the Family tiMes survey. Like Devenir Parent but not concerned with the specific transition to parenthood this survey was also aimed at capturing from a life course perspective the changing web of constraints and opportunities in which family and occupational trajectories of individuals unfold. Besides questions on values and opinions and an instrument measuring the personal networks of relationships (Widmer 2010) that were recorded with computer-assisted personal interview (CAPI) mode the Family tiMes survey included a LHC (Fig. 2) designed to be hetero-administered by means of a paper questionnaire in a face-to-face interview setting.

The calendar brought together six life domains (cohabitation residence intimate relationships occupational activities and critical life events) with 6-month time units. On this basis the researchers asked respondents to mention information on what happened in each domain and for how long indicating the beginning and the end of each episode.

Concerning residence the calendar recorded the number of moves as well as the corresponding destination area code (even for changes within the same area). For intimate relationships longer than 3 months respondents identified each partner

---
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Fig. 2 Example of a completed Family TiMes calendar. The last column refers to critical events.
and recorded the reasons for separation. The LHC also included inquiries into the number of jobs type status and activity rates to tap occupational careers.

In addition to these events the last part of the calendar was dedicated to non-normative and unexpected critical events. The survey asked respondents to indicate up to a maximum of six simultaneous critical events (e.g. serious accident or illness depression severe conflict long unemployment period) relative to themselves or one of their close relatives. Non-normative events have cumulative properties and are systemically associated—as dependent independent or intervening variables—with dysfunctions in other life domains (e.g. Hill 1958). On the other hand these types of events may be more susceptible to being misreported in conventional retrospective interviews.

In conventional questionnaires the interviewing sequence may affect the likelihood of reporting non-normative events with respondents’ recollections of more recent events impairing their ability to remember earlier occurrences (Belli et al. 1997). By contrast in LHCs the iterative structure of the interview and the use of temporal landmarks help the respondents access and report memories on unexpected events (Yoshihama et al. 2005). Thus LHCs seem particularly useful in collecting data on vulnerability factors and their cumulation.

Inspired by the French Ageven tradition (Vivier 2006; Antoine and Lelievre 2009) and in line with the life course paradigm (e.g. Mortimer and Shanahan 2003) the Family tiMes calendar focused on individual trajectories as produced by an events-related logic rather than by an underlying generative process. It aimed at explaining a trajectory through the chronological order of events and the social statuses linked to it. This process is supposed to be multidimensional. In this sense it is the result of a double interaction: one synchronic (level of normativity/compatibility between various statuses at a given time point) the other diachronic (the kind of path dependencies resulting from antecedent configurations). In this holistic perspective researchers can display and eventually explain patterns of linked trajectories.

The face value of the filled calendars confirms the above statements as relational features (absence or multiplicity of partners divorce and separation) are associated with the occurrence of problems. Sometimes residential mobility solo living and unstable intimate relationships are characteristic of a trajectory. Parental separation childbirth and chronic illness often appear synchronically or diachronically together. Such interrelated mechanisms are visible in the example (Fig. 2). In this case the respondent suffered from chronic conditions: at age 20 his father and sister died in an accident reducing his social resources to his mother. After a period of relative stability the death of his mother associated with his unemployability left him completely isolated facing financial difficulties and depression.

The combination between the four life domains (cohabitation residence intimate relationships and occupational activities) and the non-normative critical events returns a complex—not simplistic—and holistic picture of individual life courses. In Family tiMes the critical life events were unexpected problems that respondents had to face during their life histories. As discussed above the weight for the personal trajectory derives from the (synchronic) interaction of life domains and
by the (diachronic) accumulation of negative critical events. However this approach assumes that certain types of events may be generally understood as advantages or disadvantages. This may not always be the case and some events that can be disruptive for certain individuals or social categories may have a different weight for others. Thus the subjective interpretation of events assumes an important role in understanding the incidence of events on life histories. The next two examples illustrate the use of LHCs to assess subjective evaluations of trajectories.

### 5.3 Vivre/Leben/Vivere and the Swiss Panel LIVES Calendar

The Vivre/Leben/Vivere (VLV) survey on the health and living conditions of the elderly population in Switzerland implemented another LHC. The aim of this choice was to collect retrospective data on the respondents’ life trajectories but also to help the target population of individuals aged 65 and older with memory recall through the graphical visualization of their life histories. In addition the VLV calendar aimed to collect retrospective evaluations of respondents’ life trajectories.

The VLV calendar was self-administered and later checked by an interviewer by means of a CAPI protocol to correct or complete information if necessary when unclear or incoherent. It included five life domains: residence family and relationships job health and nationality. Because the calendar was self-administered it also provided general guidelines on the type of events to consider and two examples of correctly filled-out calendars. To assess the subjective interpretation the interviewer asked respondents to indicate with an orange marker directly on the calendar sheet the periods during which they felt most vulnerable (also defined as fragile or difficult periods) and with a yellow marker the periods they considered the happiest. This procedure collected important data about respondents’ perceptions of their vulnerability.

Figure 3 shows the year count of vulnerable periods by age groups. It reveals some interesting patterns. Two distinct profiles emerge.

Respondents aged 85 and older frequently indicated vulnerable periods during their childhoods and early adulthoods which coincided with the Second World War. That period represented a peak of vulnerability with 12 % of the 85-and-older respondents reporting experiences of vulnerability. Their vulnerability curve drastically decreased after the war and stayed more or less constant until an increment in reported vulnerability in the most recent 10 years which in this subsample corresponded to their entry into older age—i.e. 60–70 years.

The second group consisting of people younger than 85 years had a less marked profile of vulnerable periods. For all four subgroups the percentage of respondents

---

3VLV is the third of a set of transversal studies on conditions of the elderly population in Switzerland. The first one was conducted in 1979, and the second in 1994 (Lalive d’Epinay et al. 1999).
reporting vulnerability during childhood was low and especially lower for those 65–69 years old born after the end of the war. However all the groups converged in reporting experienced vulnerability in the 1950s. Therefore while vulnerability was less frequent than in the 85+ group in the following years it held constant at about 8–9 % in the younger group. All groups converged again in the most recent years.

The data also showed multiple response patterns reflecting different ways respondents understood or perceived vulnerability. Approximately 46 % of the respondents indicated only one period during which they felt particularly vulnerable followed by 20 % with two and 11 % with three periods. Long periods of vulnerability running through a major part of life were the exceptions: the periods tended to be short (less than 10 years) and got shorter when participants mentioned multiple periods.

The data showed multiple styles of reporting vulnerability. For instance some respondents reported vulnerability as a single enduring experience which covered several years. Some others reported instead recurring vulnerability experiences of shorter length. Similarly the correlation between vulnerability and happy periods was not monotonic. Some reported happiness as opposed to vulnerability while some others superposed periods of happiness and vulnerability to some extent. The combination of these different reporting styles returned a detailed picture of individual interpretations of life trajectories vis-à-vis normative expectations and social contexts. Two examples from the VLV survey may better illustrate these aspects.

The first is the story of “Felicja” (fictional name) a 78-year-old Polish woman living in Geneva. She marked only one period of vulnerability which started at her birth in 1933 and continued until the age of 19. In the calendar she linked no specific event to this long negative period; however it was likely connected to the historical context and possibly the death of her two brothers in 1945 and 1947. Given the absence of objective information an analytic approach based only on factual data would have most likely skipped or undervalued the link between Felicja’s experience and the context. But the story is not finished and it has a happy
Fig. 4 Adrian’s completed Vivre/Leben/Vivere calendar. The orange marks on the left indicate the most vulnerable periods; the yellow marks on the right the happiest ones.

ending. Besides this single vulnerable period Felicja indicated one single happy period that started at the age of 30 in 1963 and persisted to the time of the interview when she was 78 years old. In contrast to the blurred edges of the vulnerable period the happy one started with the birth of her daughter in 1963. What is also interesting is that neither the loss of her father in 1979, her divorce in 1981, or the death of her mother in 1982 affected her positive evaluation of life since her daughter’s birth.

In contrast with Felicja’s style of experiencing and reporting vulnerability Adrian (fictional name) a 66-year-old man from the Valais Canton marked multiple episodes of vulnerability and happiness which seemed to be linked to specific events (Fig. 4). Adrian’s most vulnerable period of life started in 1985 1 year before the loss of his father and continued with the loss of his half-sister in 1989 until his divorce in 1994. In addition the loss of his father had very likely triggered a phase of alcoholism indicated in the health section of the calendar. Before this 10-year period
of great difficulties Adrian reported positive periods in connection to particular events such as the completion of his education in 1963 meeting his partner in 1968 and the birth of his children in 1972 and 1975. In addition after his divorce in 1994 Adrian marked the beginning of a long period of happiness which was ongoing at the time of the interview despite other difficulties including sinking into a depression a few years before his retirement.

The subjective evaluations in Felicja and Adrian’s LHCs add an extra dimension to the analysis that is pivotal for studying vulnerability. Subjective data enables an estimation of the way Felicja and Adrian counterbalanced hard periods or negative events. Felicja’s parenting experience and Adrian’s new relationship were used \textit{a posteriori} by the two respondents to cope with common difficult life periods (e.g. bereavement illness transitions).

The assessment of subjective evaluation implemented in VLV thus augments the study of vulnerability adding new value to the interpretation and analyses of LHC data. However the questionnaire asked respondents to provide judgments on their general life conditions (in terms of happiness and vulnerability). In some cases people could feel particularly vulnerable in one specific life domain but not in others.

To overcome this limitation researchers designed a different tool for the assessment of subjective evaluation to implement in the third cohort sample of the Swiss Household Panel (SHP-III). Instead of focusing on the overall evaluation of life the idea behind the Swiss Panel LIVES Calendar (Morselli et al. 2012) was to capture respondents’ evaluations of different life spheres separately with the aim of pinpointing spill-over effects. Thus the Swiss Panel LIVES Calendar asked respondents to divide three life domains (couple relationship family life and activity) into periods of different length. The respondents could freely determine the length of the periods. Thus period and events did not necessarily overlap. For instance one may get married once (event) but the marriage can have different phases (periods) with ups and downs. Once respondents had completed the task of sub-setting the three life domains into periods the researchers asked them to express a present-state evaluation for each period on a 5-point bipolar scale ranging from very negative to very positive.

In addition to the considerations drawn from Felicja’s and Adrian’s LHC this method makes it possible to capture with more precision the counterbalancing between evaluations of one life sphere (e.g. family) and what respondents experienced or perceived in the others (e.g. health job and so on). Moreover by asking respondents to divide the whole trajectory into periods that might not be linked to the specific events asked in the calendar (e.g. residential moves jobs births) this method is particularly suitable for tapping extra information that would otherwise be lost especially when researchers use LHCs to collect highly standardized data.

For instance young respondents’ calendars on cohabitation and family events risk having little information compared to older respondents given their shorter life histories. Youths are likely to live with their parents not to have experienced changes in civil-status not to have had children and are not yet inserted into the labour market. The division of life domains into periods makes it possible to detect
easily and quickly if and when things got better or worse within each life domain even in the absence of specific events. For instance the respondents may report little factual data in the family trajectory but researchers or respondents could divide the family history into periods of relative happiness and periods of conflict.

A limitation of this approach is that it shows that something happened within the trajectory and has changed the evaluation but it is not always possible to explain what happened and why the evaluation changed. All of the examples reported in this chapter proposed complementary tools for the use of LHC in surveying vulnerability. The best solution would be to implement all the specificities of each example into a single tool. Unfortunately this is not always possible in surveys and research requires compromises regarding costs administration times and questionnaire length. Nevertheless the use of one or more of these tools may produce rich data for understanding vulnerability dynamics and processes.

### 6 Is It Gold or Just Glittering?

So far we have made the case for implementing LHCs in research on vulnerability. However all that glitters is not gold and the LHC method has also a number of drawbacks that researchers must consider. Time and costs are problems of the LHC technique (Belli 1998) especially when the calendar has open answers that must be manually entered into a database and eventually coded. However the use of new technologies like tablets may overcome part of these problems and drastically reduce the costs (e.g. Glasner 2011).

More problematic are the administration time and the relative difficulty of the task. Both can easily increase for complex and atypical trajectories but vulnerable populations are the most likely to have complex atypical trajectories that do not follow normative transitions. Thus difficulties in filling LHCs could add to other problematic aspects of surveying vulnerable populations in particular those with low personal resources such as low socio-economic status or low cultural capital. Though the concept of life history calendars is becoming more popular thanks to its implantation on recreational platforms (e.g. Facebook Timelines) filling a calendar-based questionnaire is a cognitively demanding operation.

On the one side we showed that LHCs are suitable to study vulnerability processes from different perspectives considering vulnerability as the interrelation between diffusion accumulation and interpretation processes. By allowing for integrated analytical approaches the LHC can stimulate researchers towards complex and multifaceted understandings of vulnerability interconnecting subjective evaluations with factual episodes. On the other side specific segments of the society especially those at the margin that may be more at risk of experiencing prolonged vulnerability may encounter more difficulties in filling calendar-based questionnaires. Thus researchers should take extreme care in designing questionnaires for potentially vulnerable populations.
The visual potential of LHCs is still underexplored. LHCs are particularly useful for visualizing and structuring an individual’s life trajectory. The graphical layout helps respondents access different types of memory allowing them to change correct and fill gaps during the interview. We showed that the cognitive testing confirmed that certain individuals (but not all) use the calendar in a synchronic way. The calendar’s format allows those people to correct the reported information and enhance the reliability of data. Capitalizing on these considerations researchers could enhance the graphical layout of LHCs exploring for instance whether different graphical solutions could help respondents understand and more easily report events in LHCs. If it is not possible to lighten the cognitive task of memory recollection it could be at least made easier by means of graphical and multimedia tricks. Similarly the use of web-based LHCs still needs exhaustive experimentation and may be able to help some categories of respondents as well as making the task more pleasant and less tiring.

Aside from these aspects another point researchers on vulnerability must consider is the non-linearity and non-normativity of life trajectories under vulnerable conditions. As pre-constructed grids LHCs ask respondents to define their trajectories in standardized ways specifying family connections work activity and inactivity and residential history. Even if researchers could control for the social desirability of their questions, the fact that the LHC asks only some information and not others may return to the respondents an unwanted normative message indicating the “important” aspects of life. Thus, the construction of LHCs for surveying vulnerability should allow accounting for unexpected non-normative events and non-typical trajectories. Researchers should seek the right balance between standardization and unexpected types of transition. Recording non-normative events in the *Family tiMes* LHC as well as the assessments of subjective interpretations in VLV and the Swiss Panel LIVES Calendar were attempts to address this delicate point.

Another aspect worth considering is the role of interviewers vis-à-vis the high variability of how respondents fill in the calendar. Research so far has been inconclusive on the size and likelihood of interviewer effects in LHCs with general population respondents. Belli et al. (2007) did not find any difference in the interviewer variance between LHCs and conventional questionnaires while Sayles et al. (2010) reported a small increase in the interviewer variance for life calendar methods when compared to standardized questionnaires. Morselli et al. (2012) found the interviewer effect was not negligible in face-to-face interviews but was reduced when respondents filled out the LHCs themselves and the interviewer followed a standardized protocol to help them with the task.

Careful training of interviewers should be part of research plans for studies using LHCs. Aside from the interaction with the respondent during the interview, interviewers should also learn how to check the calendar once the respondents have filled them out and to verify with the respondent the exactness of the information.

Despite these aspects that require consideration especially in the design of large-scale surveys, the richness and complexity of data produced by LHCs may be worth the drawbacks. LHCs are able to capture essential dimensions of vulnerability accounting for the complex multidimensional time-related processes of individual lives.
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Studying Youth Transitions Through a Social Network: First Impressions

Véronique Eicher, Mouna Bakouri, Christian Staerklé, Marlene Carvalhosa Barbosa, and Alain Clémence

1 The Study of Youth Transitions

Young adulthood is a period during which many important life transitions in the professional and educational domain occur, for example choosing an educational track, passing selection procedures into higher education, selecting an occupation, finding a job (e.g., Fleeson and Cantor 1995; Pimentel 1996). It has been shown that successful or unsuccessful regulation of these transitions influences future transitional choices and actions (Heckhausen and Schulz 1995; Nurmi 1993). The transitional choices, as well as the way young individuals deal with developmental tasks and challenges, are influenced by various factors, ranging from the available choices and perceived opportunities to specific regulation strategies of failures to differential levels of vulnerability (e.g., Salmela-Aro 2009). The present study focuses on the relationship between different types of vulnerability (internal and external), regulation strategies, and life transitions in young adults aged 15–30 years. We specifically investigate how young people manage professional and educational transitions, in particular transitions from school to higher education and from school or vocational training to first employment. We assume these transitions to be influenced by different levels of internal and external vulnerability, as well as by different types of regulation strategies. External vulnerability refers to factual aspects like material (e.g., low income) or categorical (e.g., member of
lower status group) vulnerability that increase the likelihood of negative events and decrease the number of opportunities (e.g., Eccles 1994; Pascoe and Richman 2009). Internal vulnerability, in turn, refers to the internalization of factual vulnerabilities affecting people’s sense of agency, efficacy and motivation that can be expressed as psychological (e.g., perceived lack of control) or relational (e.g., perceived lack of social support) forms of vulnerability (Eccles and Wigfield 2002; Salmela-Aro 2009). Different types of regulation strategies include the attribution of success and goal selection and adjustment (e.g., Brandstädter 2009; Heckhausen 1999) (i.e., cognitive-motivational strategies), in-group identification and endorsement of collective norms (e.g., Turner et al. 1994) (i.e., group-based strategies), as well as ideological beliefs and political activism (e.g., Staerklé 2009) (i.e., political-institutional strategies).

The online network to be described in this chapter was intended to provide the opportunity to investigate two research questions understood as instances of group-based regulation of developmental tasks and life transitions (i.e., exchange with others, identification with significant others). In order to be as close to participants’ everyday life and their preferred communication tools as possible, we designed an online social network, which would allow participants to communicate with each other on topics of their own choosing. In the following, we first give the theoretical background of the two research questions before presenting the methodology with which we planned to investigate these group-based regulatory strategies.

1.1 Research Questions Related to the Online Social Network

In line with developmental research demonstrating the importance of co-regulation in dealing with life course transitions (Salmela-Aro 2009), we expected exchange of experiences with individuals facing similar challenges to be a central regulatory strategy. Sharing the struggles and fears, but also successes of life course transitions may indeed be beneficial for both sides. ‘Talking’ about one’s experience may help to better understand and cope with it. ‘Hearing’ about other people’s experiences can procure a sense of sharedness, knowing that other people face similar difficulties.

Prior research has analysed whether online social networks are associated with social capital and exchange with friends in general. For instance, it has been shown that people who use Facebook often have more bridging capital (i.e., weak ties with dissimilar others that may provide information but no emotional support; Putnam 2000) independent of their level of self-esteem or life satisfaction, while less intensive Facebook users with lower self-esteem or satisfaction indicate less bridging capital (Ellison et al. 2007). In an extension of this study, Steinfield et al. (2008) showed that Facebook use led to more bridging social capital 1 year later, rather than the other way around.
Bonding capital, in contrast, refers to social connectedness with similar others, typically in-group members. This “feeling of belonging to a social group” (Köbler et al. 2010, p. 2) has been studied in association with Facebook use where it was shown that the more people post information on social networks, the more connected they feel to others (Köbler et al. 2010). When asked why they are on Facebook, users indicated mostly social motives like connecting with others and meeting like-minded people (only a small group of people indicated using Facebook mainly for playing games). Additionally, they liked to tell others about what happened to them and to look at what others were doing (Joinson 2008). Online social networks are thus used as a facilitator for social relationships. Introverted individuals and those with lower self-esteem for example indicate using the network mainly to build new relationships and considering online communication as more effective for developing in-depth communication than face-to-face interactions (Valkenburg and Peter 2007; Valkenburg et al. 2005).

Beyond the beneficial aspect of enlarging the social network and sharing experiences, Valenzuela et al. (2009) investigated the association between Facebook use and different well-being outcomes. They showed that, although these effects were not large, Facebook use was positively associated with social trust, life satisfaction, political participation, and civic engagement. These findings suggest that use of social networks does not lead to social isolation – as is often proclaimed by “cyberpessimists” (Valenzuela et al. 2009, p. 893) – but can even have beneficial effects on real-life interactions. Overall, these studies point to the usefulness of online networks to strengthen and widen the social network and the perceived importance of social interactions. We thus assumed that participants may want to share their transition experiences with others and extend their network to similar others. As a first research question, we are therefore interested in the role of exchange of experiences with other individuals facing similar transitions in life course regulation and its implications for well-being.

A second major research question concerns the role of identification with significant others as a way to cope with difficult transitional demands. Social-psychological theories concerned with the psychological manifestations of group membership (i.e., Social Identity Theory, Self-Categorization Theory) analyse how individuals shift between personal and social identities as a function of their memberships in social groups (e.g., Tajfel 1978; Turner et al. 1987). Identifying oneself with a group can provide social support such that difficult or negative experiences may be better regulated when one feels like a member of a group (e.g., Outten et al. 2009).

One of the first social psychological studies of computer-mediated communication (CMC) analysed communication patterns in computer-mediated vs. face-to-face settings (Kiesler et al. 1984). The authors showed that participants interacted more equally (there were fewer dominant individuals) in CMC and suggested that, because dominance and group information are less visible over computer, computer-mediated interactions may be more equal and less influenced by existing group differences. This quite optimistic view of CMC – of breaking down social barriers and norms – has been questioned by the Social Identity model of Deindividuation.
Effects (SIDE; Reicher et al. 1995). Here, anonymity and deindividuation make the social identity more salient and thus provoke strong reliance on the norms of the in-group and a rejection of the out-group rather than a breakdown of social barriers (Postmes et al. 1998). Thus, it appears that the anonymity of CMC, and thus of social networks, does not eliminate existing group boundaries. Rather, it leads to an emphasis of social identity that transforms an interpersonal interaction into an intergroup interaction, thus re-establishing the group boundaries found in real life. Such a view is supported by a study on the formation of group norms in CMC carried out over several months in the context of a computerized statistics course (Postmes et al. 2006). In this study, groups of students differed from each other with regard to length of messages, time frame of messages or the number of references to oneself, for instance. Analysing the messages over time, the authors found that they tended to get more prototypical for each group over time, but only for communication among group members: When participants sent messages to an out-group, their messages were not prototypical for their group. All of these studies point to the salience of group identities in CMC and suggest similar group effects in online social networks. We therefore examine the role of group identification in the context of online social networks and analyse whether this identification helps individuals to cope with the demands of life transitions.

1.2 Outline of the Study Methodology

The present study on youth transitions follows a longitudinal mixed-methods design over a period of at least 4 years during which participants are contacted once a year. All participants first complete a questionnaire, assessing a broad range of different types of vulnerability and regulation strategies as well as transitional projects and life course goals. In this questionnaire, they are asked for their email address and a username for their registration to the online social network. For all participants who indicate an email address a user account is created in the online social network of the study. Besides the analysis of the role of communicational exchange and social identification in life course regulation, the social network is also used as a way to stay in contact with the participants for the duration of the study. Finally, a small subgroup of participants is selected for in-depth interviews about their use of specific regulation strategies.

We use these different methods of data collection to answer different types of research questions, but also to adapt our methodology as much as possible to commonly-used communication channels of participants. They are young adults aged 15–30 years who are in a more or less vulnerable position regarding their professional trajectory (i.e., some already have stable employment, while others have trouble even finding an apprenticeship place) and their level of education (ranging from compulsory schooling to university diploma). The network may thus help to encourage participation by young adults who may not be used to completing questionnaires and writing texts.
2 Online Social Networks

Online social networks have become increasingly popular among young adults as a method of connecting with peers. The first online social networks were created in the 1990s and became a mass phenomenon during the 2000s with the creation of MySpace, Facebook, Google+, etc. Today, the most widely used online social network, Facebook, has more than 900 million users (ranging from 5% of the total population in Africa to 45% of the total population in North America), half of which log in every day (Socialbakers 2012). In Switzerland, where our study was conducted, approximately 40% of the population has a Facebook account, a percentage that rises to more than 75% among young adults (16–34 years old) (Socialbakers 2012). These statistics suggest at the very least a widespread use of computer-mediated communications tools among young adults.

2.1 Reasons for Using an Online Social Network in a Study on Youth Transitions

The assumption that a majority of young adults in Switzerland uses online social networks was one of the key reasons why we decided to use this method. In contrast to standardized questionnaires, an online network would give participants the opportunity to express themselves via a media they are supposedly comfortable with and used to. And as we are particularly interested in more vulnerable populations, this option seemed even more important: Instead of frightening off (or boring) participants with standardized questions, we wanted to give them the possibility to participate in the study with the method they often use to communicate with others.

A second major reason to use an online social network was its flexibility as a method of data collection. Participants can use the network whenever they want for as long as they want. This permits a completely flexible time schedule both for participants and for researchers. Participants could ‘talk’ about their experiences as soon as they happen instead of several weeks or months later (when researchers happen to collect data). This immediacy might minimize recall effects, which are often particularly strong for emotional experiences (Thomas and Diener 1990). The same way that participants can choose freely when to use the network, researchers can use the network flexibly to ask questions and stimulate discussions at different time points. The flexibility of networks is not limited to the temporal aspect, but also extends to the format of the data collection. Researchers can post closed and open-ended questions, invite participants for one-item-polls, invite discussions on specific topics and so on. The network thus offers a more flexible way to study different topics than questionnaires and interviews typically allow.

A third advantage of the online social network is the ease of contacting the participants. Our participants are young adults who experience many life transitions, like starting a new school or job, moving out of the parental home or moving in
with a partner or friends. This period in life is thus marked by many changes, which can make it more difficult to stay in contact with participants. By using participants’ email address to create an account on an online social network, participants could be contacted independently of employment changes or moving house. If participants change their email address, they can adapt this in their user account, making the continuity of the account potentially independent of changes in people’s lives.

Another reason that led to the decision of the creation of an online social network was to increase the fidelity of participants over the course of the study. Through an online social network we hoped to be able to stay in contact with them, so they would not have forgotten about the study by the time they were next contacted. Additionally, we wanted to increase identification with our study through direct interaction with participants, a strategy also intended to decrease attrition rates.

2.2 Reasons for Creating a New Online Social Network

In order to build a strong study identity for our study, we wanted to create a new online social network for which we were able to decide the layout and the functions and connect it with a public website for the study. The new network would be closely linked to our study and by using the network, participants would also identify with the study itself, thus ensuring continuous participation.

The second major reason for creating a new network was to have a network that is exclusive to the participants in our study. All participants enter the network without previous and outside contacts and can focus solely on other participants of the study. In existing networks, people are already connected with other people and often have already developed a specific behavioural pattern on how to use the network. By creating a new network, we would be able to give all participants the same ‘starting point’ and could also analyse relevant behaviours of co-regulation that would have been difficult to study in an existing network (e.g., newly formed connections between individuals, creation of groups around specific topics).

A final reason for not relying on an existing network relates to data privacy. If we had integrated the study within an existing network, it would not have been possible to guarantee participants the privacy of their data, as it would be owned by the specific network. By creating our own network, we are able to ensure that participants’ data is not used for commercial purposes and is solely used for research purposes within the research group.

3 The Online Social Network “Projet Expériences”

In this section, we present the online social network created for the purposes of the present study, named “Projet Expériences”. First, we describe the concrete decisions and steps we took in the creation of the network. Then, we give an overview over
some of the functions of the network and indicate how they relate to our research questions. In a third subsection, we show first results based on 365 participants. Finally, we conclude with the difficulties faced in the creation and maintenance of the network.

3.1 Building the Network: Steps, Choices, and Difficulties

Various functional goals determined the planning and the construction of the network. We wanted to be able to post closed and open-ended questions and short polls (i.e., flexibility of data collection), contact participants easily through a website and newsletters (i.e., ease of access to participants) and control access to the network (data privacy). Access control was also intended to link the network closely to the study and thus strengthen identification with it. Additionally, to study our research questions, we needed to create a platform, where participants could post texts and media contents (e.g., pictures, videos, music) to everyone or just the research team, as well as interact with other users online through friendship connections and exchange private and public messages. Finally, we wanted the network to be similar to existing networks so that participants would feel comfortable and experienced in using it.

We started exploring the different possibilities for creating a social networking platform, inspired by the features of the most popular existing ones (Facebook and Twitter). Giving the current success of online communities, many Content Management Systems (CMS) are freely available on the internet. CMS are applications providing tools for creating, editing, and publishing web content for non-expert users (among the most used CMSs are Drupal, Joomla, and Wordpress). The main difficulty was to compare and choose between the different options, as there are many different applications and plug-ins (software components that add specific functions) and it thus takes time to explore the advantages, compatibility and performance of each one. Together with the IT team of the university of Lausanne, we decided to use Wordpress, as the IT centre already had experience with the must-have plug-ins for this CMS and was ready to collaborate in the construction of the network.

3.2 Building Our Online Social Network Using Wordpress

Wordpress is a free and open-source software allowing the creation of blogs and websites. With the multitude of plug-ins available, Wordpress is also able to transform a website into a real network. We made sure that all the features we wanted were possible with this CMS and checked with the IT team that we had the necessary system requirements to use it. Before installing WordPress, we had to define our domain name and register it on a domain registration website.
The domain name should reflect the content of the website, be easy to remember and of course be available. As our project was interested in young people’s life experiences, we chose “ProjetExperiences.ch” (i.e., project experiences).

As we wanted to include social networking features in addition to simple blogs, we installed Buddypress, a powerful plug-in for Wordpress that enables participants to interact with each other and transforms Wordpress into a social network platform. Before we customized our website and social network, we chose a theme that handles the layout of the site and its content and determines the features available on the platform. We chose “Buddypress social” as it allows us to display different pages to users who are signed in versus others who are not. This way, we were able to make the description and results of our project public to all visitors, while restraining the social network part (e.g., profiles and activities of participants) to logged users. This theme allows additional interaction features like displaying the most commented posts and the most popular groups, improving the interactive experience of the network. The only disadvantage of this theme is that it is not free (around $100 per year). After installing the theme, we created the different pages of our public website, which is visible to everyone without registration. On this public website, we describe our project, present the research team and give regular updates on the results of the project. We also present the social network and shortly describe its main functions and uses. On this public website, we also suggest a calendar with regional events that could be of interest to our participants. Finally, we offer them “Useful links”, a list of relevant websites (associative, informative, pedagogical or preventive) that may be useful for education, hobbies or health. After this public, and more classic, part of the platform, we customized the network using Buddypress plug-ins.

### 3.2.1 Functions (and Related Plug-Ins)

Buddypress is an elaborate plug-in with many features that can be individually activated. We outline the different functions and describe the features of Buddypress required for each function.

Participants can **update their profile** using a variety of categories, like favourite films and books, and they can also give a brief description of themselves. The profile can give interesting information on how the participants define themselves and if they identify with specific groups (e.g., describing themselves as an apprentice or employee at a specific company). This function is possible with the feature “Extended Profiles”.

The users can **make friend connections** by asking other users to be their friends. These connections are especially important for our research question on group identification as we can investigate if people make connections solely within their group (e.g., employees at a company) or if they try to enlarge their network by connecting with participants from other groups. This function is enabled by the feature “Friends”.

The users can *post texts, links, pictures or videos* they want to share with other members of the network and their activities are then displayed on the network for other members to see. This function is central to our research as it allows participants to express themselves on their day-to-day-life, but also on specific experiences. Additionally, they can choose to comment on posts of other participants, which is interesting in the context of shared experiences: Do participants comment by sharing similar experiences, offer advice, give feedback, or do not respond at all? The feature “Activity stream” allows the display of recent activities of each member, while an additional plug-in “BuddyPress Activity Plus” allows sharing links, pictures, and videos. In addition to posting public texts, participants can *send personal messages* to other users directly, which only they can see (like emails). This function is possible with the feature “Private messaging”.

Finally, participants can *create and join groups* based on specific topics that may interest them. This function is also central for our research as participants can write or discuss about topics that may be of specific concern to them at that time (e.g., their apprenticeship, their boss, their relationships). We are interested to see if people will discuss about their experiences regarding specific topics and if so, how this discussion will develop: Will people actively encourage each other or give advice or will they passively tell their own experiences while not engaging in a discussion with others. Additionally, it will be interesting to see if the language used in such groups (e.g., positive vs. negative “atmosphere”, abbreviations, longer vs. shorter texts) will be different from group to group (similarly to the emergence of norms in the statistics course by Postmes et al. 2006). Next to these public groups, participants can also create private groups, which are only visible to the participant and the research team. Here, participants can talk about private experiences or use it as a diary to document their everyday life and events. This final function is enabled through the feature “Groups”.

These plug-ins and features are integrated in the BuddyPress package and are mostly designed to enrich the interpersonal and intergroup interactions, which was one of our priorities. To facilitate the management of our network we installed the following additional plug-ins, tested them and checked their compatibility with our BuddyPress theme: “Add New Users” (facilitates the addition of new users and attribution of different roles, e.g., subscriber for participants, administrator for research team), “Contact Form 7” (allows the creation of contact forms so participants and people interested on our project can easily contact us), “WP-polls” (enables the creation of quick polls on specific topics), “BP Redirect to profile for Buddypress” (redirects users to their profile and activity-page when they log in), and “Wysija Newsletters” (allows the design and creation of newsletters and makes it possible to import and manage our list of participants). Finally, we included “Connection attempts limit” to increase the security of our network: With this plug-in, we prevent individuals or a robot from making unlimited login attempts, making the network more secure against attacks from outsiders.
3.2.2 Network Preparation and Maintenance

Before registering the first users on our network, we created several groups on topics which we thought might be relevant to participants and would be interesting for us to collect data (e.g., my apprenticeship, my boss, my worries, my projects, feeling lonely). We wanted participants to join these groups, talk about their experiences in these different domains and discuss them with each other. We were interested to see how participants would talk about their experiences, how they would interpret them, but also how other users would react (e.g., by sharing their own experiences or offering their advice). Next to these research-relevant topics, we also created several groups around leisure-oriented topics to motivate participants to join the groups and discussions (e.g., music, sports, news, festivals, vacations). These groups are not primarily the focus of data collection, but were intended to give participants the possibility to exchange on less sensitive topics and to strengthen their fidelity to the network and the study.

Once the network was in use, we sent out newsletters to inform participants about new results of the study on the website and to announce the creation of new groups. We thereby wanted to remind participants of the network and the study and hoped to motivate them to log in by asking specific questions. Finally, we organised raffles (e.g., tickets for the movie theatre) to further motivate our participants to use the network.

With respect to our role as researchers on the network, all of the members of the research team had a user account with their first name and the mention “research team” in parentheses (e.g., Mouna (research team)). As such, we were readily identifiable by the participants as members of the research team. We updated our profile and sometimes posted comments in groups to stimulate the discussion. We could participate in discussions, but did not want to explicitly moderate the discussions between participants.

3.3 Some Results Regarding the Use of the Network

This section presents some preliminary results of the use of the network. The results are based on participants recruited from two institutions: The “Centre for Professional Formation and Orientation” (CPFO) and the “Municipality of Lausanne” (MOL). The CPFO is a centre for young adults who have difficulties finding an apprenticeship place or who do not know yet what type of apprenticeship they would like to do. Participants from this institution are thus particularly vulnerable regarding their professional trajectory. The MOL, in contrast, was chosen to get a comparison group of apprentices, as well as young employees, who are well integrated into the labour market. We were thus able to recruit participants at different stages of their professional development.
3.3.1 Participants and Procedure

Participants from the CPFO were either pre-apprentices or apprentices, and those from the MOL either apprentices or young employees aged 16–30. These four groups of participants differed with regard to their professional situation. The employees from the MOL were in stable employment with little job insecurity. In contrast to the employees, the apprentices from the MOL may not be employed by the MOL afterwards, but their apprenticeship at this institution is likely to give them good prospects for their job search after the apprenticeship. The apprentices from the CPFO were unable to find an apprenticeship within a company and were thus less integrated in the job market than their counterparts from the MOL. Finally, the pre-apprentices from the CPFO had usually not yet chosen their specific professional track yet or had trouble finding an apprenticeship. These four groups thus differ with respect to their present professional situation, but also in their prospects for finding a stable employment in the future.

At the CPFO, members of the research team personally presented the study with a short description of its goals and the different methods of participation to the pre-apprentices and apprentices during one of their courses. The website and network was also briefly shown to participants, along with some of its functions. All of the pre-apprentices and apprentices who attended the presentation completed the questionnaire, but the rate of course absenteeism was high (51.7 % for pre-apprentices, 31.9 % for apprentices).

At the MOL, participants were contacted with a letter describing the study and indicating the website of the study for further information, as well as a questionnaire with a return envelope. 28.9 % of the apprentices and 28.7 % of the employees completed the questionnaire. Table 1 indicates the socio-demographic characteristics of the sample of people who completed the first questionnaire.

3.3.2 Measures

The questionnaire included questions on regulation strategies and different types of vulnerability, as well as activities of young adults. Only the measures used in this chapter will be presented here.

| Table 1 Means, standard deviations and percentages of socio-demographic variables of the sample that completed the first questionnaire |
|---------------|-----------------|---------------|-----------------|-----------------|-----------------|
|               | CPFO            | MOL            |                 |                 |                 |
|               | Pre-apprentices | Apprentices   | Apprentices    | Employees       | Total           |
| Age: M (SD)   | 16.68 (0.85)    | 19.35 (1.83)   | 19.07 (2.91)   | 26.42 (2.34)    | 22.24 (4.61)    |
| Men: %        | 62.1            | 60.8           | 63.6           | 47.4            | 55.1            |
| Swiss: %      | 43.9            | 53.2           | 78.2           | 89.0            | 72.7            |
| N             | 58              | 79             | 55             | 173             | 365             |
Discrimination was assessed with one item, which was adapted from the European Social Survey: “Are you member of a group, which you believe is treated less well than other groups in Switzerland?” Answer options were yes (1) or no (0).

Financial worries were assessed with two items from the LIVES Daily Stress Inventory (Morselli et al. 2014). Participants reported to what degree they were worried about not having enough money to cover their living expenses (e.g., paying rent and bills) or needing financial aid (e.g., unemployment benefits, social aid). The items had to be rated on a scale from 1 (it does not worry me at all) to 4 (it worries me a lot).

Relational worries were assessed with two items from the LIVES Daily Stress Inventory (Morselli et al. 2014). Participants indicated to what extent they were worried about being alone or of having conflicts with family members on the same 4-point-scale as before.

Self-esteem was assessed with five items from the Rosenberg (1965) Self-Esteem scale, which had to be rated on a 6-point scale of 1 (not at all) to 6 (absolutely). One example item was “On the whole, I am satisfied with myself”.

Lack of control was assessed with one item from the Perceived Stress Scale (Cohen et al. 1983), which had to be rated on a 6-point scale of 1 (not at all) to 6 (absolutely): “I feel that I am unable to control the important things in my life”.

Internet use and computer access. In addition to these psychological questions, participants were asked about their use of internet and computer resources. They were asked what they did on the Internet and could select multiple answers: (1) read and write emails, (2) participate on an online social network, and (3) surf on websites. Additionally, they were asked how often they use the Internet on the following 5-point scale: 0 (never or almost never), 1 (several times per month), 2 (several times per week), 3 (everyday), and 4 (several times per day). Finally, they were asked whether they possessed or had easy access to a computer and/or a smartphone.

3.3.3 Who Has an Online Account?

In a first questionnaire, we asked all participants to indicate their name and contact details (i.e., postal and email address) to be able to contact them again. Additionally, we asked them to provide a username for the online social network. Of the 365 participants completing the questionnaire, 280 participants (76.7 %) indicated a valid email address so that we were able to create an account for each of them. In order to determine who is more or less likely to provide a valid email address, we ran a logistic regression analysis including socio-demographic variables in a first step and computer and internet use in a second step. In a final step we included the different types of vulnerability discussed in the introduction.

As our study focuses on vulnerability, it is important to know whether our methodology is adapted to our participants or if – on the contrary – the most vulnerable participants decide not to participate in the social network. We ran these analyses with the entire sample (N = 365 participants).
Table 2 presents the means and standard deviations and percentages of computer use and vulnerabilities of the whole sample ($N = 365$)

<table>
<thead>
<tr>
<th>Access to</th>
<th>CPFO Pre-apprentices</th>
<th>CPFO Apprentices</th>
<th>MOL Apprentices</th>
<th>MOL Employees</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer (%)</td>
<td>93.1</td>
<td>87.2</td>
<td>96.4</td>
<td>98.3</td>
<td>94.8</td>
</tr>
<tr>
<td>Smartphone (%)</td>
<td>41.4</td>
<td>50.0</td>
<td>76.4</td>
<td>75.6</td>
<td>64.7</td>
</tr>
<tr>
<td>Internet use</td>
<td>57.9</td>
<td>57.7</td>
<td>87.3</td>
<td>91.3</td>
<td>78.2</td>
</tr>
<tr>
<td>Emails (%)</td>
<td>80.7</td>
<td>80.8</td>
<td>89.1</td>
<td>75.6</td>
<td>79.6</td>
</tr>
<tr>
<td>Social network (%)</td>
<td>73.7</td>
<td>76.9</td>
<td>90.7</td>
<td>94.8</td>
<td>87.0</td>
</tr>
<tr>
<td>Surfing (%)</td>
<td>2.85 (1.06)</td>
<td>2.96 (0.97)</td>
<td>3.41 (0.78)</td>
<td>3.47 (0.69)</td>
<td>3.25 (0.87)</td>
</tr>
<tr>
<td>Frequency (0–4)</td>
<td>2.24 (0.88)</td>
<td>2.45 (0.79)</td>
<td>2.34 (0.82)</td>
<td>2.14 (0.81)</td>
<td>2.25 (0.82)</td>
</tr>
<tr>
<td>Vulnerability</td>
<td>2.11 (0.98)</td>
<td>2.08 (0.93)</td>
<td>2.35 (0.89)</td>
<td>2.15 (0.90)</td>
<td>2.16 (0.92)</td>
</tr>
<tr>
<td>Discrimination (%)</td>
<td>4.63 (0.99)</td>
<td>4.75 (0.93)</td>
<td>4.43 (0.79)</td>
<td>4.57 (0.71)</td>
<td>4.60 (0.82)</td>
</tr>
<tr>
<td>Financial worries (1–4)</td>
<td>2.61 (1.42)</td>
<td>2.63 (1.47)</td>
<td>2.27 (1.25)</td>
<td>2.30 (1.29)</td>
<td>2.41 (1.35)</td>
</tr>
<tr>
<td>Self-esteem (1–6)</td>
<td>2.50 (1.72)</td>
<td>2.51 (1.75)</td>
<td>2.42 (1.76)</td>
<td>2.39 (1.78)</td>
<td>2.46 (1.80)</td>
</tr>
<tr>
<td>Lack of control (1–6)</td>
<td>2.11 (0.98)</td>
<td>2.08 (0.93)</td>
<td>2.35 (0.89)</td>
<td>2.15 (0.90)</td>
<td>2.16 (0.92)</td>
</tr>
<tr>
<td>Relational worries (1–4)</td>
<td>2.61 (1.42)</td>
<td>2.63 (1.47)</td>
<td>2.27 (1.25)</td>
<td>2.30 (1.29)</td>
<td>2.41 (1.35)</td>
</tr>
<tr>
<td>Internal</td>
<td>2.50 (1.72)</td>
<td>2.51 (1.75)</td>
<td>2.42 (1.76)</td>
<td>2.39 (1.78)</td>
<td>2.46 (1.80)</td>
</tr>
<tr>
<td>Self-esteem (1–6)</td>
<td>2.61 (1.42)</td>
<td>2.63 (1.47)</td>
<td>2.27 (1.25)</td>
<td>2.30 (1.29)</td>
<td>2.41 (1.35)</td>
</tr>
<tr>
<td>Lack of control (1–6)</td>
<td>2.50 (1.72)</td>
<td>2.51 (1.75)</td>
<td>2.42 (1.76)</td>
<td>2.39 (1.78)</td>
<td>2.46 (1.80)</td>
</tr>
<tr>
<td>Relational worries (1–4)</td>
<td>2.61 (1.42)</td>
<td>2.63 (1.47)</td>
<td>2.27 (1.25)</td>
<td>2.30 (1.29)</td>
<td>2.41 (1.35)</td>
</tr>
<tr>
<td>Internal</td>
<td>2.50 (1.72)</td>
<td>2.51 (1.75)</td>
<td>2.42 (1.76)</td>
<td>2.39 (1.78)</td>
<td>2.46 (1.80)</td>
</tr>
<tr>
<td>Self-esteem (1–6)</td>
<td>2.61 (1.42)</td>
<td>2.63 (1.47)</td>
<td>2.27 (1.25)</td>
<td>2.30 (1.29)</td>
<td>2.41 (1.35)</td>
</tr>
<tr>
<td>Lack of control (1–6)</td>
<td>2.50 (1.72)</td>
<td>2.51 (1.75)</td>
<td>2.42 (1.76)</td>
<td>2.39 (1.78)</td>
<td>2.46 (1.80)</td>
</tr>
</tbody>
</table>

Table 2 presents the means and standard deviations and percentages of computer and Internet use, as well as of the different vulnerability types. Table 3 shows the results of the logistic regression analysis on the indication of a valid email address.

The large majority of the participants owns a computer or has easy access to one, with employees from the MOL being more likely to have one than apprentices from the CPFO ($X^2(3) = 13.88, p = 0.003$). Participants from the MOL were more likely to own a smartphone than participants in the CPFO ($X^2(3) = 33.40, p < 0.001$).

Regarding Internet use, the participants from the MOL read their emails and surfed on the Internet more than participants from the CPFO ($X^2(3) = 52.90, p < 0.001$ and $X^2(3) = 25.75, p < 0.001$). They also spent more time on the Internet (several times a day) than participants from CPFO (once a day, $F(3,359) = 12.30, p < 0.001$). Apprentices in the CPFO were less likely to report having experienced discrimination than employees from the MOL ($X^2(3) = 11.83, p = 0.008$). This finding is surprising to the extent that the percentage of Non-Swiss is much higher in the CPFO than in the MOL. It therefore suggests that discrimination may be related to different groups within the different samples: Although most employees from the MOL are Swiss, they may be discriminated against based on gender, class, political orientation, and so on. There are no significant differences in the remaining vulnerabilities between the participants. All groups have relatively low levels of financial and relational (i.e., interpersonal) worries, as well as lack of control, while self-esteem is relatively high.
Table 3  Logistic regression analysis on the indication of a valid email address (unstandardized coefficients, standard errors and odds ratios) \((N = 365)\)

<table>
<thead>
<tr>
<th>DV: indication of valid email address</th>
<th>B</th>
<th>S.E.</th>
<th>Odds ratio</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Socio-demographic</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.12</td>
<td>0.073</td>
<td>1.12</td>
<td>0.112</td>
</tr>
<tr>
<td>Gender: Men</td>
<td>0.11</td>
<td>0.315</td>
<td>1.12</td>
<td>0.720</td>
</tr>
<tr>
<td>Nationality: Swiss</td>
<td>0.05</td>
<td>0.364</td>
<td>1.05</td>
<td>0.885</td>
</tr>
<tr>
<td>Group status</td>
<td></td>
<td></td>
<td></td>
<td>0.038</td>
</tr>
<tr>
<td>Group: Pre-apprentices CPFO</td>
<td>1.34</td>
<td>0.518</td>
<td>3.84</td>
<td>0.009</td>
</tr>
<tr>
<td>Group: Apprentices MOL</td>
<td>0.89</td>
<td>0.534</td>
<td>2.45</td>
<td>0.094</td>
</tr>
<tr>
<td>Group: Employees MOL</td>
<td>-0.45</td>
<td>0.655</td>
<td>0.64</td>
<td>0.490</td>
</tr>
<tr>
<td>Access to</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer</td>
<td>0.69</td>
<td>0.683</td>
<td>1.99</td>
<td>0.313</td>
</tr>
<tr>
<td>Smartphone</td>
<td>0.36</td>
<td>0.333</td>
<td>1.44</td>
<td>0.279</td>
</tr>
<tr>
<td>Internet use</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emails</td>
<td>0.81</td>
<td>0.361</td>
<td>2.25</td>
<td>0.025</td>
</tr>
<tr>
<td>Social network</td>
<td>-0.16</td>
<td>0.380</td>
<td>0.85</td>
<td>0.674</td>
</tr>
<tr>
<td>Surfing</td>
<td>0.86</td>
<td>0.432</td>
<td>2.36</td>
<td>0.047</td>
</tr>
<tr>
<td>Frequency</td>
<td>0.22</td>
<td>0.192</td>
<td>1.25</td>
<td>0.251</td>
</tr>
<tr>
<td>Vulnerability</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>External</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discrimination</td>
<td>0.51</td>
<td>0.417</td>
<td>1.67</td>
<td>0.222</td>
</tr>
<tr>
<td>Financial worries</td>
<td>-0.35</td>
<td>0.204</td>
<td>0.70</td>
<td>0.083</td>
</tr>
<tr>
<td>Internal</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relational worries</td>
<td>0.51</td>
<td>0.198</td>
<td>1.67</td>
<td>0.010</td>
</tr>
<tr>
<td>Self-esteem</td>
<td>-0.42</td>
<td>0.227</td>
<td>0.66</td>
<td>0.068</td>
</tr>
<tr>
<td>Lack of control</td>
<td>-0.02</td>
<td>0.129</td>
<td>0.98</td>
<td>0.876</td>
</tr>
</tbody>
</table>

Reference group for group status are apprentices from CPFO

Pre-apprentices from the CPFO (74.1 %) and apprentices from the MOL (85.5 %) were more likely to indicate a valid email address than apprentices from the CPFO (58.2 %). People who write emails and surf the Internet regularly were more likely to indicate an email address (81.7 % and 80.3 % respectively) than those who do not (60.8 % and 57.4 % respectively). Surprisingly, participating in an online social network had no impact on indicating a valid email address: Online social network users were neither more nor less likely to indicate an address (78.2 %) than others (73.0 %). Of the different types of vulnerability, financial worries were associated with lower likelihood of providing a valid email address, while relational worries predicted the indication of an email address positively. Additionally, people with high self-esteem were less likely to indicate a valid email address. These results suggest that people with internal vulnerabilities rather than material ones were especially interested in joining the online social network. Age, gender, and nationality did not have significant effects.
Table 4 Sample sizes and percentages of participants logging in and/or doing something on the network

<table>
<thead>
<tr>
<th></th>
<th>CPFO</th>
<th>MOL</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-apprentices</td>
<td>Apprentices</td>
<td>Apprentices</td>
</tr>
<tr>
<td>Account</td>
<td>43 74.1</td>
<td>46 58.2</td>
<td>47 85.5</td>
</tr>
<tr>
<td>Log in: no</td>
<td>42 97.7</td>
<td>39 84.8</td>
<td>32 68.1</td>
</tr>
<tr>
<td>Log in: yes</td>
<td>1 2.3</td>
<td>7 15.2</td>
<td>15 31.9</td>
</tr>
<tr>
<td>Activity: no</td>
<td>0 0.0</td>
<td>1 14.3</td>
<td>11 73.3</td>
</tr>
<tr>
<td>Activity: yes</td>
<td>1 100.0</td>
<td>6 85.7</td>
<td>4 26.7</td>
</tr>
</tbody>
</table>

3.3.4 Who Uses the Online Account?

As mentioned above, an account was created for the 280 participants who provided a valid email address. We now turn to see who has been going online and/or been active on the network. Table 4 shows the sample size and percentages of participants logging in to the network and/or doing something on it.

The results show a dire picture of participation: Only about a quarter of the participants actually logged in at least once into the network. This percentage was low for pre-apprentices (2.3 %) and apprentices from the CPFO (15.2 %), while reaching almost a third for the participants from the MOL. This first step of actually logging into the network once is thus clearly a barrier for most participants.

The loss of participants at this stage may be due to two causes: (1) participants receive the username and are not interested to log into the network or (2) participants do not receive the username because the email address is not correct or they do not read their emails regularly.

Although we cannot determine the cause of the loss, the second explanation is supported by some indices. As we saw before, participants from the CPFO are much less likely than participants from the MOL to even log in even once, and they are also much less likely to regularly read their emails as indicated in Table 2. Additionally, when we sent an email to the winners of the first raffle, not all of the winners contacted us to collect their tickets, indicating that they may not have read the email in the first place (we asked them to verify their postal address so that we could send the tickets).

Interestingly, while the participants from the CPFO were much less likely to actually log in than participants from the MOL, once they did log in, almost all of them did something on the network. The opposite was true for participants from the MOL who were much more likely to have a look around without doing anything.

To investigate who is more likely to actually go online (independently of doing something or not), we ran a logistic regression analysis on those who had logged in at least once (as opposed to those who never logged in) including the same predictors as before. The only significant predictor was group status: Apprentices from the MOL ($O.R. = 12.13, p = 0.024$) and employees from the MOL ($O.R. = 8.25, p = 0.084$) were more likely to go online than those from the CPFO. None of the vulnerability types predicted more or less use of the network.
3.4 Difficulties

These findings show without ambiguity that participants are very reluctant to log in to the network to begin with, and when they do so, that it is highly likely that they will leave without leaving any trace. For the first log-in to the network, for example, more than two-thirds of the participants are lost. The difficulty of this participant loss is that we cannot determine whether people do not receive the log-in details and therefore do not log in, or whether they do receive them, but are not motivated to log in. Of those who do log in, only a small percentage of participants actively does something (those from the CPFO were somewhat more active than those from the MOL). These findings underscore the necessity to motivate participants actively and interactively, at least in the beginning, to join and to be active on the network. We tried to do this with raffles for network participants and asking questions for specific topic groups, but these measures can only be effective if participants actually read their emails.

Most of the activity on the network happens in areas less oriented towards research: Participants mostly updated their profile with a picture and their favourite music or sports, but without any self-description or discussion that could have been used for research purposes. Some joined groups without posting something and none actually joined the research-related groups at all. The fact that most activity happened in non-research-related domains like uploading pictures and joining “fun” groups does not, however, mean that the network cannot be used for research purposes. Participants may want to get used to the network and meet fellow users doing fun activities before posting personal comments on topics, which may be more sensitive (e.g., worries, projects).

Finally, the creation and maintenance of the network requires a considerable amount of time as well as technical skill and knowledge. Although the CMS in general, and Wordpress and Buddypress specifically, are developed for non-experts, users still need to invest time and effort to make such a network work. The utility of all the features and plug-ins, as well as their compatibility with each other, need to be tested and re-tested. Before going online, we did a pilot study with around 50 colleagues to see if the network and all the functions would work as they should. Now that the network is online, we still need to update the software and its plug-ins regularly to ensure the effective functioning of the website. Time is also needed for the regular update of the network and website. The calendar of regional events needs to be updated every few weeks and we try to create new groups around current topics to keep participants interested.

4 Conclusion and Future Directions

There can only be one conclusion with respect to the use of newly created social networks for research purposes, and it is rather disappointing: It is exceedingly difficult to attract participants to log in and then to use the network, not to mention to
bring them to contribute to the network on a regular basis and to interact with others in a scientifically exploitable way. With hindsight, it may well be that as researchers we were overly optimistic not to say blinded by the scientific possibilities of a network and at the same time not sensitive enough to real-life constraints of young adults. Or more simply, the expectations of researchers were fundamentally incompatible with the everyday motivations of participants. We have the impression we did everything we could in order to set up an attractive and functional network only to observe that it did not make much of a difference. This outcome just seems to show that successful implementations of “high-tech” solutions to study social science problems require a tremendous amount of preparation, organisation and communication, and thus funding.

But not everything is lost. There are several possibilities that could make the network more attractive to young adults. First, with the necessary funding, it would be possible to financially compensate active participation in the network according to clear guidelines, thereby potentially creating a self-sustaining dynamic within the network.

Second, the network could be opened to the public at large so that the participants of our study could also communicate with their friends or other persons who do not participate in the study. This would make the network even more similar to the usual social networks with the advantage, however, that we would maintain data privacy. Opening up the network could also lead to a transformation of the website into a network on life transitions in general where individuals could share their experiences and life events. Websites, which follow a similar procedure are www.experienceproject.com and www.microaggressions.com for instance, which are regularly visited by people all over the world to “talk” about their everyday experiences.

Third, we might focus the network on topics that are most relevant to our participants. For instance, we could focus on topics like finding an apprenticeship position for pre-apprentices, thus creating a platform that has also practical instead of only scientific goals. Such a network would maybe also send a message to participants that the research team is sensitive to issues of concern for participants. We are presently evaluating these different options aimed at reinventing the network. The future will show whether these changes result in a different user behaviour among young participants, thus making it possible to address our original research questions.

Open Access This chapter is distributed under the terms of the Creative Commons Attribution-Noncommercial 2.5 License (http://creativecommons.org/licenses/by-nc/2.5/) which permits any noncommercial use, distribution, and reproduction in any medium, provided the original author(s) and source are credited. The images or other third party material in this chapter are included in the work’s Creative Commons license, unless indicated otherwise in the credit line; if such material is not included in the work’s Creative Commons license and the respective action is not permitted by statutory regulation, users will need to obtain permission from the license holder to duplicate, adapt or reproduce the material.
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Studying Youth Transitions Through a Social Network: First Impressions

Attrition in the Swiss Household Panel: Are Vulnerable Groups more Affected than Others?

Martina Rothenbühler and Marieke Voorpostel

1 Introduction

One of the major difficulties of longitudinal surveys is panel attrition, the loss of panel members from one wave to the next. Attrition can lead to selective samples and make the interpretation of estimates problematic. The central concern in the analysis of attrition is therefore selection bias, that is, a distortion of the estimation results due to non-random patterns of attrition. Attrition may be especially problematic for vulnerable populations that are more difficult to survey, as they are more likely to drop out of panel surveys.

A common distinction is made between attrition that is completely at random, attrition that is selective on variables observed in the data and attrition that is selective on variables unobserved in the data. If the attrition is random, then the erosion of the sample does not lead to biased estimates. However, in most cases the attrition is non-random (Alderman et al. 2001). If attrition introduces a bias in the estimates of interest, selective attrition on observable variables is more amenable to statistical solutions than attrition on unobserved variables. Weighting strategies can help to reduce or even completely repair the effects of attrition on estimations. Using information from prior waves to model appropriate weights can contribute to reducing the amount of unexplained variation in the data due to attrition, but selective attrition on unobservable variables remains a problem.
We investigate the problem of attrition using the Swiss Household Panel (SHP). The SHP is a longitudinal survey with annual repetition and its main objective is the analysis of socio-economic change within households, in particular the dynamics of living conditions of the population in Switzerland.

In this contribution, we present two kinds of attrition analysis: first we show in Sect. 4 how variables can be affected by attrition by comparing means and frequencies of the answers given in the first wave by all respondents (all longitudinal sample members) with the longitudinal sample members still participating at a later wave. We also assess to what extent the use of weights correct for any bias. Second, we show which sociodemographic characteristics are most related to attrition patterns. This second part focuses on the relation between indicators of latent vulnerability and panel attrition and is addressed in Sect. 5. Using a discrete-time competing risk model, we analyse the impact of these variables on the dropout probability. Before turning to the analytical part, we describe in Sect. 2 the relation between being at risk of vulnerability and several demographic characteristics by using different theoretical approaches and point out how in turn these characteristics are related to attrition by presenting results from other studies. In Sect. 3 we give a short overview of the data used for our analyses. The last part of this contribution, Sect. 6 concludes the chapter by discussing the potential and limits of both analysing and countering selective attrition.

2 Attrition in Relation to Vulnerability

Nonresponse and panel attrition may be especially a problem for vulnerable populations. In this study we define people as vulnerable or at risk of being vulnerable if they possess traits that position them in low levels within the socio-economic stratification. Several characteristics related to participation in surveys are associated with vulnerability, such as having a lower level of education, foreign nationality, being unemployed, in poor health, or being divorced (Loosveldt and Carton 2001; Kleiner et al. 2012; Stoop 2005; Watson and Wooden 2009). These characteristics indicate latent vulnerability; they tend to go together with a deficit in resources, creating a risky environment.

There are several reasons why vulnerable groups are in general more likely to drop out of surveys.

First, some vulnerable groups may be more difficult to locate or to contact, especially if they are more likely to move. For example, negative life events such as divorce usually involve the move of at least one of the partners, increasing the risk of losing track of the respondent. Unemployed and inactive people, older people, and people with children are more likely to be found at home, and these groups tend to include more women (Stoop 2005; Watson and Wooden 2009).

After locating and contacting sample members, they still have to be willing to cooperate. In making their decision sample members take the costs and benefits associated with participating into account (Dillman et al. 2002). Vulnerable groups
may expect higher costs and lower benefits for several reasons. First, expected benefits may be lower or the costs higher if past experiences in a previous wave have been unpleasant, thereby decreasing the likelihood of participation (Loosveldt and Carton 2001). Respondents from vulnerable groups, such as those who experience a combination of factors such as unemployment, poverty and health problems, may experience talking about their negative situations as unpleasant, making the interview situation uncomfortable.

Another reason is that certain vulnerable groups may lack the skills needed to successfully complete the survey and make it a pleasant experience. Loosveldt and Carton (2001) provide evidence that participation in the second wave of a panel study is related to the respondent’s ability to perform the task; an ability that is found to be lower for less educated respondents (Loosveldt 1997). Also language proficiency is an important skill necessary to successfully participate in an interview, which poses problems when interviewing certain minority groups (Kleiner et al. 2012).

Finally, benefits of participation are expected to be lower for groups who are less socially integrated, which is related to vulnerability as well. Studies have shown social integration and isolation to be correlated with the likelihood of responding to surveys (Stoop 2005; Watson and Wooden 2009). For the SHP, this correlation has been established in earlier studies as well (Lipps 2007; Voorpostel 2010). People who score high on social integration are more likely to participate in surveys for several reasons. One reason is that they tend to be guided by the norms of the dominant culture, in which participation in a survey may be seen as a “civic duty” (Dillman et al. 2002; Johnson et al. 2002). Second, less social integration is related to more cynicism about established institutions, an attitude which expected to influence response rates to surveys as well Stoop (2005). Third, individuals who score higher on social integration are more likely to find the topics that are usually covered in surveys relevant or important. One potentially useful indicator of social involvement is political interest. Research has shown that politically interested people are more cooperative irrespective of the survey topic (Stoop 2005). Possibly a wide variety of topics covered in most surveys are of interest to members’ level of interest, however, is also judged on experiences made in previous waves. Generally speaking, more interest in the topic will lead to a higher probability of responding Groves et al. (2000, 2004).

Many of the usual background characteristics in nonresponse analyses can be linked to these processes behind non contact and noncooperation. For instance, employed people and people with a higher socio-economic status are often harder to contact, as they are less often found at home, but they are more willing to cooperate than people from a lower socio-economic stratum or unemployed people, as employed people and people with a higher socio-economic status might have better skills, experience lower opportunity costs and be more interested in the survey. Also, holding a paid job can be perceived as a way of participating in society, whereas unemployed people face more social isolation (Gallie and Paugam 2004). Older people, on the other hand, are easier to contact, because they are more likely to be at home, but they tend to be more reluctant to cooperate. Some groups are harder
to contact and more reluctant to cooperate, such as men, singles, ethnic minorities, younger persons, and big city dwellers (Stoop 2005).

In Sect. 5 we examine the importance of several factors related to attrition and latent vulnerability, most importantly age, education, income, working status, civil status, nationality, health and political interest. In addition we also include gender, the presence of children in the household and whether the respondent is a home owner or a tenant. It should be noted that our indicators of latent vulnerability are not absolute proof of vulnerability, but only provide an indication of being potentially at risk for vulnerability.

3 Data

The analyses in this chapter are based on the Swiss Household Panel (SHP). Currently, the SHP consists of three samples. The first sample SHP_I started in 1999, when 5074 households were interviewed for the first time. In 2004 a refresher sample was added with 2538 additional households (SHP_II). The third sample (SHP_III) started in 2013. The interviews are done both at the household and the individual level using the computer assisted telephone interviewing (CATI) method. Every household member aged at least 14 is eligible to answer to the individual questionnaire.

In 2012, that is the 14th wave of SHP_I and the 9th wave of SHP_II, the combined panel SHP_I and SHP_II contained 4390 households. The SHP_I counted 2923 households who answered to the household questionnaire. This corresponds to 58 % of the number of household interviews conducted in the first wave in 1999. The second panel, SHP_II, had 1467 valid household questionnaires in 2012. This is also equivalent to 58 % of the number of household interviews conducted in 2004. In terms of personal interviews, there were 7446 individuals who answered the questionnaire, 5032 of them belonging to the SHP_I and 2414 to the SHP_II.

At the individual level we differentiate between the overall number of individual interviews and the fully longitudinal ones. The former include original sample members (OSM), that is individuals that were already present in the first wave, as well as their cohabitants, individuals who joined the household after the first wave and were thus not part of the sample as it was drawn. The fully longitudinal individual interviews refer to OSM who answered at each consecutive wave.

As can be seen in Table 1 the overall number of individual interviews in the SHP_I diminished until 2005. A number of changes1 in the rules of follow-up in

1Since 2006, participants receive an unconditional incentive. If all household members participate, the household receives another, this time conditional, incentive. The incentives contribute to motivate the people to maintain cooperation throughout the duration of the panel. Together with the unconditional incentive, participants also receive some information about the survey in general and some results from the previous wave.
Table 1  Number of valid individual and household interviews in SHP_I and SHP_II for the years 1999–2012

<table>
<thead>
<tr>
<th>Year</th>
<th>SHP_I Individual interviews</th>
<th>Household interviews</th>
<th>Fully longitudinal individual interviews</th>
<th>SHP_I Individual interviews</th>
<th>Household interviews</th>
<th>Fully longitudinal individual interviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999</td>
<td>7799</td>
<td>5074</td>
<td>7799</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>7073</td>
<td>4425</td>
<td>6335</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2001</td>
<td>6601</td>
<td>4139</td>
<td>5429</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2002</td>
<td>5700</td>
<td>3582</td>
<td>4480</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2003</td>
<td>5220</td>
<td>3227</td>
<td>3888</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2004</td>
<td>4413</td>
<td>2837</td>
<td>3076</td>
<td>3654</td>
<td>2538</td>
<td>3654</td>
</tr>
<tr>
<td>2005</td>
<td>3888</td>
<td>2457</td>
<td>2622</td>
<td>2649</td>
<td>1799</td>
<td>2395</td>
</tr>
<tr>
<td>2006</td>
<td>4091</td>
<td>2537</td>
<td>2399</td>
<td>2568</td>
<td>1684</td>
<td>1930</td>
</tr>
<tr>
<td>2007</td>
<td>4630</td>
<td>2817</td>
<td>2209</td>
<td>2350</td>
<td>1494</td>
<td>1601</td>
</tr>
<tr>
<td>2008</td>
<td>4494</td>
<td>2718</td>
<td>2060</td>
<td>2410</td>
<td>1546</td>
<td>1400</td>
</tr>
<tr>
<td>2009</td>
<td>4800</td>
<td>2930</td>
<td>1952</td>
<td>2309</td>
<td>1476</td>
<td>1289</td>
</tr>
<tr>
<td>2010</td>
<td>5057</td>
<td>2985</td>
<td>1876</td>
<td>2489</td>
<td>1557</td>
<td>1220</td>
</tr>
<tr>
<td>2011</td>
<td>5103</td>
<td>2977</td>
<td>1811</td>
<td>2481</td>
<td>1520</td>
<td>1155</td>
</tr>
<tr>
<td>2012</td>
<td>5032</td>
<td>2923</td>
<td>1739</td>
<td>2414</td>
<td>1467</td>
<td>1102</td>
</tr>
</tbody>
</table>

2006 and 2008 had a positive impact on the participation rate. Since 2006, the number of individual interviews has increased more or less steadily until 2011 and decreased slightly in 2012. On the other hand, the number of fully individual longitudinal interviews decreases steadily after the first wave. In 2012, 22% of the OSM of the SHP_I had answered the individual questionnaire every year since 1999, compared with 30% of the SHP_II.

The first part of the analysis, the comparison of means and frequencies (see Sect. 4) as well as the multivariate analysis of the characteristics of individuals in Sect. 5 is performed using only the data of the SHP_I. Furthermore, we only include the observations of OSM. Despite having an influence on the sample size, this restriction makes sure that we do not confound the effects of attrition with evolution, that is time and period effects, by allocating the same starting point to all the subjects included in the analysis.

4 Differences in Means and Frequencies due to Attrition

To analyse the effect of attrition we examine whether means and frequencies of a series of variables change if the sample composition changes due to dropout of panel members. One can assume that if attrition would be at random, means and distributions of variables would not change following attrition.
For each wave, we can define a new sample that is composed of individuals who participated both at the first wave and at the wave in question. Because of dropout this sample is smaller than the original one in the first wave. We then compare the answers given in the first wave using each of these samples on one side and the control sample, which is the sample of the longitudinal sample members of the first wave, on the other side. This means that we analyse the data of the first wave, but use different samples: the sample composed by all longitudinal sample members of the first wave on one hand and a subsample of longitudinal respondents in any later wave on the other hand. Differences in the statistics between these two samples indicate that dropout from the SHP is not random.

In order to identify the variables affected by attrition, we examine all variables that were included in the latest wave and in any of the previous waves. We consider attrition from the SHP_I. We compare the means and frequencies calculated with the value of the first year of the variable $\xi$ in $(99, \ldots, 12)$ on the sub-populations of longitudinal respondents still present in the latest wave as follows:

$$sL^{EE} = sL^{EE}$$
$$sL^{RR} = sL^{EE} \cap sL^{SS}$$
$$\ldots$$
$$sL^{R12} = sL^{EE} \cap sL^{12} \ (1)$$

where $sL^{EE}$ represent the longitudinal respondents (OSM) in 1999 and $sL^{SS}$ are the longitudinal respondents in year 20$. Basically, we test to see if samples that still respond in a later year are representative of the same individuals that responded in the first year. The tests run through the SHP data of the wave 14 (year 2012).

The effect of attrition is analysed both on weighted and unweighted means and frequencies. The idea behind this approach is that the weight should correct for attrition e.g. that there should be no difference in means and frequencies when using different subsamples. The weights of the SHP represent a mixture of design weights and adjustment for nonresponse. The latter consists of several sociodemographic variables such as sex, age, civil status and nationality. As initial nonresponse to the first wave is also considered in the weighting scheme, the choice of the variables used for the adjustment to nonresponse is limited to information available in the sample frame.

As shown in Table 2, there are in total 1108 variables that appear in at least one wave of the SHP_I. Out of these, there are 306 variables that cannot be tested, either because they are proxy variables,$^3$ variables with the same response in all waves,$^2$ the analysis is done for the first panel SHP_I that started in 1999. The analysis for the combined panel SHP_I and SHP_II was done in the same way and produced comparable results (not presented).

$^2$The analysis is done for the first panel SHP_I that started in 1999. The analysis for the combined panel SHP_I and SHP_II was done in the same way and produced comparable results (not presented).

$^3$Proxy-variables involve reports on other household members.
Table 2 Effect of attrition of means and frequencies for the SHP_I

<table>
<thead>
<tr>
<th>Difference without weight</th>
<th>Difference with weight</th>
<th>Occurrences out of the 1108 variables (percent out of the 802 variables tested in parentheses)</th>
</tr>
</thead>
<tbody>
<tr>
<td>–</td>
<td>–</td>
<td>306</td>
</tr>
<tr>
<td>No</td>
<td>No</td>
<td>644 (80.3 %)</td>
</tr>
<tr>
<td>No</td>
<td>Yes</td>
<td>9 (1.1 %)</td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>85 (10.6 %)</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>64 (8 %)</td>
</tr>
</tbody>
</table>

variables with too few observations,\(^4\) variables of which the modality is too high\(^5\) or because it does not make sense to compare the variable.\(^6\)

In the 14th wave of the SHP_I there are 644 variables out of the 802 tested variables that are not affected by attrition. This means that in 80.3 % of the variables there is no difference in means or frequencies when the sample of the first wave is compared to any subsequent longitudinal sample. The variables considered do not appear to be biased after attrition. The mean or the frequencies of 85 of the tested variables are different, but the difference disappears once the weights are used. These variables are therefore touched by attrition but the weighting corrects the phenomenon. In 64 cases we observe a difference without the weight and the difference persists even with weighting. The variable is therefore affected by attrition without the possibility of correction by weighting. With nine variables the estimates are biased only if the weights are applied. In these cases the weights clearly fail to correct for selective attrition.

The variables having been identified as being biased by attrition (in particular variables related to leisure and politics) need to be studied with care by the researchers who use them in their analyses. These results do not mean that these variables are unusable. However, they show that the phenomenon of attrition can certainly not be ignored. Most of the variables that are affected by attrition concern information on leisure activities, political and social participation, professional integration and health, which is in line with previous studies on attrition. One variable affected by attrition is, for example, political interest. Because politically uninterested individuals tend to drop out, the means of the political interest in the original sample SHP_I in 1999 and in a subsample consisting of individuals still present in 2004 or onwards differ even when using the weights that should correct for attrition. Other variables that have been affected by attrition are satisfaction with health, associational membership and working status.

\(^4\)For categorical variables, at least one category needs to have 30 observations. Numeric variables are not tested if the total number of observations is less than 30.

\(^5\)This is for categorical variables with more than 100 distinct responses, such as the isco job classification.

\(^6\)This is the case for identification variables, dates or weights.
5 Participation Patterns and Sociodemographic Characteristics of Nonrespondents in the SHP

We now turn to the different causes for dropout and examine the characteristics of the individuals who participate in the SHP and those who drop out. We first give a short overview of the methods used to do this analysis (Sect. 5.1). We then describe the dropout rates according to the different reasons for nonresponse (Sect. 5.2). In Sect. 5.3 we describe the characteristics of the individuals for each participation pattern. The fifth part of this section is dedicated to the joint analysis of various characteristics in relation to dropping out of the SHP. We include the following characteristics: gender, age, education, working status, civil status, children in the household, Swiss nationality and legal status, income, home ownership, political interest and satisfaction with health status. We analyse the effect of these variables on several causes of nonresponse.

5.1 Methodological Note

Participation in the SHP can be considered as exposure to the risk of dropping out. This risk arises each year when the interviewers call to realise an interview. Furthermore, there are different kinds of risks: people can drop out because they refuse to participate, because of missing contact information or because illness or frailty prevents them from answering to the questions. We differentiate seven causes for dropping out:

1. Not eligible
2. Left the household
3. Problems related to health and/or age
4. Family-related problems
5. Refusal
6. Non contact
7. Other reason

We grouped the individuals who are not eligible anymore because of death, emigration or institutionalisation into one group. The second group considers individuals who left the household either temporarily or permanently. There is no other information about the reason for nonresponse available for these panel members. A third group comprises the individuals who cannot participate due to health or age problems, whereas the fourth group includes individuals who state family-related problems such as the death of a family member or taking care of other household members as reasons for not participating. The fifth group contains

7To measure the effect of income we use the natural logarithm of the personal gross income.
the individuals who refuse to participate without any specific reason, either at the individual or the household level. Individuals who could not be contacted anymore due to missing contact information are included in the sixth group. The last group considers various causes for nonresponse with too few observations to be analysed separately, such as language problems or technical difficulties.

We provide a description of the variables of interest both separately for each participation pattern and by reporting the overall distribution. Continuous variables are presented as means and standard deviations (sd) if they are distributed normally, otherwise as medians and interquartile ranges (IQR). The corresponding statistical association with the participation pattern is evaluated using analysis of variance or the Kruskal-Wallis-test, respectively. Categorical variables are described by counts and percentages and are compared using the $\chi^2$ test, Fisher’s exact test or multinomial logistic regression where appropriate. All hypotheses are two sided and a p-value less than 0.05 is deemed statistically significant. We performed all the analyses using the statistical packages STATA version 13.1 and R version 3.1.0.

In our case, participation is equal to survival whereas the different reasons for nonresponse are treated as competing failures. In order to investigate the dropout patterns according to these different causes of failure, we use Kaplan-Meier estimates. The Kaplan-Meier procedure enables us to examine the distribution of the length of participation by estimating conditional probabilities for each cause of failure at each point in time (at each wave in our case) and by using these probabilities to estimate the corresponding survival rates (Kaplan and Meier 1958). Applying a survival model enables us to take into account that the probability of dropping out in any subsequent wave depends on the probability of having participated in all the previous waves. The probability of survival until the end of a specific interval (wave) corresponds to the product of the probabilities of not dropping out at one of the previous waves: the discrete time hazard function is the probability of an event occurring during interval $t$, conditional on the fact that the event did not occur before $t$ (Mills 2011). We can therefore calculate a probability of not responding for each wave, given that there was no nonresponse up to this given wave.

In presence of competing events, the different dropout rates can also be understood as a cumulative incidence function. Cumulative incidence corresponds to the expected proportion of panel members experiencing a specific event in the presence of other risks (Beyersmann and Schumacher 2008; Gooley et al. 1999). Let us suppose that we observe an event of interest such as family-related problems which lead to nonresponse. This event has competing risks, events whose occurrence preclude or alter its own probability to happen.

As we interview the individuals once a year, there is only once in a year the possibility to participate or to nonrespond. We therefore have a limited number of occurrences and the duration data is intrinsically discrete. Because of the nature of this underlying transition process, we use a discrete time model and control for the intra-individual clustering of the data. As we are not only interested in general nonresponse, but also in the reasons leading to dropout, we will apply a competing risk discrete time model. Competing risk models make it possible to distinguish
between different kinds of events and are thus applied in situations with more than one cause of failure (Allison 1982; Prentice et al. 1978; Putter et al. 2007). This is especially useful if there is reason to believe that the effect of the explanatory variables differs among the various types of competing failures.

A major aspect in favour of applying survival analysis to model attrition is that discrete time models make it possible to include time-varying covariates in the analysis. Applying a standard method could introduce bias and lead to a loss of information (Allison 1982). If we would use fixed values or a standard method, it would be difficult to decide which value to consider. Should we consider the last available value? This would mean that we would compare values of different years. Should we rather consider the value of the variable when the spell started, that is at the first wave of participation? This would mean that we do not take into account the evolution, like changing education, age or marital status, and thus ignore much information. By applying a survival model, we can overcome this problem, as we use for each transition the information of the previous wave, that is the most current information available independent of the participation status.

It should be noted that in all our analyses we only consider participation until the first dropout and ignore therefore the influence of the changes in the follow-up rules mentioned in Sect. 3. Those respondents who drop out temporarily and come back at a later wave are disregarded in this analysis after the first time they fail to respond. Because of these restrictions the analysis tends to overestimate attrition, as it cannot distinguish between permanent attrition or temporary nonresponse.

5.2 Dropout Patterns According to Causes for Nonresponse

If we consider the overall survival curve, we can see in Fig. 1 that the participation rate diminishes over the analysis period. The survival curve portrays that the dropout or first nonresponse rate is highest after the first wave of participation. The survival curve becomes flatter as the duration of the panel increases. This is illustrated by the fact that the vertical distance at each time point, that is the change in cumulative probability, becomes lower as the analysis time increases.

If we turn to the different reasons for dropping out, we can observe in Fig. 2 that the survival rates differ slightly according to the reasons for nonresponse. A vertical gap between two curves indicates that one group has a greater proportion of panel members surviving. The lower curves illustrate that the dropout rate among those participants is higher.

We can see in Fig. 2 that the dropout rate due to ineligibility was highest for this group at the start of the analysis period, but became the lowest compared to the other failure causes as time passes. The survival rate of the participants who state that the reason for their nonresponse are health problems is, compared to the other causes, mostly higher. We can also observe that non contact becomes a less important reason for dropping out: while its curve was steeper during the first five transitions, it became flatter afterwards. This change might be explained by analysis
Fig. 1 Overall Kaplan-Meier survival estimates

Fig. 2 Kaplan-Meier survival estimates according to failure cause
time: hard to reach individuals tend to drop out early. Once the panel members have participated during a few consecutive waves, their nonresponse is not because of a missing contact but rather because of other reasons like health problems, refusal or family-related difficulties. At the same time we can also suppose that it became easier to trace individuals due to the internet. Another explanation for the lower dropout rates due to missing contact information is that the interviewers put more effort in finding panel members after the change of the follow-up rules in 2006 and 2008 mentioned in Sect. 3. Figure 2 also suggests that refusal conversion and the use of unconditional incentives, two other measures enhanced in 2006 to counter attrition, had a positive impact on the participation rate, as the failure rate due to this cause becomes less important after 2006.

The cumulative incidence plot (Fig. 3) illustrates the dropout rates according to the different events. As in Fig. 2, we can see that refusal at individual or household level was the most cited reason for nonresponse, followed by non contact. It is also visible that both curves become flatter as time of analysis increases, which is partly due to a general lower dropout rate, but also due to competing risks that become more important such as health or age problems.

**Fig. 3** Cumulative incidence of the different reasons for attrition
5.3 Description of the Characteristics of Nonrespondents Within the SHP

Before we turn to the competing risk model, we first provide a description of the variables of interest in relation to the different participation patterns. In total, we use the data of 7788 individuals. More than half of the panel members (55%) refused at least once to participate during the observed period. The mean duration of participation among the nonrespondents varies from $2.7 \pm 1.9$ years for the individuals who dropped out because of different reasons than the ones specified here to $5.4 \pm 3.5$ years for the panel members who stopped participating because of health- or age-related problems.

Table 3 contains several variables related to vulnerability: level of education, income, working status, legal status and satisfaction with health. In addition to these variables we also included some general demographic variables (gender, age, civil status, children in the household, home ownership) and political interest as it is known to be a determinant of attrition and nonresponse (Groves et al. 2000, 2004). Moreover, political interest can be seen as a measure of social involvement, which in turn can be related to vulnerability. The association between the participation pattern and the variables in Table 3 is statistically significant in all cases, which is a first indication that causes of nonresponse differ according to both demographic characteristics and those related to vulnerability.

The overall participation rate is higher among women than men. However, nearly 70% of the participants who state having family-related difficulties that prevent them from participating are women. The proportion of women is also higher among the participants having health problems or who do not participate anymore due to their age. The median age of the respondents is 57 (IQR = 48 – 68), whereas it is 25 (IQR = 21 – 39) among the individuals who left the household temporarily or permanently. This distribution is not surprising, as young adults tend to have a high geographic mobility due to educational reasons or in order to establish their own household. We can also see that the median age is highest among the group with health- or age-related problems (75, IQR = 65 – 82), followed by the ineligible sample members (62, IQR = 41 – 77). This last group includes deceased persons.

The groups also differ according to the education of their members. The lowest proportion of individuals having completed the obligatory school without any further education can be found among the individuals who have never dropped out until 2012 (11.7%). At the same time the participants that are still involved have the highest proportion (37%) of individuals with a tertiary education. The lowest proportion (16%) of group members with a tertiary education can be found among the individuals who dropped out because of health and age problems. This group also has the largest share of individuals with a low level of education (35%).

The median income, as measured by the personal gross income, is highest among the individuals who never dropped out (64,550; IQR = 32,600 – 100,800) and lowest among the individuals having health- or age-related problems that prevent them from participating (30,000; IQR = 19,900 – 59,200). The median income
Table 3: Description of the characteristics according to each participation pattern

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participation</th>
<th>Ineligible</th>
<th>Left household</th>
<th>Health- or age-related problems</th>
<th>Refusal</th>
<th>Family-related problems</th>
<th>Non contact</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pattern: n (%)</td>
<td>1739 (22.3)</td>
<td>145 (1.9)</td>
<td>377 (4.8)</td>
<td>199 (2.6)</td>
<td>99 (1.3)</td>
<td>4283 (55.0)</td>
<td>918 (11.8)</td>
<td>28 (0.4)</td>
</tr>
<tr>
<td>Duration (years): mean (sd)</td>
<td>14.0 (0.0)</td>
<td>4.9 (4.0)</td>
<td>4.2 (3.2)</td>
<td>5.4 (3.5)</td>
<td>4.4 (2.9)</td>
<td>3.6 (2.4)</td>
<td>4.4 (3.5)</td>
<td>2.7 (1.9)</td>
</tr>
<tr>
<td>Men: n (%)</td>
<td>694 (39.9)</td>
<td>80 (55.2)</td>
<td>193 (51.2)</td>
<td>77 (38.7)</td>
<td>30 (30.3)</td>
<td>1887 (44.1)</td>
<td>433 (47.2)</td>
<td>15 (53.6)</td>
</tr>
<tr>
<td>Age (years): median (IQR)</td>
<td>57 (48–68)</td>
<td>62 (41–77)</td>
<td>25 (21–39)</td>
<td>75 (65–82)</td>
<td>46 (35–57)</td>
<td>45 (33–57)</td>
<td>38 (30–50)</td>
<td>26 (20–53)</td>
</tr>
<tr>
<td>Education: n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary level</td>
<td>204 (11.7)</td>
<td>36 (24.8)</td>
<td>83 (22.0)</td>
<td>69 (34.7)</td>
<td>16 (16.2)</td>
<td>1033 (24.1)</td>
<td>162 (17.7)</td>
<td>7 (25.00)</td>
</tr>
<tr>
<td>Secondary level</td>
<td>884 (50.8)</td>
<td>70 (48.3)</td>
<td>210 (55.7)</td>
<td>98 (49.3)</td>
<td>64 (64.7)</td>
<td>2331 (54.4)</td>
<td>507 (55.2)</td>
<td>16 (57.1)</td>
</tr>
<tr>
<td>Tertiary level</td>
<td>651 (37.4)</td>
<td>39 (26.9)</td>
<td>84 (22.3)</td>
<td>32 (16.1)</td>
<td>19 (19.2)</td>
<td>919 (21.5)</td>
<td>249 (27.1)</td>
<td>5 (17.9)</td>
</tr>
<tr>
<td>Home ownership: n (%)</td>
<td>1078 (62.0)</td>
<td>80 (55.2)</td>
<td>196 (52.3)</td>
<td>94 (47.2)</td>
<td>47 (47.5)</td>
<td>2234 (52.3)</td>
<td>251 (27.4)</td>
<td>10 (35.7)</td>
</tr>
<tr>
<td>Working status: n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active occupied</td>
<td>1089 (62.6)</td>
<td>62 (42.8)</td>
<td>286 (75.9)</td>
<td>33 (16.6)</td>
<td>68 (68.7)</td>
<td>2892 (67.5)</td>
<td>698 (76.0)</td>
<td>23 (82.1)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>12 (0.7)</td>
<td>2 (1.4)</td>
<td>10 (2.7)</td>
<td>2 (1.0)</td>
<td>2 (2.0)</td>
<td>67 (1.6)</td>
<td>29 (3.2)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Not in labour force</td>
<td>638 (36.7)</td>
<td>81 (55.9)</td>
<td>81 (21.5)</td>
<td>164 (82.4)</td>
<td>29 (29.3)</td>
<td>1324 (30.9)</td>
<td>191 (20.8)</td>
<td>5 (17.9)</td>
</tr>
<tr>
<td>Legal status/nationality: n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Swiss</td>
<td>1481 (85.2)</td>
<td>119 (82.1)</td>
<td>292 (78.3)</td>
<td>178 (89.5)</td>
<td>86 (86.9)</td>
<td>3387 (79.8)</td>
<td>661 (73.6)</td>
<td>19 (70.4)</td>
</tr>
<tr>
<td>Naturalised</td>
<td>186 (10.7)</td>
<td>8 (5.5)</td>
<td>41 (11.0)</td>
<td>14 (7.0)</td>
<td>8 (8.1)</td>
<td>363 (8.6)</td>
<td>100 (11.1)</td>
<td>4 (14.8)</td>
</tr>
<tr>
<td>Permit C</td>
<td>72 (4.1)</td>
<td>16 (11.0)</td>
<td>32 (8.6)</td>
<td>6 (3.0)</td>
<td>3 (3.0)</td>
<td>413 (9.7)</td>
<td>107 (11.9)</td>
<td>4 (14.8)</td>
</tr>
<tr>
<td>Permit B or other</td>
<td>0 (0.0)</td>
<td>2 (1.4)</td>
<td>8 (2.1)</td>
<td>1 (0.5)</td>
<td>2 (2.0)</td>
<td>79 (1.9)</td>
<td>30 (3.3)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Civil status: n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>206 (11.9)</td>
<td>32 (22.1)</td>
<td>253 (67.1)</td>
<td>21 (10.6)</td>
<td>16 (16.2)</td>
<td>1105 (25.8)</td>
<td>364 (39.7)</td>
<td>17 (60.7)</td>
</tr>
<tr>
<td>Married</td>
<td>1178 (67.7)</td>
<td>83 (57.2)</td>
<td>103 (27.3)</td>
<td>96 (48.2)</td>
<td>66 (66.7)</td>
<td>2629 (61.4)</td>
<td>348 (37.9)</td>
<td>9 (32.1)</td>
</tr>
<tr>
<td>Not married anymore</td>
<td>355 (20.4)</td>
<td>30 (20.7)</td>
<td>21 (5.6)</td>
<td>82 (41.2)</td>
<td>17 (17.2)</td>
<td>549 (12.8)</td>
<td>206 (22.4)</td>
<td>2 (7.1)</td>
</tr>
<tr>
<td>With children</td>
<td>689 (39.6)</td>
<td>35 (24.1)</td>
<td>268 (71.3)</td>
<td>24 (12.1)</td>
<td>53 (54.1)</td>
<td>2390 (55.8)</td>
<td>398 (43.5)</td>
<td>17 (60.7)</td>
</tr>
<tr>
<td>Political interest: mean (sd)</td>
<td>6.3 (2.5)</td>
<td>5.4 (2.9)</td>
<td>5.3 (2.8)</td>
<td>5.5 (2.8)</td>
<td>4.7 (2.9)</td>
<td>5.1 (2.9)</td>
<td>5.1 (2.9)</td>
<td>4.6 (3.6)</td>
</tr>
<tr>
<td>Satisfaction with health: mean (sd)</td>
<td>7.7 (1.6)</td>
<td>6.4 (2.7)</td>
<td>8.1 (1.6)</td>
<td>7.0 (2.2)</td>
<td>8.1 (1.6)</td>
<td>8.0 (1.8)</td>
<td>7.8 (2.0)</td>
<td>8.4 (2.0)</td>
</tr>
</tbody>
</table>
of the individuals who could not be contacted anymore was also relatively high (56,090; IQR = 31,380 – 80,340). Nearly three quarters of the individuals who could not be contacted anymore (73%) lived in a rented home, whereas over 60% of the individuals who never stopped participating live in a house or in a flat they own. This is an indicator that home ownership has a positive impact on the possibility to contact individuals, as they seem to be less mobile geographically, and thus, on the participation rate.

Most of the individuals who refused to participate without indicating any specific reason (68%), who refused to participate because of family-related problems (69%) or who could not be contacted anymore (76%) were active in the labour market. Four out of five individuals who refused to answer because of health- or age-related problems were not in the labour force (anymore) whereas only one fifth of the individuals who could not be contacted anymore or who left the household temporarily or permanently were either unemployed or actively occupied.

The largest share (89%) of Swiss without a second nationality can be found among the individuals having health- or age-related problems preventing them from participating at the survey, whereas the lowest proportion is among the panel members who could not be contacted anymore. This group also contains the biggest proportion of individuals who became naturalised (11%) and those who have a residence permit C (12%).

The civil status is another characteristic that differs among the participation patterns. Sixty-seven percent of the individuals who left the household that was selected for the SHP_I are single, whereas only 27% among them are married. The lowest proportion of singles can be found among the individuals who do not participate anymore due to old age- or health-related problems (11%). They also have the biggest proportion of individuals who are not married anymore (41%), that is who are either divorced, separated or widowed. The group containing the individuals who never stopped participating has the largest share of married people (68%) and nearly 40% of them have at least one child living in the same household. Most of the individuals who left the household temporarily or permanently (71%) lived in a household with at least one child before they moved out. It is very probable that the individuals of this group of nonrespondents are one of these children. Over half of the individuals who do not participate anymore because of family-related difficulties or who refused to participate without any specific reason live together with one or more child.

The findings suggest that the effect of the number of children in a household is not as straightforward as one might think. On one side, having children might be associated with being at home and therefore being accessible to answer the questionnaire. On the other side, having children can prevent participation because of a tighter schedule or worries related to the children.

---

8Residence permit C is a long-term permit, whereas residence permit B is a short-term permit. This second category also includes other arrangements (for example asylum seekers or people with no permit).
On a scale between 0 and 10, the sample members who still participate have the highest political interest (6.3 ± 2.5) whereas those having family-related problems have the lowest (4.7 ± 2.9). Also on a scale going from 0 to 10, satisfaction with health was highest among individuals who had left the household (8.1 ± 1.6), while it was lowest for panel members who were no longer eligible (6.4 ± 2.7) and individuals who stated age- or health-related problems (7 ± 2.2).

5.4 Analysis of the Characteristics of Nonrespondents Within the SHP

As introduced in Sect. 2 and demonstrated in the previous parts, attrition is in general not random in longitudinal surveys. People with certain characteristics tend to drop out more often. Beside describing the participation rate of individuals according to unique variables, we can analyse the attrition using different characteristics at the same time. We do this using the same variables as in Table 3. Applying the discrete time competing risk model described in Sect. 5.1, we can see in Table 4 that panel attrition diminished with duration even when controlling for the other factors. Compared to individuals who drop out after the first wave, the probability of dropping out becomes lower with each transition (from one wave to the next).

If we turn to the individual characteristics, we can see that in general men drop out more often than women. The relative risk of dropping out because of ineligibility relative to non-stop participation increases by 2.50 (95 % CI: 1.45–4.31) for men compared to women. The relative risk of men having health-related problems preventing participation (1.61; 95 % CI: 1.04–2.50) or refusing to participate (1.13; 95 % CI: 1.03–1.24) is also higher compared to women.

The effect of age in all groups is not linear. We can see that age has the shape of an inverted “U”, that is that the participation rate is higher as the age of an individual increases, but diminishes after a specific age. Correspondingly, getting older first has a negative impact on the probability of being among the nonrespondents, but later, when the maximum is reached, has a positive impact on the probability of dropping out. For the group of individuals who had left the household, this change in effect happened shortly after turning 55. Until the age of 55, each additional year lowers

---

9Only results that are significant at least at the 5 %-level and where the variable has strictly positive counts are displayed in Table 4.

10This example illustrates the inter-operation of the influence of age for the group who left the household:

\[ y = \beta_0 + \beta_1 \times x + \beta_2 \times x^2 \]

\[ \frac{dy}{dx} = \beta_1 + \beta_2 \times 2 \times x = 0 \]

\[ x = -\beta_1/(2 \times \beta_2) = 0.2669914/(2 \times 0.0023951) = 55.287874 \]
## Table 4 Competing risk discrete time model for various causes of dropout from the SHP

<table>
<thead>
<tr>
<th>Variable</th>
<th>Non eligible</th>
<th>Left household</th>
<th>Health- or age-related problems</th>
<th>Family-related problems</th>
<th>Refusal</th>
<th>Non contact</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration of participation</td>
<td>0.92*</td>
<td>0.91**</td>
<td>0.90**</td>
<td>0.83**</td>
<td>0.97*</td>
<td>0.70**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.02)</td>
<td>(0.03)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.07)</td>
<td></td>
</tr>
<tr>
<td>Men (ref: women)</td>
<td>2.50*</td>
<td>1.61***</td>
<td></td>
<td>1.13***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.69)</td>
<td>(0.36)</td>
<td></td>
<td>(0.06)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (centralised)</td>
<td>0.89*</td>
<td>0.77**</td>
<td></td>
<td>0.97*</td>
<td>0.92**</td>
<td>0.81***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.02)</td>
<td></td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.07)</td>
<td></td>
</tr>
<tr>
<td>Age squared (centralised)</td>
<td>1.00**</td>
<td>1.00**</td>
<td>1.00**</td>
<td>1.00*</td>
<td>1.00***</td>
<td>1.00***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td></td>
</tr>
<tr>
<td>Education (ref: primary school)</td>
<td>Secondary level</td>
<td>1.53***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.32)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tertiary level</td>
<td>0.51***</td>
<td>0.76**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.17)</td>
<td>(0.06)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Income (Ln)</td>
<td>1.30*</td>
<td>0.72*</td>
<td>1.16***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.11)</td>
<td>(0.09)</td>
<td>(0.07)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Home owner-ship (ref: tenant)</td>
<td>1.11***</td>
<td>0.53**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.05)</td>
<td>(0.06)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Working status (ref: active occupied)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Unemployed</td>
<td>1.54***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.29)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Not in labour force</td>
<td>1.82***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.55)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Legal status/nationality (ref: Swiss (only))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Swiss and other</td>
<td>1.24*</td>
<td>1.36***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.10)</td>
<td>(0.20)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Permit C</td>
<td>1.31**</td>
<td>1.54*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.10)</td>
<td>(0.23)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Permit B or other</td>
<td>1.75*</td>
<td>2.36*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.32)</td>
<td>(0.68)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Civil status (ref: single)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Married</td>
<td>0.43**</td>
<td>3.08***</td>
<td>0.85***</td>
<td>0.63**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.09)</td>
<td>(1.40)</td>
<td>(0.06)</td>
<td>(0.08)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Not married anymore</td>
<td>0.21**</td>
<td>0.78*</td>
<td>1.55*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.08)</td>
<td>(0.07)</td>
<td>(0.22)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Children (ref: none)</td>
<td>1.87*</td>
<td>1.23**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.38)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Political interest</td>
<td>0.91*</td>
<td>0.90***</td>
<td>0.95**</td>
<td>0.96***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.03)</td>
<td>(0.05)</td>
<td>(0.01)</td>
<td>(0.02)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Satisfaction with health</td>
<td>0.66**</td>
<td>0.84**</td>
<td>0.92**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.02)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

n = 7027; * p < 0.01; ** p < 0.001; *** p < 0.05
the relative risk of dropping out because of leaving the household temporarily or permanently. Afterwards, getting older has a positive effect on the relative risk of dropping out because of having left the household. For the individuals who drop out because of ineligibility, the maximum of the negative age effect is reached at 38. After 38, each additional year increases the relative risk to becoming ineligible compared to the non-stop participants. For the group who refused to participate, the maximum is reached at 44, for the individuals who dropped out because of other reasons at 50 and for those who could not be contacted anymore at age 78.

The participation rate is also influenced by education. Depending on the cause of nonresponse, the influence is positive or negative. On one side, a higher educational level has a positive impact on the probability of leaving the household (1.53; 95 % CI: 1.02–2.30). On the other side, compared to individuals whose highest education is primary school, tertiary education is associated with a lower relative risk to drop out due to age- or health-related problems (0.51; 95 % CI: 0.27–0.99) or refusal (0.76; 95 % CI: 0.66–0.89).

If we consider the effect of a higher income, we can also observe different patterns according to the failure cause. The relative risk for individuals who dropped out because of family-related problems relative to the constant participants decreases by 0.70 (95 % CI: 0.57–0.91) for each unit change of income.\textsuperscript{11} In this case, a higher income has a negative effect on the probability of dropping out. On the other hand, a higher income increases the probability of leaving the household temporarily or permanently (1.30; 95 % CI: 1.11–1.53) or of having missing contact information (1.16; 95 % CI: 1.03–1.32).

One aspect that is linked to income is home ownership. Besides acting as an indicator for income and wealth, home ownership also influences geographical mobility, in the sense that these individuals move less and can thus be contacted more easily. This is visible in our data: the relative risk for individuals who cannot be contacted anymore relative to the constant participants is lowered by home ownership (0.53; 95 % CI: 0.43–0.65). However, compared to tenants, individuals who own a house or a flat tend to refuse more often without specifying the reason (1.11; 95 % CI: 1.01–1.22).

Working status is another aspect that influences participation in the SHP positively, in the sense that unemployment affects the probability of refusing to participate without specific reason or for not responding for another reason. Compared to individuals who are employed, individuals who are unemployed have a lower participation rate (1.50; 95 % CI: 1.07–2.24). Compared to the individuals who are active on the labour market, not being in the labour force increases the relative risk of being in the group having health- or age-related problems relative to the participants (1.82; 95 % CI: 1.01–3.31).

\textsuperscript{11}Because income is not distributed normally, we use the natural logarithm of it in this analysis.
The legal status or nationality is another characteristic of nonrespondents. Individuals who received the Swiss nationality or have for some other reason two nationalities tend to drop out more often due to refusal (1.24; 95 % CI: 1.06–1.44) or noncontact (1.35; 95 % CI: 1.01–1.82) than those having only the Swiss nationality or who have it since birth. In general, a long- or short-term permit leads to higher dropout rates. Furthermore, the relative risk to drop out is higher for those having a short-term permit than for individuals with a long-term permit.

Another characteristic related to dropout is marital status. Compared to individuals that have never been married, the dropout rate of married individuals or of those that are no longer married (widowed, divorced or separated) is in general lower, except for the individuals who drop out because of family-related problems. Here, being married increases the relative risk for this group relative to the respondents by the factor 3.10 (95 % CI: 1.27–7.48) compared to the singles. Being no longer married also increases the relative risk of being among the individuals who cannot be contacted anymore (1.55; 95 % CI: 1.18–2.05). Living in a household with children influences the dropout rate positively when the reason for not responding is moving out of the household (1.87; 95 % CI: 1.25–2.79) or refusing without any specific reason (1.23; 95 % CI: 1.10–1.38).

Political interest, which is associated with social integration, is another aspect that influences loyalty to the survey. On a scale going from zero (not interested at all) to ten (very interested), each additional point leads to a lower dropout rate, except when nonresponse is due to ineligibility or because of moving out, where it has no statistically significant influence. Politically interested individuals seem to be more motivated to participate in the survey. The same applies to health satisfaction. On a scale going from zero (very unsatisfied) to ten (very satisfied), each additional point diminishes the probability of dropping out of the panel due to ineligibility (0.66; 95 % CI: 0.59–0.74), age- or health-related problems (0.84; 95 % CI: 0.77–0.91) and missing contact information (0.92; 95 % CI: 0.87–0.96). Individuals who are satisfied with their health status tend to participate more often in the survey.

6 Conclusion

We have shown that attrition in the Swiss Household Panel is not completely at random, but that individuals with certain characteristics tend to drop out more often, as is usually the case in panel surveys (Groves 2006; Watson and Wooden 2009). Many of these characteristics can be associated with the concept of “vulnerability”. Individuals with a migration background, who are unemployed, who are socially less integrated or whose health status is poor drop out more frequently. Moreover, a lower income is also associated with higher dropout rates when the reason for not responding is family-related problems and a higher educational level tends to have a positive impact on participation, except if the reason for dropping out is leaving the household. This means that in general population surveys such as the SHP vulnerable groups tend to be underrepresented. Whereas a survey such
as the SHP allows for a comparison of vulnerable groups with other groups in society, researchers should be aware that such datasets underestimate the degree of vulnerability in the general population. Weights allow to adjust to a certain extent for unit nonresponse, but, as has been shown in Sect. 4, for a number of variables, the correction is not sufficient.

Furthermore, one has to be cautious with the results related to the bias in estimates resulting from dropout, as the variables are compared from their first year of appearance and not imperatively in the first year of interviewing the sample. So it is possible that there is left handed bias already introduced in the sample when the question is asked the first time, in the sense that the estimates are already biased due to selective attrition. That is to say that a selective attrition may have occurred before the variable was introduced. This is undetectable by this method. These calculations are done on the entire sample of longitudinal respondents. There are no comparisons on the sub-populations (by sex, age class, nationality, etc.). Such comparisons could reveal differences which are not observed at the aggregated level. The inverse is also possible.

A difficulty related to the analysis of attrition is that the underlying patterns are complex. Our results contribute to the existing studies on attrition by specifically analysing different causes for nonresponse. This has revealed that the relationship between variables and dropout is often complex. For example, married individuals are less likely to drop out than other groups, except when family-related issues prevent their continued participation. Similarly for home ownership, compared to tenants home owners are less likely to drop out because they cannot be contacted, but they are more likely to refuse participation. When introducing group-specific measures to counter attrition one should, therefore, bear in mind that a single intervention might have an impact on a specific reason for nonresponse, but might not affect all the causes.

Another difficulty related to this kind of attrition analysis is that the imminent factors leading to irregular participation or complete dropout might often be unobserved, because there is no data for the wave in question: because individuals drop out, we don’t know their most current situation, but only the one from the previous year, when they last answered the questionnaire. If someone gets ill between two waves and cannot participate anymore because of this illness, it is not possible to consider this in the statistical model, because the last available observations of this individual would not reflect the illness. In our data, this individual might still state that the satisfaction with health is high, because the data refer to the situation in the previous year. Therefore it is likely that we tend to underestimate the influence of the explanatory variables. Although efforts are made to collect information about why a household or an individual does not want to participate anymore, the data is incomplete and cannot, therefore, be incorporated into the model. Also related to the variables that were used here is that when doing this kind of analysis, we suppose that attrition is based on variables that can be observed in the dataset. However, attrition is also likely to be partly due to variables that are not included in the questionnaire. If this is the case, models estimating the factors influencing attrition fall short. Moreover, the available weights, whose construction is based on
the variables available in the dataset, would run the risk of not fully correcting the bias introduced by attrition. Although this can be a problem, our analysis has shown that for over 90% of the variables estimates are unbiased or the bias is corrected by applying the weights.
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