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Abstract

In this paper we report the application of techniques inspired by text retrieval research to the content-based query of image databases. In particular, we show how the use of an inverted file data structure permits the use of a feature space of $\mathcal{O}(104)$ dimensions, by restricting search to the subspace spanned by the features present in the query. A suitably sparse set of colour and texture features is proposed. A scheme based on the frequency of occurrence of features in both individual images and in the whole collection provides a means of weighting possibly incommensurate features in a compatible manner, and naturally extends to incorporate relevance feedback queries. The use of relevance feedback is shown consistently to improve system performance, as measured by precision and recall.
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Abstract

In this paper we report the application of techniques inspired by text retrieval research to the content-based query of image databases. In particular, we show how the use of an inverted file data structure permits the use of a feature space of \(O(10^4)\) dimensions, by restricting search to the subspace spanned by the features present in the query. A suitably sparse set of colour and texture features is proposed. A scheme based on the frequency of occurrence of features in both individual images and in the whole collection provides a means of weighting possibly incommensurate features in a compatible manner, and naturally extends to incorporate relevance feedback. The use of relevance feedback is shown consistently to improve system performance, as measured by precision and recall.

1 Introduction

In recent years, the use of digital image collections has become common, both on the world wide web and in the preparation of both electronic and paper publications. The need for tools to manage this rapidly-increasing quantity of visual data is greater than ever. Specifically, there is great interest in systems which allow users to query image databases. The attachment of text labels to images is inadequate, since identical images can be described in different ways, and controlled vocabulary indexing is now considered insufficient even in text retrieval systems. Consequently, there is great interest in Content-Based Image Retrieval Systems (CBIRs).

The content-based retrieval of text documents has been studied for more than forty years. Many of the insights and techniques of text retrieval have been ignored by image retrieval researchers, or reinvented without the benefit of knowledge of the prior work. \textit{Relevance Feedback} was introduced for improving text retrieval performance more than thirty years ago, and its utility is long-established [27]. Similarly, a great variety of term-weighting approaches have been investigated, both empirically and theoretically [9, 26]. Means of system evaluation have also been thoroughly studied [25], yet \textit{Precision} and \textit{Recall} [25, 35], the usual performance measures, are ignored by many researchers.

Text retrieval systems usually treat each possible term (i.e. word) as a dimension of the search space. Consequently, spaces with \(O(10^4)\) dimensions are typical. It has thus been necessary to develop techniques for efficient search in such spaces, which is clearly beyond the scope of standard spatial indexing techniques. The key realization is that in such systems both queries and stored objects are sparse: they have only a small subset \((O(10^2))\) of all possible attributes. This is not the same as having a numerical value of zero for many attributes: a value of zero for numerical colour feature contains information about image appearance and must be evaluated in the processing of a query; the \textit{absence} of a feature does not. The search is thus restricted to the subspace spanned by the terms of the query. The data structure which makes such a subspace search efficient is the \textit{Inverted File}.

Conversely, considerable effort has been devoted by image retrieval researchers to the search for compact image representations (choosing the “right” features), and to the use of techniques such as factor analysis [24] or self-organizing maps [11] to reduce the feature space dimensionality, so that search can be performed using techniques such as \(k\)-d trees and R-trees [40].

In this paper we present an image retrieval system which uses an inverted file, with more than 80000 possible features per image. A typical image contains \(O(10^3)\) features. A feature weighting scheme based on the frequencies of features both in the query image and also in the entire collection, commonly used in text retrieval, is employed. A relevance feedback scheme is also used. Evaluation using precision and recall demonstrates a clear improvement over a previously-reported system using a smaller feature set and nearest-neighbour search.
2 Related Work

The aim of a CBIRS is to retrieve images from a database based on their similarity to a query image or sketch [10, 44]. It is acknowledged that the general computer vision problem remains unsolved: semantic retrieval is still impossible. Some attempt to avoid the problem by restricting attention to images from restricted domains, such as industrial trademarks [13] or marine animals [19]. Others tackle the general problem: low-level features are extracted from the images, and an attempt is made to capture image similarity using some function of these features. Object recognition is not attempted.

2.1 Features

2.1.1 Colour

By far the most commonly used feature is colour (for example, [13, 20, 32]). Often only the global colour properties of images are used. These are usually computed in a colour space thought to correspond to human perception of colour differences (e.g., HSV [32, 37] or CIE [90]). The most commonly used feature of these properties is the colour histogram [10, 37]. *Histogram intersection*, which defines the similarity between two histograms as the (normalized) number of pixels in common for each pair of bins, is the usual measure of the distance between colour representations. A disadvantage of this measure is that it takes no account of the perceptual similarity between bins [37]. Measures exist which use a matrix of bin similarity coefficients [20], but the choice of coefficients is not obvious, and the cost is quadratic.

2.1.2 Texture

Many systems use texture to improve image characterization (for example [17, 18, 21]). There is a great variety of texture features available to system designers: hierarchies of Gabor filters [16]; the Wold features [15] used in MIT’s Photobook system [22]; the coarseness, contrast, and directionality features used in IBM’s QBIC [20]; wavelet-based decompositions [43]; and many more. When such features are global, they share the drawbacks of the global colour features discussed above.

2.1.3 Shape

The third class of features that appear frequently in current CBIRSs is based on shape. These features are again generally global: each image is assumed to contain a single shape. This restriction means that shape features are most easily applied to images drawn from restricted domains. A good example is modal matching, a deformation-based method, which has been applied to isolated fish, rabbits and machine tools [29]. Other shape-based approaches include multi-scale representation of curves [1]; histograms of edge directions, which have been applied to trademarks [13]; and matching to templates of shape components such as corners, line segments or circular arcs [4].

2.1.4 Local features

Numerous researchers have recognized that global features are inadequate for many image retrieval tasks. Users are often interested in the spatial layout of the colours, textures and shapes in an image, and may be interested only in certain objects. Some have addressed this problem by seeking features which retain spatial information as well as other image properties, such as wavelet decompositions [38, 44]. Wavelet decompositions are usually extremely vulnerable to small shifts of objects in the image. An alternative approach to extracting local information is to segment the image into regions, and then extract features of those regions [2, 7, 17, 32]. Features such as color and texture are extracted for each region, as well as spatial properties such as size, location and relationships to other regions. This approach turns the image retrieval problem into the non-trivial problem of labeled graph matching.

2.2 Similarity

CBIRSS aim to return images which are similar to an example image, sketch or collection of regions. Remarkably, the meaning of “similarity” in this context is rarely addressed. Those who do address it discover its difficulty, e.g., “the results of the subjective test indicated that human judgments of shape similarity noticeably differ” [19, p. 38]. Similarity between images is typically defined using the distance between image points in a multidimensional feature space, as given by some metric: images close to the query are “similar” to the query. The aim of such systems, however, is to return images that are similar to the query according to the user’s perception. The fact that these two notions of similarity may be very different is rarely discussed. It is often implied that if one chooses the “right” features (an appropriate colour space [30, 37], texture features “corresponding to human perception” [15]), then proximity in feature space must correspond to perceptual similarity.

There are several reasons to doubt this, the most fundamental being the *metric assumption*. There is psychophysical evidence that human similarity judgments do not obey the requirements of a metric. Specifically: “[Self-identity] is somewhat problematic, symmetry is apparently false, and the triangle inequality is hardly compelling” [36, p. 329]. For image retrieval, the lack of symmetry is the most important issue. In essence, the features which are significant in computing similarity de-
3 Viper System Overview

Viper, inspired by text retrieval systems, uses a very large number of simple features. The present version employs both local and global image colour and spatial frequency features, extracted at several scales, and their frequency statistics in both images and the whole collection. The intention is to make available to the system low-level features which correspond (roughly) to those present in the human vision system.

The fundamental difference between traditional computer vision and image database applications is that there is a human "in the loop". The system is provided with low-level features, and interaction with the user via relevance judgments allows a combination of these features to be discovered which corresponds to the user's desires. In effect, a simple image classifier is learnt "on the fly", according to the user's feedback.

More than 80000 features are available to the system, such as the mode colour of various regions, or the quantized average energies of the outputs of Gabor filters at a various orientations and scales. Each image has O(103) such features, the mapping from features to images being stored in an inverted file.

3.1 Inverted Files

Inverted files are the most common data structure used in text retrieval. An inverted file contains an entry for every possible feature (term) which consists of a list of the images (documents) which contain that feature, the frequency of occurrence of that feature in the collection, and possibly the frequency of that feature in each image. The text retrieval community has developed techniques for building and searching inverted files very efficiently [41].

Restricting the search to the subspace of the query, coupled with an appropriate weighting scheme, results in asymmetric similarity measures, in accordance with the psychophysical data discussed in §2.2.

3.2 Colour Features

It is desirable that the colour space used in an image retrieval system should be "perceptually" uniform, meaning that small changes in the colour coordinates should correspond to small perceptual differences. The RGB space does not have this property. The HSV colour space offers improved perceptual uniformity, and is easier to compute and invert than systems such as CIELUV or CIE-LAB [32].

Viper uses a palette of 166 colours, derived by uniformly quantizing the cylindrical HSV colour space into 18 hues, 3 saturations, and 3 values. These are augmented by 4 grey levels. This choice of quantization means that more tolerance is given to changes in saturation and value, which is desirable since these channels can be effected by lighting conditions and viewpoint.

Two sets of features are then extracted from the quantized HSV image. The first is equivalent to a conventional colour histogram, with the variation that bins containing zero pixels are discarded. There are thus 166 possible colour histogram features, of which most images contain only about 40.

The second class of features represent local colour properties of the image. The image is divided into square blocks at four scales, ranging from 16 x 16 through to 128 x 128. The mode colour is calculated for each block. The occurrence of a given color in a particular block is treated as a binary feature. For our 256 x 256 images there are thus 56440 possible colour block features, of which each image has 340.

3.3 Texture Features

Two dimensional Gabor filters have frequently been proposed as a framework for describing and understanding the orientation- and frequency-selective properties of neurons in the visual cortex [6], and banks of Gabor filters have often been applied to texture classification and segmentation [14, 39], as well as more general vision tasks [3, 12, 16]. We employ a bank of real, circularly symmetric Gabor filters, defined in the spatial domain by

\[ f_{mn}(x, y) = \frac{1}{2\pi\sigma_m^2} e^{-\frac{x^2 + y^2}{2\sigma_m^2}} \cos(2\pi(u_{0m}x \cos \theta_n + u_{0m}y \sin \theta_n)) \]

where \( m \) indexes the scales of the filters, and \( n \) their orientations. The centre frequency of the filter is specified by \( u_{0m} \). The half peak radial bandwidth is given by

\[ B_r = \log_2 \left( \frac{2\pi\sigma_m u_{0m} + (2 \ln 2)^{1/2}}{2\pi\sigma_m u_{0m} - (2 \ln 2)^{1/2}} \right) \]
quency domain/n2c and little overlap between filters/n5b/1/2/n5d/. A bank of filters which gives good coverage of the frequency domain, and little overlap between filters [12].

For practical implementation, filters are truncated at 3\( \sigma \), giving kernels of sizes 9 \( \times \) 9, 17 \( \times \) 17 and 35 \( \times \) 35.

The use of circularly symmetric filters means that Equation 2 is separable. The 2-D convolution can thus be computed using four 1-D convolutions, which reduces the number of computations required for an \( N \times N \) kernel by a factor of order \( N^{1/2} \).

These filters are applied to the image, and the mean energy of each filter is computed for each 16 \( \times \) 16 block in the image. The energy is then quantized into 10 bands, which were chosen by examining histograms of the filter energy at each pixel for 500 images. A feature is stored for each filter which has an energy in a band greater than the \([0, 2]\) band. This means that there are 27648 possible such features for a 256 \( \times \) 256 image, of which a given image may have at most 3072 (in practice this does not arise). Histograms of the mean filter outputs are also stored, giving a measure of the global texture characteristics of the image.

3.4 Similarity Computation and Relevance Feedback

Relevance feedback has been shown to be extremely useful in text retrieval applications [27], and it has been applied in some CBIRSs [42]. In an image database application, it offers two advantages. First, by augmenting the query with features from relevant retrieved images, one can produce a query which better represents the user’s information need. The second advantage is unique to the image retrieval problem. In text retrieval, feature extraction is free: the documents’ component words are themselves the features. This is not the case in image retrieval. We envisage a system in which expensive features are extracted from images when the database is built, even though such features may be too numerous and too expensive to evaluate for a new query image. Nevertheless, once some images are retrieved using a subset of cheap features, complex features can be added to the query via relevance feedback. The use of inverted file data structure means that the addition of “rare” features adds to the cost of query evaluation only when they are likely to be relevant.

The similarity between images in the database and a query is always computed as if it were a relevance feedback query – the first query simply consists of a single relevant image. Features are combined according to by summing their frequencies of occurrence \( df \) (block features have a frequency of 1). For a query \( q \) containing \( N \) images \( i \) with relevance levels \( R_i \in [-1, +1] \) and features \( j \) with frequencies \( df_{ij} \), we have

\[
df_{qj} = \frac{1}{N} \sum_{i=1}^{N} df_{ij} \cdot R_i
\]

Features can be evaluated in order according to \( \text{df}_{qj} \), allowing the search to be pruned.

For each feature \( j \) of the \( M \) features in \( q \), the list of images containing that feature is retrieved and added to the pool of candidate images. For non-histogram features, the score \( s_k \) of each image \( k \) is updated according to

\[
s_{k_{new}} = s_{k_{old}} + \text{sign}(df_{qj}) \cdot \min(|df_{qj}|, df_{kj}) \cdot \log cf_j^{-1},
\]

where \( cf_j \) is the frequency of the feature \( j \) in the entire database. This equation originates from a text retrieval scheme. Its motivation is very simple: features which are common in an image characterize that image well; features which are common in the collection do not distinguish that image well from others [26]. It is worth noting that dimensionality reduction schemes such as Principal Components Analysis [23, 24] can have the effect of eliminating these “rare” dimensions which can in fact be very useful for creating a specific query. For histogram features, the score is updated according to

\[
s_{k_{new}} = s_{k_{old}} + \text{sign}(df_{qj}) \cdot \log cf_j^{-1},
\]

which is a weighted variant of standard histogram intersection.

4 Experiments

An evaluation of Viper performance was carried out using a set of 500 unconstrained colour images provided by Télévision Suisse Romande. These images contained some “runs” of images from the same footage, so some highly similar images are present. Sample images are shown in Figure 1.

Ten images were selected as queries by a human user, who examined the whole set of 500 images to determine the set of relevant images for each query. These relevant sets varied greatly in size, the smallest containing just three images and the largest nineteen (which partially accounts for the differing appearances of the graphs in
Figures 2 and 3]. The degree of visual similarity also differed greatly, ranging from 7 very similar standard images of German banknotes (the collection contains 37 such images of various countries' banknotes) to set of quite different photographs taken in various libraries. It is usual to get a group of users to perform this task and then to pool the results, though this makes it more difficult to evaluate relevance feedback experiments, since different users may have differing notions of what is relevant.

Each image was presented to Viper as an initial query, and 20 images were returned to the user. The user could then mark as many as desired of these images as relevant. Negative feedback was not employed in this experiment. This set of relevant images was then submitted as a second query.

A comparison was made between the performance of Viper and that of a vector space system of the sort commonly used in image retrieval, reported in earlier work [34]. The system uses a set of 16 colour, segment, arc and region statistics. The Euclidean distance between each image in the database and each query image is computed exhaustively.

System performances are compared using precision and recall, which are defined as

\[
\text{Precision} = \frac{r}{N} \quad (7)
\]

\[
\text{Recall} = \frac{r}{R} \quad (8)
\]

where \(N\) is the total number of images (documents) retrieved, \(r\) is the number of relevant images retrieved, and \(R\) is the total number of relevant images in the collection.

Precision and recall data are often presented in the form of a Precision vs. Recall graph, which shows, in general, how precision decreases as increasingly large fractions of the collection are retrieved. An ideal Precision vs. Recall graph has \(\text{Precision} = 1\) for all values of Recall: all the relevant images are retrieved before any irrelevant ones. The closer Precision stays to 1, the better.

Figures 2 and 3 show the performances of the two systems on six of the ten queries. Two plots are shown for the Viper system, indicating performance before and after the relevance feedback step. It should be remembered that the user was only shown the top twenty ranked images after the first pass: it was thus not in general possible to include all relevant images in the
The plots clearly indicate the value of relevance feedback. In all cases except the “Crowd Outdoors” query the use of relevance feedback resulted in an improvement in Precision to a value of 1 over a large part of the Recall domain. The Precision of the relevance feedback queries remains higher than that of either the first pass of Viper or that of the vector space system at almost all Recall values, often dramatically so.

The performance of the very large feature space Viper first pass is also better than that of the vector space system for most queries, the exceptions being the broad categories of “Cityscape” and “Magic Show”. In both cases the relevance feedback phase reversed this situation.

5 Conclusion

In this paper we have indicated how techniques inspired by text retrieval can be applied to the content-based query of image databases. We believe that there is much to be learnt from the decades of research in text retrieval, despite the fact that the terms of text queries (words) are much closer to the semantic level than the simple features usually used for image retrieval.

The use of inverted files, coupled with an appropriate choice of discrete features, allows feature spaces of extremely high dimensionalities to be searched efficiently. We have demonstrated the application of this technique to an image retrieval system with more than 80000 possible features.

The use of Precision and Recall graphs provides a standard means of comparing system performances. Experiments using 10 queries on a test database of 500 images demonstrated that the Viper system, using frequency-based weights, performed better than a vector space system even without relevance feedback. One iteration of relevance feedback always improved performance, often dramatically.
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