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Abstract

In the domain of language and audition, studies have shown large individual differences, within the normal range (i.e. in healthy, non-expert individuals), in performance on tasks involving speech sound processing, vocabulary knowledge, and reading, these in both monolingual and bilingual participants and in native and non-native language contexts. These individual differences have often been related to individual differences in brain structure. Evidence for structural differences is especially striking since brain structure can be assumed to be more stable, or less malleable, than brain function. Brain function, on the other hand, can be expected to change, or be plastic, after only very short periods of training/learning. The present paper provides a review of studies that have investigated the brain structural correlates of normative individual differences in aspects of language-related performance, these spanning a hierarchy in terms of the underlying complexity of processing and brain networks involved. Specifically, the review is structured so as to describe work examining the following domains, which involve [...]
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Introduction
The development of high resolution anatomical magnetic resonance imaging (aMRI) and of related techniques such as diffusion tensor imaging (DTI) has revolutionized research on brain morphology and its relation to cognition and perception. The vast majority of research in the domain of human cognitive neuroscience has examined brain function using methods such as functional magnetic resonance imaging (fMRI), electroencephalography (EEG), and magnetoencephalography (MEG), thus providing information about the location and dynamics of neural function during active or passive tasks, or during resting state. In the last 10–15 years, however, the number of studies examining brain structure on a gross, macroscopic level using aMRI as well as DTI in relation to behaviour has grown dramatically. Evidence for structural differences, or change over time (i.e. plasticity) is especially striking since brain structure can be assumed to be more ‘stable’ (i.e. less malleable) than brain function. Brain function, on the other hand, can be expected to change, or be ‘plastic’, after only short periods of training/learning. For example, certain forms of brain functional plasticity (e.g. driven by reduced inhibition of regions adjacent to those receiving input from a region that is damaged) can be observed almost immediately after a change in experience (e.g. induction of an artificial scotoma for studying visual cortex plasticity) (Parks & Corballis, 2012). It has recently been shown that brain structural plasticity of white matter as observed macroscopically using DTI in human adults can be surprisingly rapid; it can be observed after only two hours of training (Sagi et al., 2012). The time window required for observable macroscopic functional change is, however, still much faster than that required for observable macroscopic structural change using methods such as aMRI, fMRI or DTI.

Behavioural and physiological relevance of differences in brain structure and connectivity
Importantly, as will be illustrated in this review, findings of systematic relationships between brain structure and domain-specific aspects of cognitive performance are often located in the very same brain areas that are known to functionally underlie the cognitive processes in question. More generally, research on brain structure and/or structural connectivity is complementary to activation studies (i.e. studies of brain function) in that structural differences at the gross, macroscopic level necessarily arise from underlying cellular and microscopic differences (e.g. synaptic density, degree of myelination), differences which are likely to modulate aspects of local brain function such as neuronal processing and transmission efficiency. For example, differences in gray matter can in part arise from the growth of neuronal dendrites and spines (Buchs & Muller, 1996; De Roo, Klauser, Garcia, Poglia, & Muller, 2008; Holtmaat, Wilbrecht, Knott, Welker, & Svoboda, 2006; Luscher, Nicoll, Malenka, & Muller, 2000) as well as by neurogenesis in certain brain regions (Gould, 2007; Kempermann, Wiskott, & Gage, 2004), both of which have been shown to occur following learning. Zatorre, Fields, and Johansen-Berg (2012) provide a recent review of studies having examined gray and white matter plasticity macroscopically, and speculate about possible underlying cellular and molecular level changes. In relation to brain white matter, it has been
shown that white matter connectivity measures obtained using macroscopic methods such as DTI predict differences in cognitive processing speed, as assessed by behavioural testing (Turken et al., 2008). Another elegant example of the functional relevance of DTI comes from DTI and EEG testing in 1–4 month old human infants (Dubois et al., 2008a). Here, a correlation was found between individual differences in white matter connectivity in visual regions and an electrophysiological measure (a visual event-related potential, measured using EEG) which is thought to reflect the speed of neural transmission. This finding demonstrates that even in young infants, macroscopic magnetic resonance measures reflecting white matter architecture are sensitive enough to allow correlations to be made with electrophysiological measures that are of functional relevance (i.e. greater myelination ought to result in faster neural transmission).

**Functional relevance of white matter measures.** The two most common measures reported in DTI studies are the following. A) Fractional anisotropy (FA) is an exploratory (i.e. looking throughout the brain, as opposed to in a priori regions of interest) measure that reflects the directionality of movement of water molecules, with higher FA values in white compared to gray matter, and with relatively higher FA values within white matter regions reflecting better white matter microstructural integrity. B) Tractography is typically a region of interest approach in which one or several ‘seed’ regions (starting points) are selected and used for virtual tracking of white matter fibres in order to, for example, show greater connectivity between these and other regions (Behrens et al., 2003). FA and tractography differences in DTI can be driven by factors including underlying differences in the number of white matter fibres and by the degree of myelination of the fibres. The latter can be expected to lead to faster transmission of neural information between connected brain regions (Sabatini & Regehr, 1999). A recent review by Zatorre and colleagues (2012) provides an overview of the cellular and molecular level changes that could underlie macroscopically measured brain grey and white matter structural plasticity (Zatorre et al, 2012).

**Measures used and their meaning.** The methods used for in vivo studies of brain structure and structural connectivity in humans include aMRI, DTI, and diffusion spectrum imaging (DSI). A number of other MRI methods also exist that allow us to obtain different measures of brain structure, including for example magnetisation transfer (MT) (Schmierer, Scaravilli, Altmann, Barker, & Miller, 2004; Stanisz, Kecojevic, Bronskill, & Henkelman, 1999) and quantitative multiparameter mapping (Weiskopf & Helms, 2008). Also, many different statistical measures can be derived from analyses of these various MRI data, but a comprehensive review of these is beyond the scope of this paper, and they have been reviewed/described elsewhere (Good et al., 2001; Mechelli, Price, Friston, & Ashburner, 2005). In this paper, studies having used the following brain structural measures will be reported. For aMRI studies, papers having used voxel-based morphometry (VBM) (Ashburner & Friston, 2000), deformation-based morphometry (DBM) (Chung et al., 2001), cortical thickness (Fischl & Dale, 2000), regional extraction of volumes and surface areas using the Freesurfer software (Fischl et al., 2004), and manual labelling (Penhune, Zatorre, MacDonald, & Evans, 1996) will be reported. VBM can be implemented using the DARTEL algorithm (Ashburner, 2007). Similarly, for DTI studies, papers having used fractional anisotropy and tractography will be reported.

**Previous work on brain structure–function relationships**

A large body of work has been dedicated to the study of brain structure in language disorders such as aphasia, dyslexia, specific language impairment (SLI), and stuttering (Best & Demb, 1999;
Chang, Erickson, Ambrose, Hasegawa-Johnson, & Ludlow, 2008; Eckert & Leonard, 2000; Geva, Correia, & Warburton, 2011; Leonard et al., 2001; Watkins et al., 2002), but this literature is beyond the scope of this review. Richardson and Price provide a comprehensive review of studies on brain structure and language, including dyslexia (Richardson & Price, 2009). Here, only studies of healthy variability in brain structure and behaviour will be reviewed.

Early studies having examined normative (i.e. spanning the normal range) aspects of brain structure that are relevant to human language, which is known to be functionally left-hemisphere lateralized in most individuals, have involved studying brain structural asymmetries in auditory brain regions including Heschl’s gyrus (HG), which is known to include primary auditory cortex, and the planum temporale (PT), which includes secondary auditory cortex, as well as in other language-related brain areas. Many of these studies have shown structural asymmetries favouring the left hemisphere in HG and the PT (Jancke, Schlaug, Huang, & Steinmetz, 1994; Penhune et al., 1996; Shapleske, Rossell, Woodruff, & David, 1999; Steinmetz, 1996). Other studies have compared brain structure in left- versus right-handed individuals (Hagmann et al., 2006; Sequeira et al., 2006; Steinmetz, 1996; Steinmetz, Herzog, Schlaug, Huang, & Jancke, 1995). This comparison is relevant to language in that it is known that language function is more likely to be left-lateralized in the brain in right- compared to left-handed individuals (Knecht et al., 2000). Other studies have gone further and compared brain structure in individuals for whom brain language lateralization is known based on invasive methods such as the sodium amytal test (also known as the Wada test), or in whom it has been predicted based on indirect methods such as functional brain imaging or dichotic listening ear-advantages (Dorsaint-Pierre et al., 2006; Foundas, Leonard, Gilmore, Fennell, & Heilman, 1994; Propper et al., 2010; Sequeira et al., 2006). Generally, studies show greater left > right structural asymmetry of auditory regions in right-handed individuals, and in people in whom language is known to be left-lateralized in the brain.

The first studies having examined the relationship between ‘higher-level’ domain-specific cognitive performance and brain structure in healthy individuals have included studies on musical expertise and learning, non-native speech sound learning, as well as absolute pitch (Bengtsson et al., 2005; Bermudez, Lerch, Evans, & Zatorre, 2009; Bermudez & Zatorre, 2005; Foster & Zatorre, 2010b; Gaser & Schlaug, 2003a, 2003b; Golestani, Paus, & Zatorre, 2002; Hyde et al., 2009; Luders, Gaser, Jancke, & Schlaug, 2004; Schlaug, Jancke, Huang, & Steinmetz, 1995; Schneider et al., 2002; Zatorre, Perry, Beckett, Westbury, & Evans, 1998). Subsequently, the number of studies having examined brain structural correlates of individual differences in aspects of perception and/or cognition has increased dramatically. Indeed, recent papers illustrate the growing interest in examining systematic relationships between inter-individual variability in aspects of perception (Kanai, Bahrami, & Rees, 2010), cognition (Schwarzkopf, Song, & Rees, 2011), and even personality (Pujol et al., 2002), introspection (Fleming, Weil, Nagy, Dolan, & Rees, 2011) and political orientation (Kanai, Feilden, Firth, & Rees, 2011) and variability in brain structure and structural connectivity. For reviews and opinions, see papers by Johansen-Berg (2010) and Kanai and Rees (2011).

Present review

This paper will provide an overview of studies that have investigated the brain structural correlates, using aMRI and DTI, of normative individual differences in aspects of language-related performance, these spanning a hierarchy in terms of the underlying complexity of processing and brain networks involved. The review is structured so as to describe work examining the following sub-lexical–lexical–supralexical levels of processing, which involve progressively increasing levels of
complexity in terms of the posited perceptual/cognitive sub-functions involved: 1) lower-level acoustic processing; 2) phonetic processing, including non-native speech sound learning, learning to use pitch information linguistically, non-native speech sound articulation, and phonetic expertise; 3) working memory for verbal and for pitch information; 4) semantics, in the context of lexical knowledge and of semantic memory; 5) reading; 6) syntax, both natural and artificial; 7) bilingualism; and finally 8) executive control of language in the context of fluency and of speech-in-noise processing. Table 1 provides an overview of the studies reviewed, of the level of language or of language-related processes examined, of imaging methods, and analyses or measures used, and of main results. The results are discussed and synthesized in the context of the findings and of their relationship to posited lower to higher-level brain networks thought to functionally underlie processing in the respective perceptual/cognitive domains. Where relevant, studies that have examined brain structural plasticity underlying learning at these various levels of the language hierarchy will also be described and discussed; items appearing in bold in Table 1 refer to these structural plasticity studies. Similarly, where relevant, results of related functional imaging data, either obtained from the same participants that were scanned structurally, or from different participants but using the same or a similar task, will be presented in order to assist in the interpretation of the structural results. Last, the third column in Table 1 indicates studies involving, at some level, pitch and/or tonal processing. These studies have been included because a) they are often relevant to the topic at hand, that being lower and higher-level contributions to language processing whether they be verbal or non-verbal; and b) because they are useful in illustrating what appears to be a generalized principle of brain functional and structural asymmetries, that being the complementary contributions of the left and right hemispheres to verbal and non-verbal processing, respectively, and this in domains including audition (see (i) in column 3 of Table 1), memory (see (ii)), and as will be seen, even in grammar (see (iii)) and bilingualism (see (iv)).

Methodological considerations

Several considerations can help to understand some of the differences between functional and structural neuroimaging. First, unlike functional imaging, the interpretation of structural results does not depend on stimuli, task, or task performance (cf. Crinion et al., 2009). In other words, factors such as attentional fluctuations during task performance, or differences in strategy, can have more immediately observable effects in functional brain imaging, which by definition is more dynamic than is structural imaging. Second, in studies of brain structure, a more ‘basic’, or initial approach is to compare groups, as was done in original studies comparing left and right-handed individuals, or men versus women, or as is still done in many studies comparing clinical to normal samples. A more fine-tuned and in some cases more interesting approach for relating brain structure to higher level aspects of human cognition and behaviour is to correlate brain structure with individual differences in behaviour. This approach is all the more interesting as it allows to tease apart brain morphological features (e.g. volume, surface area, cortical thickness, curvature, etc.) that are correlated with individual differences, allowing to go beyond more conventional group average comparisons. Specifically, often, a better understanding of the relationship between individual differences and both functional and structural brain imaging data can help to clarify the roles of specific influences and/or factors in a manner that is behaviourally relevant (Johansen-Berg, 2010). Third, in functional neuroimaging studies, the interpretation and validity of the results is based on the comparison of activation patterns observed across experimental and control conditions, which thus have to be carefully selected and designed. Similarly though, in anatomical studies aiming to establish a relationship between individual
Table 1. Overview of brain structure - performance studies spanning low to high levels of the language processing hierarchy.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Tonal / pitch</th>
<th>Level of processing</th>
<th>Task</th>
<th>Imaging method</th>
<th>Structural analysis methods/statistics</th>
<th>Results/brain regions</th>
</tr>
</thead>
</table>
| Warrier et al., 2009   | yes (i)       | low-level: auditory | passive listening to temporally versus spectrally varying noise      | aMRI & fMRI    | manual labelling of HG                  | • L HG volume positively correlated with L HG activation arising from temporal processing  
• R HG volume positively correlated with R HG activation arising from spectral processing  
• GM density in L HG negatively correlated with FM thresholds (more GM was associated with better performance) at the age of 10, and in boys only at the age of 13 (greater GM density associated with lower thresholds)  
• greater L > R asymmetry in parietal cortex WM volumes in faster > slower learners  
• & larger L HG (WM volume) in faster > slower learners (data reanalyzed/reported in Golestani et al, 2007)  
• same as above (greater parietal lobe asymmetries and L HG larger in faster > slower learners) |
| Sutherland et al., 2012| no            | low-level: auditory | frequency modulation (FM) thresholds                                | aMRI           | VBM                                    | • GM density in L HG negatively correlated with FM thresholds (more GM was associated with better performance) at the age of 10, and in boys only at the age of 13 (greater GM density associated with lower thresholds) |
| Golestani et al., 2002 | no            | language: phonetic  | non-native phonetic learning (perception)                          | aMRI           | VBM & volumetric analyses (DBM)        | • greater L > R asymmetry in parietal cortex WM volumes in faster > slower learners  
• & larger L HG (WM volume) in faster > slower learners (data reanalyzed/reported in Golestani et al, 2007)  
• same as above (greater parietal lobe asymmetries and L HG larger in faster > slower learners) |
| Golestani et al., 2007 | no            | language: phonetic  | non-native phonetic learning (perception)                          | aMRI           | VBM, DBM, manual labelling, sulcal labelling FA and tractography | • greater leftward lateralization of the arcuate fasciculus related to better performance  
• larger left HG (GM volume) in more compared to less successful learners |
| Lebel & Beaulieu 2009  | no            | language: phonetic & semantic | standardized testing: phonological & vocabulary                    | DTI            | FA and tractography                     | • successful learning positively correlated with FA in left temporo-parietal region |
| Wong et al., 2008      | yes           | language: phonetic/tonal | learning to use pitch patterns linguistically                     | aMRI & fMRI in related study | manual labelling of HG                  | • larger L pars opercularis and L & R transverse gyri (including HG) in phoneticians > controls  
• greater left transverse gyrus gyriﬁcation in phoneticians > controls  
• phonetic experience positively correlated with left pars opercularis surface area |
| Wong et al., 2011      | yes           | language: phonetic/tonal | learning to use pitch patterns linguistically                     | DTI            | FA (& tractography: not correlated with performance) | • successful learning positively correlated with FA in left temporo-parietal region |
| Golestani et al., 2011 | no            | language: phonetic (expertise) | group comparisons: phoneticians versus non-experts & correlation with phonetic experience in phoneticians | aMRI           | VBM, regional volume & surface area (freesurfer), & manual labelling | • larger L pars opercularis and L & R transverse gyri (including HG) in phoneticians > controls  
• greater left transverse gyrus gyriﬁcation in phoneticians > controls  
• phonetic experience positively correlated with left pars opercularis surface area |
<table>
<thead>
<tr>
<th>Publication</th>
<th>Tonal / pitch</th>
<th>Level of processing</th>
<th>Task</th>
<th>Imaging method</th>
<th>Structural analysis methods/statistics</th>
<th>Results/brain regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Golestani &amp; Pallier, 2007</td>
<td>no</td>
<td>language: phonetic</td>
<td>non-native phonetic production</td>
<td>aMRI</td>
<td>VBM</td>
<td>better producers: more WM in L insula/IFG, &amp; L &amp; R inferior parietal gyri</td>
</tr>
<tr>
<td>Reiterer et al., 2011</td>
<td>no</td>
<td>language: phonetic &amp; prosodic</td>
<td>foreign accent imitation (word &amp; sentence imitation)</td>
<td>aMRI</td>
<td>VBM</td>
<td>better imitators: more GM in L premotor &amp; inferior frontal cortices, &amp; L SMG</td>
</tr>
<tr>
<td>Richardson et al., 2011</td>
<td>no</td>
<td>language: verbal working memory</td>
<td>forward &amp; backward digit span, spoonerisms</td>
<td>aMRI</td>
<td>VBM (DARTEL)</td>
<td>GM in L posterior STS positively correlated with performance on the 3 tasks</td>
</tr>
<tr>
<td>Foster &amp; Zatorre, 2007b</td>
<td>yes (ii)</td>
<td>non-verbal working memory</td>
<td>relative pitch judgements</td>
<td>aMRI (fMRI in related study)</td>
<td>VBM &amp; cortical thickness</td>
<td>GM in R Heschl’s sulcus and bilateral intraparietal sulci positively correlated with performance</td>
</tr>
<tr>
<td>Lee et al., 2007</td>
<td>no</td>
<td>language: semantic</td>
<td>vocabulary knowledge/size: WISC-III subtest</td>
<td>aMRI &amp; DTI</td>
<td>VBM &amp; DTI (tractography: not correlated with performance)</td>
<td>GM in L &amp; R posterior SMG positively correlated with vocabulary knowledge</td>
</tr>
<tr>
<td>Richardson et al., 2010</td>
<td>no</td>
<td>language: semantic</td>
<td>psychometric testing: British Picture Vocabulary Scale II</td>
<td>aMRI &amp; fMRI</td>
<td>VBM</td>
<td>GM in L posterior SMG positively correlated with vocabulary knowledge in teenagers</td>
</tr>
<tr>
<td>de Zubicaray et al., 2011</td>
<td>no</td>
<td>language: semantic</td>
<td>amodal semantic memory: 6 standardised tests</td>
<td>aMRI &amp; DTI</td>
<td>VBM &amp; FA</td>
<td>GM in L ATL, L posterior MTG &amp; STG, &amp; L IPL inversely correlated with semantic memory</td>
</tr>
<tr>
<td>Nauchi &amp; Sakai, 2009</td>
<td>no</td>
<td>language: syntax</td>
<td>detection of syntactic errors in sentences</td>
<td>aMRI</td>
<td>VBM: analyses of symmetry</td>
<td>performance positively correlated with leftward lateralization in GM volume of left pars triangularis (BA 45)</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Publication</th>
<th>Tonal / pitch</th>
<th>Level of processing</th>
<th>Task</th>
<th>Imaging method</th>
<th>Structural analysis methods/statistics</th>
<th>Results/brain regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Floel et al., 2009</td>
<td>no language: syntax</td>
<td>artificial grammar learning task</td>
<td>DTI FA &amp; tractography</td>
<td>FA in fibres arising from Broca's area (left BA 44/45) positively correlated with performance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loui et al., 2011</td>
<td>yes (iii) non-verbal syntax</td>
<td>pitch-based artificial grammar learning (musical syntax)</td>
<td>DTI FA &amp; tractography</td>
<td>R IFG &amp; R MTG tract volumes positively correlated with learning success</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Klingberg et al., 2000</td>
<td>no language: reading</td>
<td>standardised tests: Word ID &amp; Word Attack tests</td>
<td>DTI FA</td>
<td>FA in R arcuate fasciculus underlying R SMG positively correlated with learning</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blackmon et al., 2010</td>
<td>no language: reading</td>
<td>reading phonetically irregular words (Wechsler Test of Adult Reading)</td>
<td>aMRI cortical thickness</td>
<td>higher scores correlated with thicker bilateral anterior STG &amp; angular gyri/posterior STG, &amp; L intraparietal sulcus</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mechelli et al., 2004</td>
<td>no language: bilingualism</td>
<td>group comparisons: bi-ling. versus monoling. &amp; correlation with proficiency/AOA in bilinguals</td>
<td>aMRI VBM</td>
<td>GM density in L inferior parietal cortex greater in bilinguals &gt; monolinguals</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stein et al., 2012</td>
<td>no language: bilingualism</td>
<td>longitudinal L2 learning: cloze sentences &amp; vocabulary test</td>
<td>aMRI VBM</td>
<td>greater increase in GM in L IFG and L ATL in people having improved more in L2 proficiency</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crinion et al., 2009</td>
<td>yes (iv) language: bilingualism</td>
<td>group comparisons: tonal versus non-tonal languages</td>
<td>aMRI VBM</td>
<td>Chinese &gt; non-Chinese: higher probability of GM &amp; WM in R ATL &amp; L posterior insula</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. (Continued)
**Table 1.** (Continued)

<table>
<thead>
<tr>
<th>Publication</th>
<th>Tonal / pitch</th>
<th>Level of processing</th>
<th>Task</th>
<th>Imaging method</th>
<th>Structural analysis methods/statistics</th>
<th>Results/brain regions</th>
</tr>
</thead>
</table>
| Grogan et al., 2009 | no high-level/executive: verbal fluency | semantic and phonemic fluency | aMRI | VBM | - GM in L ITG positively correlated with semantic fluency in L1 & L2  
- GM in bilateral pre-SMA & head of caudate positively correlated with phonemic fluency (L2 > L1) |
| Wong et al., 2010 | no high-level/executive: SPIN | QuickSIN test (sentences in background babble) | aMRI | cortical thickness & regional volumes (freesurfer) | - older adults: volume of L pars triangularis and thickness of L SFG positively correlated with performance |
| Harris et al., 2009 | no high-level/executive: SPIN | word in noise recognition | aMRI & fMRI | VBM (and fMRI analyses) | - GM volume of anteromedial L HG/STG larger in younger > older adults  
- GM in L HG/STG positively correlated with performance in both groups |

ACC: anterior cingulate cortex; AOA: age of acquisition; aMRI: structural MRI; ATL: anterior temporal lobe; BA 44: Brodmann area 44 (aka pars opercularis); BA 45: Brodmann area 45 (aka pars triangularis); DBM: diffusion-based morphometry; DTI: diffusion tensor imaging; FA: fractional anisotropy; FM: frequency modulation; fMRI: functional MRI; GM: gray matter; HG: Heschl’s gyrus; IFG: inferior frontal gyrus; IPL: inferior parietal lobe; ITG: inferior temporal gyrus; ITL: inferior temporal lobe; L: first language; L2: second language; L: left; MRI: magnetic resonance imaging; MTG: middle temporal gyrus; R: right; SFG: superior frontal gyrus; SMG: supramarginal gyrus; SPIN: speech in noise; STG: superior temporal gyrus; STS: superior temporal sulcus; T-P: temporo-parietal cortex; VBM: voxel-based morphometry; WISC-III: Wechsler Intelligence Scale for Children – 3rd edition; WM: white matter.  
Bold entries: studies having examined plasticity.
differences in aspects of behavioural performance and brain structure, aspects of performance are measured and subsequently correlated with brain structural measures. Thus, even in structural studies, careful selection of behavioural measures is required in order to yield valid results that can be interpreted meaningfully and in a more general context. Fourth, and related to the above, only behavioural measures that are relatively stable over time within individuals and that do not fluctuate widely as a function of the specific testing session (due to attentional or other variables, or simply due to lack of test–retest stability) can be used to correlate with brain structure. If a particular behavioural measure were to vary more widely over time when retested in the same individual compared to the variability observed across individuals (due to individual differences) then statistically robust correlations with brain anatomy would be very difficult to establish. Last, in brain structural studies that aim to compare different participant groups (e.g. monolinguals versus bilinguals), the interpretation and validity of findings depends on the careful selection and matching of the experimental and control groups (for example with respect to age, sex, educational level, experience, etc.) so as to ensure that group differences are not driven by confounds of non-interest.

**Brain structure – performance relationships spanning low to high levels of the language processing hierarchy**

Table 1 provides an overview of the studies reviewed in this section.

Lower-level acoustic processing, relative pitch and auditory short-term memory

Several studies have examined individual differences in local brain structure and its relationship to lower-level, acoustic processing of sounds. One of these, by Warrier and colleagues (2009), can be seen as an extension of the original brain structure–function studies described in the introduction that examined normative left–right structural asymmetries in auditory cortex morphology and their relationship to handedness and hemispheric lateralization for language. In this study, fMRI was used to measure brain function while participants listened to noise stimuli varying orthogonally in temporal and spectral dimensions (Warrier et al., 2009). The functional activation patterns were then related to volumetric measurements of left and right Heschl’s gyrus (HG). As expected, Warrier and colleagues found that the anatomy of HG was very variable across individuals (Abdulkareem & Sluming, 2008; Penhune et al., 1996). In terms of brain function, they found leftward lateralization in the neural response to varying rates of stimulus change (i.e. stimuli containing rapidly changing information), and rightward lateralization in response to increasing spectral information. Importantly, they found that larger left HG volumes were associated with larger extents of ‘rate-related’ cortex on the left, and that right HG volumes were associated with larger extents of spectral-related cortex on the right. These findings are in line with a body of literature suggesting functional asymmetries in the way in which the auditory cortices process rapidly changing ‘temporal’ information, which is proposed to be left-lateralized, versus steady-state spectral (pitch, or frequency) information, which is thought to be right-lateralised (Zatorre, Belin, & Penhune, 2002; Zatorre, Evans, Meyer, & Gjedde, 1992; Zatorre & Gandour, 2008). They are also in line with microscopic studies showing that the cellular organization of left HG makes it more suited to processing rapidly changing auditory information than the right HG (Anderson, Southern, & Powers, 1999; Galuske, Schlote, Bratzke, & Singer, 2000; Seldon, 1981).

A very recent study by Sutherland and colleagues (2012) has also examined brain structural correlates of low-level auditory processing using a task requiring acuity in the temporal domain.
Here, adolescents heard two tones and had to decide which of the two contained 2-Hz frequency modulation (FM). Based on their performance, modulation depth was adjusted and FM thresholds were calculated. The participants were scanned longitudinally, several times each, at the ages of 10, 11.5, and 13 years. It was found that the 2-Hz FM thresholds were significantly correlated with gray-matter density in left HG (higher GM density was associated with better performance) at the age of 10 years, but that this correlation weakened with age. Also, at Time 3 (i.e. age 13) there was a relationship between gray-matter density in left HG and FM thresholds in boys but not in girls. Interestingly, FM thresholds correlated with spelling abilities at the age of 10, again only in boys, suggesting the importance of being able to detect low-level changes in frequency for language and literacy. These findings suggest that at least in a subportion of individuals, the lower-level processing of sounds and of how they change over time are relevant to higher-level aspects of language processing such as literacy. This study highlights the relevance of the approach taken in this review, which is to examine the different lower to higher-level sub-processes required for speech and language and their relationship to brain structure, since it is shown here that low-level abilities predict higher-level ones, as they predict individual differences in brain structure. The results also extend the above-described ones by Warrier and colleagues in that it is here demonstrated that the relationship between lower-level temporal processing and left auditory cortex morphology can be linked to higher-level aspects of language processing.

**Phonetic perception and production**

*Non-native phonetic perception.* Phonetic perception can be seen as the lowest-level, most elemental sub-unit of speech since successful phonetic perception is required for subsequent speech/phonetic production, word perception, verbal working memory, semantic processing, and other ‘upstream’ cognitive speech and language related processes. Similarly, the ability to imitate foreign accents on the word and sentence levels is dependent not only on successful perception of foreign speech sounds but also on the ability to accurately imitate speech on the phonetic level. In this section studies examining brain structural correlates of phonetic perception, production, and accent imitation will be described.

A number of studies, including several from our group, have examined structural correlates of phonetic perception. First, behaviourally, it has been shown that there are large individual differences in how well people can hear non-native phonetic contrasts and also in how quickly they can learn to hear them (Golestani & Zatorre, 2009; Hattori & Iverson, 2009). In three related brain imaging studies, performed in three different groups of participants, a synthetic Hindi dental-retroflex contrast was used to examine brain structural (Golestani, Molko, Dehaene, LeBihan, & Pallier, 2007; Golestani et al., 2002) and functional (Golestani & Zatorre, 2004) correlates of individual differences in non-native phonetic perception. Functionally, it was shown that once the non-native contrast was learned, regions including bilateral auditory cortices and the left inferior frontal gyrus were recruited. These regions are the same as were recruited during the perception of a native phonetic contrast. Further, people who were more successful at learning to hear the non-native contrast showed less activation, or more efficient neural processing, in the left inferior frontal gyrus (Golestani & Zatorre, 2004). Functional brain imaging and transcranial magnetic stimulation studies have shown that the posterior portion of the left inferior frontal gyrus, the left pars opercularis, or Brodmann’s area (BA) 44, and the left supramarginal gyrus within the left inferior parietal cortex, are involved in and even necessary for phonological processing and for subvocal rehearsal in verbal working memory (Hartwigsen et al., 2010; Pauls et al., 1993). Further, the left pars opercularis has been shown to play a role in the extraction and manipulation of phonetic
segments in verbal working memory (Burton, Small & Blumstein, 2000; Zatorre, Meyer, Gjedde, & Evans, 1996). The finding of less activation of the left inferior frontal gyrus in ‘faster’ learners is consistent with the idea that phonetic processing is less effortful in faster than for ‘slower’ phonetic learners.

In two related structural imaging papers, it was shown that people who are faster at learning to hear this dental-retroflex contrast have more white matter in left HG, and also that they show structural differences in the parietal cortex (greater left > right asymmetry in parietal cortex volumes) compared to slower phonetic learners (Golestani et al., 2002; Golestani et al., 2007) (Figures 1 and 2). The finding of large left HG volumes in faster phonetic learners was shown in two independent participant groups, and using both automated, exploratory (VBM) as well as manual, region-of-interest (manual labelling) analyses (Golestani et al., 2007). We also found that faster learners are more likely than slower learners to show transverse gyrus splitting or duplication (Golestani et al., 2007). Previous studies have shown that when there are multiple transverse gyri, the primary auditory cortex is most likely to lie in the most anterior one (Rademacher et al., 2001). Our results thus suggest that the brain structural differences between faster and slower learners are not limited to the primary auditory cortex, but that they extend to the planum temporale and/or to other secondary auditory regions. Interestingly, and of relevance to these auditory cortex findings, it has also been shown that individual differences in the lateralization of the arcuate fasciculus, a white matter tract that connects frontal and posterior (temporo-parietal) speech regions, partly predicts phonological processing in children and adolescents. Specifically, it was found that individuals who showed greater left-lateralization of this fibre tract were more likely to be the ones who performed better on a test of phonological processing (Lebel & Beaulieu, 2009).

**Learning to use tonal information linguistically (tonal phonetic perception).** Several related studies have been done by Wong and colleagues (Wong, Perrachione, & Parrish, 2007; Wong et al., 2008; Wong et al., 2011) using fMRI, aMRI, and DTI to study the brain functional, structural, and white matter connectivity correlates of individual differences in learning to use pitch information linguistically. In all three studies, native English-speaking adults who had been screened for prior exposure to tonal languages were trained to associate monosyllabic pseudowords that contained different pitch

![Figure 1.](image-url) 50% thresholded probability map of HG in faster and slower phonetic learners.
patterns resembling those existing in Mandarin tones, with pictures. This task can be thought of as an artificial tonal phonetic learning task, where individuals are taught to associate pitch information with meaning. In the structural MRI study it was found that more successful learners had a larger volume of left HG compared to less successful learners (Wong et al., 2008). This finding is in line with the above-reported left HG finding on structural correlates of learning to hear the dental-retroflex contrast, a contrast not involving contrastive pitch information. Further, this finding is consistent with those of the related fMRI study performed by Wong and colleagues (2007) in which individuals were also trained to use pitch information linguistically. In this longitudinal fMRI plasticity study, brain functional activation was measured before and after training. It was found that participants who were good at learning showed greater activation in left HG compared to those who were poorer at learning. Also, those who improved during training showed increased activation of the left posterior superior temporal cortex after training when compared to before training. Participants who did not improve above a certain level, however, showed increased activation in the right superior temporal cortex and right inferior frontal gyrus, which are associated with nonlinguistic pitch processing, and in bilateral prefrontal and medial frontal areas, which are associated with increased working memory and attentional effort (Wong et al., 2007). These fMRI findings are in line with those of Golestani et al. 2004, in which a) left and right STG were overall more recruited after compared to before learning of the dental-retroflex contrast, and b) slower phonetic learners showed greater recruitment of the left inferior frontal gyrus (Golestani et al, 2004).

In another very recent related DTI study, Wong and colleagues (2011) compared brain structural connectivity between people who were better versus poorer at learning to use pitch information

Figure 2. Voxel-based morphometry (VBM) result showing higher probability of white matter in left HG in faster compared to slower phonetic learners.
HG: Heschl's Gyrus.
linguistically. Analyses of FA maps revealed that white matter connectivity in the left temporo-parietal region correlated positively with learning success (Wong et al, 2011). Once again, the location of this result is consistent with the above-reported parietal cortex structural differences between people who are faster versus slower at learning to hear the Hindi dental-retroflex contrast.

**Phonetic expertise.** In a more recent study, we were interested in understanding whether the structural differences observed in HG between faster and slower phonetic learners could be due to individual differences in aspects of linguistic experience. We also wanted to test whether extensive phonetic training can influence other aspects of brain structure. Brain structure was compared in phoneticians to that of healthy, matched controls. Phoneticians are language experts who are highly trained to listen to speech and to transcribe it into an international phonetic alphabet. They thus have extensive experience with phonetic segmentation and analysis. It was found that phoneticians have a larger left pars opercularis and larger bilateral transverse gyri, which include HG, compared to non-experts. Further, it was found that the size of the left pars opercularis, the Broca’s area sub-region described above, is known to be functionally involved in phonetic parsing and segmentation (Burton et al., 2000; Zatorre et al, 1996), is larger in phoneticians with more compared to those with fewer years of transcription training experience. These cross-sectional results suggest that intensive phonetic training shapes this Broca’s area subregion (Golestani, Price, & Scott, 2011).

**Non-native phonetic and speech imitation/articulation.** The accurate pronunciation of foreign speech sounds can only occur in a spontaneous and relatively automatic fashion if the sounds are perceived accurately. The ability to produce or to imitate foreign speech sounds therefore depends on initial successful phonetic perception, and can therefore be conceptualized as being next in the language processing hierarchy put forth in this paper. Several studies have examined brain structural correlates of speech and of speech sound articulation (Golestani & Pallier, 2007; Reiterer et al., 2011). In one study, VBM was used to examine brain structural correlates of the ability to accurately pronounce the Farsi voiced uvular plosive. It was found that people who are more skilled at articulating this sound have more white matter in the left anterior insula/inferior prefrontal cortex and the inferior parietal cortices bilaterally (Golestani & Pallier, 2007). More white matter could be due to greater myelination, which would allow more efficient neural transmission between relevant brain regions.

In a more recent study by Reiterer and colleagues (2011), 140 late bilingual adults were tested on how well they could imitate foreign accents. They were asked to imitate sentences and words in either their second language (English), or in Indian languages (Hindi and Tamil) that they had never been exposed to. Structural and functional MRI data was acquired in a subset of individuals. Functional imaging revealed individual differences in the recruitment of left-hemisphere speech areas during sentence and word imitation. People with poorer abilities showed higher hemodynamic activation in a distinct fronto-parietal network, and conversely, people with higher abilities showed less activation in these regions but also more gray matter in this same network, including the left inferior parietal cortex (supramarginal gyrus) and in the left inferior frontal/premotor area (Reiterer et al., 2011).

As it can be seen from the above studies, and as would be expected based on functional neuroanatomy, structural correlates of speech sound processing are found in a) HG but also in the adjacent secondary auditory cortex and in the parietal cortex for phonetic perception/learning, b) in the inferior parietal cortices bilaterally and in the left anterior insula for phonetic production/articulation, and in c) the left supramarginal gyrus and left inferior frontal/premotor area for speech/accen
imitation at the word and sentence levels. Taken together, the studies on phonetic perception and production show a partial dissociation between the structural correlates of phonetic perception and production. Further, the respective locations of the structural correlates are in the very regions that have been shown, in functional neuroimaging and in lesion studies, to functionally underlie these cognitive processes (Binder et al., 1994; Dronkers, 1996; Hickok, Buchsbaum, & Humphries, 2003; Zatorre et al., 1992). Findings of individual differences in foreign speech sound learning and their relationship with local aspects of brain structure can be further explored by linking these findings to electrophysiological research on functional brain mechanisms that may underlie these individual differences (Diaz, Baus, Escera, Costa, & Sebastian-Galles, 2008), and by looking for convergence across different brain imaging modalities. They can also be further explored by gaining a better understanding of the functional mechanisms underlying speech sound processing and learning during adulthood, both in perception (Raizada, Tsao, Liu, & Kuhl, 2010; Zhang et al., 2009) and in production (Moser et al., 2009; Shuster & Lemieux, 2005).

Verbal and non-verbal working memory

Verbal working memory. Verbal working memory involves actively retaining verbal information in short-term memory for a relatively short period of time, as required by the task or by the context (e.g. holding a phone number in memory before dialling it). It can thus in principle be performed using only phonetic information, but typically involves words and thus meaning as for example in the digit span subtest of the Wechsler Adult Intelligence Scale. It can be thought of as being one step ‘upstream’ in the language processing hierarchy, since after hearing speech sounds or words, in order to ensure speech comprehension, the information has to be maintained in working memory while it is processed and subsequently related to meaning and to its surrounding context (e.g. sentence).

In a very recent study, performance on a verbal short-term memory task was related to brain structure. Verbal short-term memory was tested using the digit span subtests of the Wechsler Adult Intelligence Scale, 3rd edition (Wechsler, 1998). It was found that better performance was associated with a higher probability of gray matter in the left posterior superior temporal sulcus (STS) in normal and also in dyslexic adults (Richardson et al., 2011). The location of this effect was near that of a lesion site that has recently been associated with reduced auditory short-term-memory capacity in patients with stroke damage (Leff et al., 2009).

Non-verbal working memory. Non-verbal working memory is typically assessed using visual-spatial information, but can in principle also be tested using non-verbal auditory information. Two related studies by Foster and Zatorre (2010a & 2010b) have examined brain functional and structural correlates of relative pitch judgments. Relative pitch judgements involve transforming high-level auditory information by comparing and recognizing melodies by their interval structure. Functionally, it was shown that brain activity within the right intraparietal sulcus predicted performance in both musicians and non-musicians on this task (Foster & Zatorre, 2010a). In the related structural imaging study, it was found that gray matter density and cortical thickness in the right HG and in the intraparietal sulci positively predicted relative pitch performance (Foster & Zatorre, 2010b). These results are in the vicinity of the region homologous to that described above on structural correlates of verbal working memory, with verbal working memory being related to brain structure in the left posterior superior temporal sulcus (STS) and non-verbal working memory to that in the right intraparietal sulcus, just posterior and superior to the right STS. The lateralization of these complementary findings parallels the left versus right auditory cortex structural lateralization
related to verbal versus tonal/pitch information, respectively, described in the section entitled ‘Lower-level acoustic processing, relative pitch and auditory short-term memory’, above.

**Semantics: Lexical knowledge and semantic memory**

*Lexical knowledge.* As described at the beginning of the above section, semantic processing occurs after verbal information is retained in working memory while it is related to meaning stored in long-term semantic memory. There are large individual differences in the vocabulary of individuals, in other words in how much verbal semantic information they have stored in long-term memory, depending on many factors including education, socio-cultural environment and multilingualism. Several studies have examined brain structural correlates of vocabulary knowledge, and have previously been reviewed elsewhere (Richardson & Price, 2009). Results will also be described here as they can then be linked to those on structural correlates of language processing at lower and higher levels in the language processing hierarchy.

Lee and colleagues (2007) used aMRI and DTI to show that vocabulary knowledge in monolingual teenagers is positively correlated with gray matter ‘density’, or probability, in bilateral posterior supramarginal gyri. The effect was specific to the number of words learned, regardless of verbal fluency or other cognitive abilities. The study also showed that this brain region is structurally connected to other parts of the inferior parietal cortex, ones that process either the sounds of words (the anterior supramarginal gyrus) or their meaning (the angular gyrus), suggesting that the posterior supramarginal gyrus may be a binding site for phonological and semantic information (Lee et al., 2007). In a related study, Richardson, Thomas, Filippi, Harth, and Price (2010) tested a larger number of individuals on vocabulary knowledge using different methods than those that were used in the above study, and in an age range spanning a large part of the human life span (7 to 75 years). Despite the methodological differences, they replicated the finding of a positive association between gray matter probability in the posterior supramarginal gyrus and vocabulary knowledge, but only in the teenagers that were included in their study. They showed that gray matter density in two other, left posterior temporal regions (the posterior STS and the posterior temporo-parietal junction) was positively correlated with vocabulary across the lifespan. They suggest that the finding in the teenagers reflects changes arising from a mode of learning that is implemented during formal education, whereas that the findings across the lifespan reflect vocabulary learning that arises from linking semantic and syntactic information to prior knowledge in the context of day to day exposure to language (Richardson et al., 2010).

*Semantic memory.* Semantic memory refers to long-term memory for information related to ideas, meanings, and concepts that are not related to personal experiences. Semantic memory can be accessed with words, but also with images and information occurring in other modalities. In this sense it can be viewed as partly encompassing the lexicon, but also information that is based much more broadly in human cognition.

In a recent study by de Zubicaray, Rose, and McMahon (2011), aMRI and DTI were used to examine the relationship between semantic memory and brain structure in healthy older adults ranging from 55–85 years of age. They found that amodal semantic memory, as assessed by six standardized neuropsychological tests, was inversely correlated with gray matter volumes in a predominantly left lateralized network including the anterior temporal lobe and the posterior temporal and posterior inferior parietal lobes. It was further positively correlated with FA of the left inferior fronto-occipital fasciculus and uncinate fasciculus fibre pathways, ones which connect the posterior occipitotemporal to the anterior temporal lobe, and the anterior temporal lobe to the
orbitofrontal cortex, respectively. These regions are all known to be functionally involved in aspects of language and semantic memory (de Zubicaray et al., 2011). The inverse relationship with gray matter volumes was attributed to a potential mechanism of synaptic pruning during development.

**Syntax**

Syntax refers to the rules that govern the sentence structure of language. As such, syntactic information in addition to semantics is used to derive meaning from speech at the sentence level, and can be conceptualized as being next in the language processing hierarchy here described.

**Linguistic syntax and artificial grammar learning.** Two studies have examined brain structural and white matter structural connectivity correlates of individual differences in performance on syntactic tasks (Floel, de Vries, Scholz, Breitenstein, & Johansen-Berg, 2009; Nauchi & Sakai, 2009). The first, by Nauchi and Sakai (2009), is a structural MRI study having examined linguistic syntax using sentences. Here, a positive correlation was found between the degree of leftward structural lateralization of the pars triangularis of the left inferior frontal gyrus (the anterior portion of Broca’s area, or Brodmann area 45) and performance on a task involving detection of syntactic errors in 95 non-native speakers of English (Nauchi & Sakai, 2009). This correlation was independent of spelling performance, age, gender, and handedness. This subregion of Broca’s area as well as the adjacent and posteriorly located pars opercularis, or Brodmann area 44, have been functionally implicated in grammatical processing during tasks including 1) syntactic decision, 2) deciding whether two sentences had the same or different meanings based on manipulation of syntactic information, 3) identification of nouns and function words, and 4) listening to syntactically correct and incorrect sentences (Dapretto & Bookheimer, 1999; Friederici, Opitz, & von Cramon, 2000; Friederici, Ruschemeyer, Hahne, & Fiebach, 2003; Hashimoto & Sakai, 2002).

Convergent structural findings were observed in a DTI study by Floel and colleagues (2009) in which individual differences in white matter connectivity were examined in relation to performance on a finite state artificial grammar learning task using consonant strings. It was found that the FA values of fibres arising from the two above-mentioned subregions of Broca’s, the left pars opercularis and the left pars triangularis, positively predicted performance on this task. This is the first study to date showing that the structural connectivity of fibres arising from brain regions known to be functionally involved in syntax processing is a predictor of how well individuals can extract grammatical rules (Floel et al., 2009).

**Pitch-based artificial grammar.** An elegant and recent DTI study by Loui, Li, and Schlaug (2011) was performed to examine white matter connectivity correlates of individual differences on an artificial pitch-based grammar learning task in order to gain some understanding of structural correlates of musical grammar learning. Individuals were trained on 500 tone sequences to learn an artificial phrase-structure grammar which is based on a novel musical scale, and which is thus unfamiliar to most individuals. It was found that white matter connectivity originating from the right inferior frontal gyrus and right middle temporal gyrus correlated positively with learning performance. Correlations were also found between learning and fractional anisotropy in white matter underlying the right supramarginal gyrus, corresponding to the right temporo-parietal junction of the arcuate fasciculus (Loui et al., 2011).

Taken together, the studies on structural correlates of syntax, artificial grammar learning, and pitch-based grammar learning show dissociations between the structural correlates of linguistic/
symbolic versus musical syntax learning in regions including the left and right inferior frontal gyri, respectively. Once again, these asymmetries appear to be in line with the more general principle of cerebral asymmetries, with verbal processing being left-lateralized and with non-verbal processing being right-lateralized.

**Reading**

Reading involves linking semantic and syntactic information contained in written words and sentences to information stored in semantic memory to derive meaning. As such, successful and experienced reading requires lexical and syntactic knowledge as well as access to semantic memory.

As mentioned in the introduction, numerous studies have been done on brain structure in individuals with dyslexia, but are beyond the scope of this review. Several studies examining structural correlates of reading at the word level in healthy, non-dyslexic individuals will, however, be reviewed here. The first is a DTI study by Klingberg and colleagues (2000) done both in individuals with dyslexia and healthy individuals. Reading was evaluated using two standardized tests: a) the Word ID test (Woodcock, 1987), in which participants are required to pronounce increasingly difficult words, and b) the Word Attack test (Woodcock, 1987) in which subjects have to read, or decode, pseudowords. It was found that fractional anisotropy in the left temporo-parietal cortex was positively correlated with reading scores within the reading-impaired adults and, interestingly, also within the control group. This result suggests that individual differences in aspects of white matter connectivity between this important language hub and other brain regions involved in visual, auditory, and language processing predict individual differences in reading skill, and this even within the normal range (Klingberg et al., 2000).

The second is a structural MRI study by Blackmon and colleagues (2010), who tested the performance of 60 healthy individuals on a visual word reading test composed of phonetically irregular words using the Wechsler Test of Adult Reading (Wechsler, 2001). They found that higher scores were associated with thicker cortex (which is in turn usually associated with more gray matter) in bilateral anterior superior temporal gyri, bilateral angular gyri/posterior superior temporal gyri, and the left intraparietal sulcus. Higher scores were also associated with a thinner cortex in the left posterior fusiform gyrus, the central sulcus, bilateral inferior frontal gyri, and the right lingual and supramarginal gyri. These findings suggest that the ability to correctly pronounce phonetically irregular words is associated with greater cortical thickness in brain areas that are commonly activated in functional neuroimaging studies of word reading, including areas associated with grapheme-to-phonemic conversion, and with thinner cortical thickness in regions including ones such as the left fusiform gyrus, associated with visual word form recognition (Blackmon et al., 2010). The results of Blackmon and colleagues converge with those of Klingberg and colleagues described above in that both show an association between brain structure (either white matter microstructure or cortical thickness) in regions including the left temporo-parietal cortex, and success at decoding phonetically irregular words or pseudo-words.

**Bilingualism**

Monolinguals versus bilinguals. Bilingualism involves all of the levels of language that have been described in the above sections, but in two languages rather than in one. Thus, in addition to knowledge and use of two sets of phonologies, lexicons, grammars, etc., bilingualism involves language control mechanisms beyond those required in one language in monolinguals. These additional
language control requirements in bilinguals compared to monolinguals include selection of which language to speak (depending on factors such as context), and therefore also which to inhibit. Language control can be thought of as being the highest level aspect of language processing in the hierarchy proposed in this review since it engages, in addition to speech networks per se, a high-level, left-lateralized fronto-parieto-subcortical brain network which is also engaged during non-linguistic executive functioning. For a review of executive control in the bilingual brain see Hervais-Adelman, Moser-Mercer, and Golestani (2011). Note also that in the next and last section of this review, studies will be reviewed that have explicitly examined brain structural correlates of tasks requiring executive control over language, as well as of top-down influences on language processing.

Here several studies having examined brain structural correlates of speaking one versus several languages, and of bilinguals who do or who don’t speak a tonal language, will be reviewed. Mechelli and colleagues (2004) compared brain structure in monolinguals versus bilinguals using VBM. They found that in bilinguals, there is a higher probability of more gray matter in the left inferior parietal cortex compared to monolinguals. They also found that this structural difference is more pronounced in bilinguals who are more proficient in or who learned their second language earlier, suggesting that greater experience and/or expertise with a second language results in structural reorganization in this brain region (Mechelli et al., 2004). Note that the region identified in this study is in close vicinity to the region found to structurally predict vocabulary knowledge in the studies reviewed in the ‘Lexical knowledge’ section above (Lee et al., 2007; Richardson et al., 2010). The differences observed here in bilinguals could be driven by higher overall knowledge of vocabulary in two languages in bilinguals compared to in one language in monolinguals. The review paper by Richardson and Price (2009) provides a detailed comparison of this bilingualism study and the ones on lexical knowledge reviewed above.

A very recent study by Stein and colleagues (2012) examined brain structural plasticity arising from second language learning longitudinally in native English speakers having moved to Switzerland to learn German. Individuals were scanned using aMRI upon their arrival and again five months later, when their proficiency in German had increased. VBM analyses revealed that structural change over time in the left inferior frontal gyrus and in the left anterior temporal lobe was positively correlated with individual differences in the increase in second language proficiency over time (Stein et al., 2012). Taken together with the above study, the lack of findings in the left inferior parietal cortex here could be due to the fact that a long enough time window of learning was not examined.

Tonal languages. A study by Crinion and colleagues (2009) has examined brain structure in bilinguals who spoke a tonal language, Chinese, compared to ones who did not speak any tonal language. Speakers of the tonal language included a) native Chinese speakers (21 individuals) and b) European participants who had learned Chinese as a non-native language late in life (seven individuals). They found that in all speakers of Chinese compared to people who did not speak a tonal language, there was a higher probability of gray and white matter in regions including the right anterior STG and the underlying right middle longitudinal fasciculus, and the left posterior insula (medial to HG) and the underlying white matter. These brain regions have previously been functionally implicated in linking the pitch of words to their meaning (Crinion et al., 2009). The fact that these findings occurred both in native and non-native speakers of tonal languages suggests that the differences are not related to ethnicity effects. Also, the fact that the finding also occurred in the seven individuals who learned Chinese late...
in life suggests the presence of brain structural plasticity in the networks underlying the use of tonal languages.

Taken together, the results on structural studies of bilingualism reveal that differences in the left inferior parietal cortex and in the left inferior frontal cortex are related to bilingualism. Furthermore, these structural differences also predict, both cross-sectionally and longitudinally, aspects of second language proficiency and age of acquisition. Finally, aspects of gray and white matter structure in regions underlying the left and right temporal cortex underlie knowledge and use of tonal languages. Taken together with the results on structural correlates of learning to use pitch information linguistically (in the section ‘Learning to use tonal information linguistically (tonal phonetic perception)’ above), these results suggest that regional variation in brain morphology in the right hemisphere tends to be associated with linguistic use of pitch information, but that in some cases (e.g. in the case of phonetic pitch processing), left hemisphere morphology is predictive of performance.

**Executive processes in speech**

As noted in the previous section, in this final section, studies that have explicitly examined brain structural correlates of tasks requiring executive language control, as of those requiring top-down influences over language processing will be reviewed here. These can be conceptualized as being at the top of the language processing hierarchy in terms of the underlying complexity of processing and of the brain networks involved because functionally, it has been shown that not only language networks but also higher-level, executive networks are involved during executive control as well as top-down control over language. In this sense, these aspects of language function extend beyond language per se.

**Semantic and phonemic fluency.** Fluency involves generating, as quickly as possible, as many alternatives from a particular category (e.g. as many words as possible that begin with a specific letter for phonemic fluency, or as many words as possible belonging to a particular semantic category (e.g. animals or fruits) for semantic fluency). Fluency involves demands on executive function since memory has to be rapidly searched, irrelevant items have to be inhibited, and cognitive flexibility has to be maintained in order to quickly retrieve as many new items as possible. Typically, patients with damage to the parts of the executive network including the prefrontal cortex show behavioural deficits on verbal fluency tasks (Baldo & Shimamura, 1998).

Brain structural correlates of semantic and of phonemic fluency were recently examined by Grogan, Green, Ali, Crinion, and Price (2009). Fifty-nine individuals who were at least bilingual (i.e. some spoke more than two languages) were tested on these two fluency tasks, and their performance was correlated with brain structure. They found that performance on semantic (category) and phonemic (letter) fluency was differentially predicted by the probability of regional gray matter in the left inferior temporal lobe for semantic fluency, and in the pre-supplementary motor area (pre-SMA) and head of the caudate nucleus bilaterally for phonemic fluency. Further, for phonemic fluency only, the effect was stronger in the second language in the caudate nuclei (Grogan et al., 2009). These structural correlates were found to be in line with results of previous functional imaging studies showing higher pre-SMA and left caudate activation for phonemic compared to semantic fluency, as well as left inferior temporal cortex activation for semantic fluency (Gourovitch et al., 2000; Mummery, Patterson, Hodges, & Wise, 1996). Convergence between structural and functional correlates of specific aspects of language-related performance is hereby once again demonstrated.
**Speech in noise.** The comprehension of speech in noise also extends beyond language per se as it involves being able to use top-down linguistic and semantic context and knowledge in order to assist perception of degraded sensory input. (Golestani et al, 2009). As such it involves effortful listening to speech under challenging conditions, and involvement of executive processes such as anticipation and use of context can be expected.

Two studies have examined brain structural correlates of the ability to comprehend degraded speech (Harris, Dubno, Keren, Ahlstrom, & Eckert, 2009; Wong, Ettlinger, Sheppard, Gunasekera, & Dhar, 2010). In a structural MRI study by Wong and colleagues (2010), it was found that in older but not in younger adults, the volume of the left pars triangularis and the cortical thickness of the left superior frontal gyrus positively predicted performance on a speech in noise test involving hearing sentences in background babble. These findings suggest that a larger volume of these regions, which are functionally involved in higher-level aspects of linguistic (semantic) and executive (inhibition, attention, cross-modal compensation, anticipation) processing, might compensate for declining peripheral hearing (Wong et al., 2010).

A second study by Harris and colleagues (2009) also tested for brain structural but also functional differences related to comprehension of speech in noise, this time using single words for which intelligibility was varied parametrically. It was found that the gray matter volume of an anteromedial left HG/superior temporal gyrus (STG) region was larger in younger compared to older adults, and the volume of this region also positively predicted word recognition in both groups. Further, greater functional activation of the anterior cingulate cortex (ACC) in older compared to younger adults suggested greater error monitoring demands in older compared to younger participants. Last, causal path modelling was used to show that individual differences in left HG/STG morphology affected word recognition performance, which was reflected by error monitoring activity in the dorsal ACC. Results suggest that changes in left HG/STG morphology during aging contribute to poorer speech in noise recognition performance in older compared to younger adults (Harris et al., 2009).

Taken together, the above studies having examined tasks involving executive control and top-down control of language show structural correlates of performance in brain regions including ones known to be functionally implicated in executive control. These include the superior frontal gyrus, the anterior cingulate cortex, and the caudate nuclei.

**Discussion and conclusions**

This review describes studies that have investigated the brain structural correlates of normal individual differences in aspects of language-related performance, spanning from lower-level acoustic processing, to the phonetic, lexical, and grammatical levels of language, and finally to studies on reading, bilingualism, and executive aspects of linguistic processing. Studies having examined brain structural plasticity related to language learning and expertise in these domains have also been described. Overall, it can be seen that brain structural correlates of behavioural measures reflecting lower to higher-level perceptual and cognitive aspects of language processing involve regions known to functionally subserve these very lower to higher-level processes. Specifically: a) studies on structural correlates of auditory processing show relationships between performance and brain structure in the auditory cortex; b) studies on phonetic processing show structural correlates in the auditory cortex, in the parietal cortices and in the inferior frontal gyrus; c) studies on verbal and non-verbal working memory show correlations in the left posterior STS and in the right Heschl’s sulcus/bilateral intraparietal sulcus, respectively; d) studies on vocabulary knowledge show correlates in the left and right posterior supramarginal gyri and in
the posterior STS and temporo-parietal cortex, areas that also show differences between bilinguals and monolinguals; e) studies on syntactic processing show correlates in the left pars opercularis and pars triangularis subregions of Broca’s area; f) studies on reading show correlations with brain structure in the left angular gyrus and in the left temporo-parietal cortex; and finally, g) studies on executive aspects of speech processing show correlations with brain morphology in regions including the caudate nucleus and the superior frontal gyrus. Also, when comparing results of studies on verbal processing versus ones on non-verbal equivalents of such processing, findings illustrate structural asymmetries, with dissociations between structural correlates of verbal processing in the left hemisphere and of non-verbal processing in the right hemisphere. These dissociations are observed in domains including audition, working memory, grammatical processing and bilingualism. Last, generally speaking, and as expected from functional imaging and clinical data, studies on structural correlates of speech perception versus production reveal associations with brain structure in more posterior versus in more anterior brain regions, respectively.

Avenues for future research on these and related themes include more generally exploring the relationship between individual differences in aspects of language and communication, brain structure and function, and more broad cognitive capacities such as fluid intelligence (Wartenburger et al., 2010). Other avenues for future research include examining the relative contributions of experience-dependent plasticity, and of factors that may be more ‘innate’ in explaining not only individual differences, but also in explaining the potential for learning and plasticity, or in domain-specific aptitudes. Indeed, in the above described study on brain structural plasticity in phonetics experts, we also found evidence for a brain structural feature which likely existed before phoneticians began their expertise training. Specifically, we found that phoneticians are more likely than non-experts to have multiple or split transverse gyri in the left auditory cortex (Golestani et al., 2011). It is thought that the transverse gyri are established in utero (Chi, Dooling, & Gilles, 1977); our results thus suggest that this gross morphological feature predates phonetic training (which only starts in adulthood), and that its presence may predispose individuals to become phoneticians or to work in other domains requiring detailed auditory processing (e.g. sound technicians, acousticians, musicians, other language experts). In line with this interpretation, it has been shown that cortical gyrification at birth in preterm infants predicts later functional outcome (Dubois et al., 2008b). In other words, we found evidence for a potential brain structural ‘intermediate phenotype’ (Meyer-Lindenberg & Weinberger, 2006) not for disorder or disease, but for a domain-specific aptitude which can, with adequate opportunity and training, lead to expertise. Consistent with our findings, genetic studies show that the morphology of Broca’s area may be more malleable due to experience than the morphology of HG (Peper, Brouwer, Boomsma, Kahn, & Poll, 2007). More generally, studies show different degrees of heritability in different parts of the cortex (Chen et al., 2012; Peper et al., 2007; Wright, Sham, Murray, Weinberger, & Bullmore, 2002) and also different heritability estimates in different domains of performance (Vinkhuyzen et al, 2009). It is likely that both genetics and the environment play a role in shaping brain structure and cognitive aptitudes, with different relative contributions in different brain areas. Further, genetics and the environment likely interact in that the environment itself is partly selected based on genetically influenced preferences.

Last but not least, it is important to highlight the importance of seeking convergent evidence regarding brain structure and function and their relationship to behaviour using complimentary brain imaging methodologies, ideally within the same participants. Such an approach is critical to elucidating the mechanisms underlying plasticity, learning, and domain-specific aptitudes.
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