Abstract
High Mass X-ray Binaries consist of a neutron star or black-hole accreting material from its early-type, massive, stellar companion. The donor star can either be a Be star where accretion is occurred through an accretion disk or a supergiant (sgHMXB) where the compact object orbits close to its companion and accretes directly from its wind. A hidden population of obscured sgHMXBs has been revealed thanks to INTEGRAL. XMM-Newton and INTEGRAL observations of IGR J17252-3616 has shown that the absorbing column density (NH) is highly variable. The variability of NH has been interpreted as the effect of a slow and moderate wind together with a 'hydrodynamical' tail trailing the neutron star. This hypothesis is supported by hydrodynamical simulations optimized for this system. The mass of the neutron star can be estimated as a by-product of the simulations. In addition, serendipitous observations of a Be/X-ray binary located in the Large Magellanic Cloud, during a giant outburst, allowed us to study and constrain the geometry of the accretion disk.
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ὡς πρὸς ἀστρονομίαν ὄμματα πέπηγεν,
ὡς πρὸς ἐναρμόνιον φορὰν ὦτα παγῆναι,
καὶ αὐταὶ ἀλλήλων ἀδελφαί τινες αἱ ἐπιστῆμαι εἶναι

Πλάτων, Πολιτεία

the eyes are framed for astronomy
so the ears are framed for the movements of harmony
and these are in some sort kindred sciences

Plato, Republic
Résumé en français

Cette thèse porte sur le travail effectué à l’ISDC pendant la période de septembre 2007 à octobre 2011.

Les binaires X de grande masse sont des systèmes binaires formés d’un trou noir ou d’une étoile de neutrons accrétant de la matière provenant d’une étoile massive compagnon. Cette dernière peut être une étoile Be (p. ex. XMMU J054134-7682550) ou une étoile OB super-géante (le système est alors identifié comme un sgHMXB).

On distingue plusieurs types de sgHMXB en fonction de leurs propriétés observées en rayons X: les systèmes persistants classiques (p. ex. Vela X-1) ou très absorbés (p. ex. IGR J17252-3616), ainsi que les systèmes transitoires rapides (identifiés comme un SFXT). Les SFXTs montrent une variabilité extrême sur des échelles de temps de la minute à quelques heures, séparées par des périodes d’inactivité qui peuvent durer plusieurs semaines.

Nous avons observé le système binaire Be XMMU J054134–7682550 du grand nuage de Magellan lors d’une éruption en août 2007, avec les satellites XMM – Newton et RXTE. Grâce à une raie cyclotron, nous avons pu déterminer la taille de la magnétosphère du pulsar. Nous avons observé d’intenses variations dans le flux de rayons X à faible énergie (<2 keV) que nous avons interprétées par le reflet de l’émission de rayons X énergétique émis proche du pulsar sur la face interne du disque d’accrétion.

Nous avons étudié la binaire X super-géante très absorbée IGR J17252 – 3616 avec XMM – Newton pour un total de 10 observations. Une absorption importante est observée tout au long de l’orbite avec d’importantes variations à une phase de 0.4. La largeur équivalente de la raie du Fer Kα varie aussi, mais les autres paramètres spectraux varient peu le long de l’orbite. Combinant ces observations avec un modèle du vent stellaire de l’étoile massive, nous avons pu montrer que la variabilité observée suggère une vitesse de vent significativement plus faible qu’attendu usuellement pour ces étoiles.

Pour étudier cette hypothèse, nous avons modélisé le système à l’aide du code hydrodynamique VH1. Nous avons calculé une grille de simulations pour des taux de perte de masse de \((0.2 - 5) \times 10^{-6} \, M_\odot \, yr^{-1}\) et pour des vitesses terminales typiques et basses. Il s’avère qu’une vitesse terminale faible \(v_\infty = 500 \, km \, s^{-1}\) et une perte de masse modérée sont nécessaires pour reproduire les observations. Pour une vitesse faible, la variabilité de l’absorption dépend fortement de la masse de l’étoile de neutrons. Les observations requièrent une masse de 1.9-2.0 \(M_\odot\), qui contraint l’équation d’état de la matière ultradense.

Ce manuscrit est organisé en 3 parties. La première partie introduit les sources et les instruments qui ont été utilisés pour les étudier, et passe en revue certaines connaissances théoriques liées à l’accrétion et aux vents stellaires. La deuxième partie présente les résultats observationnels qui sont déjà publiés ainsi que les simulations hydrodynamiques. La troisième partie décrit d’autres articles et travaux réalisés au cours de mon travail à l’ISDC.

Abstract in English

This thesis is based on the work carried out at the ISDC Data Center for Astrophysics part of the Observatoire de Genève and Université de Genève between September 2007 and
High Mass X-ray Binaries (HMXBs) consist of a massive OB star and either a black hole (BH) or a neutron star (NS) orbiting each other. The massive donor can be either a Be star forming a Be/X-ray binary (e.g., XMMU J054134.7 – 682550) or a supergiant OB star forming a sgHMXB. Based on their X-ray properties, sgHMXB can be classified as classical, obscured (e.g., IGR J17252-3616), or supergiant fast X-ray transient (SFXT). Both classical and obscured sgHMXB are persistent sources with minor variation in their X-ray flux. In contrast, SFXTs show extreme variability on timescales of minutes to hours, separated by periods of quiescence that can last for of several weeks.

We have observed the Be/X-ray binary system XMMU J054134.7 – 682550 in the LMC with XMM – Newton and RXTE during a type II outburst in August 2007. Thanks to the detection of a cyclotron feature around 10 keV, we were able to constrain the magnetosphere of the pulsar. Remarkable soft X-ray (< 2 keV) variation were observed and interpreted as the reprocessing of hard X-rays at the inner edge of the accretion disk.

We have observed the obscured sgHMXB IGR J17252–3616 with XMM – Newton for a total of 10 observations, covering the orbital phase space. The spectra of this source were always significantly absorbed and showed remarkable variations of the absorbing column density and of the equivalent width of the Fe Kα line. Other spectral parameters (e.g. cut-off energy, photon index, iron line energy) did not vary throughout the orbit. The observed variability suggests that the wind velocity is significantly lower than expected in classical sgHMXBs.

To study this hypothesis, we have modeled the system with the hydrodynamical code VH1. We implemented a grid of simulation for weak ($2 \times 10^{-7} \ M_\odot \ yr^{-1}$) to strong ($5 \times 10^{-6} \ M_\odot \ yr^{-1}$) mass-loss rates and for typical ($v_\infty = 1200 \ km \ s^{-1}$) and low ($v_\infty = 500 \ km \ s^{-1}$) terminal velocities. It turned out a low terminal wind velocity and a moderate mass loss rate are needed to reproduce the observed properties of this system.

Details of the variability of the absorbing column density with orbital phase strongly depend on the mass of the neutron star. The observations require a wind terminal velocity of $v_\infty = 500 \ km \ s^{-1}$, a mass-loss rate of $10^{-6} \ M_\odot \ yr^{-1}$ and a neutron star mass of $M_X = 1.9 - 2.0 \ M_\odot$. Such a large neutron star mass constrains the equation of state of hyper-dense matter.

The two observational papers (XMMU J054134.7 – 682550 and IGR J17252 – 3616) have been published. The hydrodynamical modeling will be reported in a paper in preparation.

This manuscript is organized in 3 parts. The first part introduces the sources and the instruments that have been used and reviews some theoretical background related to accretion and stellar wind structures. The second part presents the observational results that were already published as well as the hydrodynamical simulation which were conducted. The third part describes other papers and work performed at the ISDC during these four years.
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PART I: Introduction
Chapter 1

High Mass X-ray Binaries

1.1 General view

X-Ray binaries (XRBs) are accreting systems hosting a star and a compact object (White, Nagase & Parmar 1995; Tauris & van den Heuvel 2006). Giacconi et al. (1962) serendipitously discovered the first of these sources, Sco X-1, during an X-ray observation of the Moon. The accretion and emission mechanisms depend on the nature of the companion star and of the compact object.

There are three types of compact objects that can take part in a binary system: a white dwarf (WD), a neutron star (NS), or a black hole (BH). Figure 1.1 shows the different types of XRBs depending on the nature of the compact object. If the compact object is either a NS or a WD, it can feature a strong surface magnetic field $B \sim 10^{12-15}$ Gauss, or $B \sim 10^{6}$ Gauss, respectively. The magnetic field influences the accretion flow, by driving matter to the accreting column. The strong magnetic field in NS also imprints the X-ray spectrum emitted by the compact object, in the form of absorption/emission lines, referred to as cyclotron lines.

A further distinction is based on the mass (and therefore the spectral type) of the companion star. If the mass of the companion is more than 10 M$_\odot$ the system is referred to as a High Mass X-ray Binary (HMXB). If the mass of the companion star is less than 1 M$_\odot$ then it is referred to as a Low Mass X-ray binary (LMXB). Finally, if the mass of the companion falls in between 1 M$_\odot$ and 10 M$_\odot$ then it is referred to as an Intermediate Mass X-ray Binary (IMXB). In this thesis we focus on the class of HMXBs, hosting high mass, early type stellar companion (OB spectral classification). HMXBs can be further divided by the luminosity class of the companion star. If the companion is a dwarf of the main sequence (luminosity class V-III) the system is known as a Be/X-ray Binary (or BeX). If the companion is a supergiant (luminosity class I-II) the system is known as a sgHMXBs.

1.2 Be/X-ray binaries

In Be/X-ray binaries the optical companions are Be stars (Slettebak 1988). Be stars are dwarf, fast-rotating stars, featuring spectral emission lines. The best studied lines are those of hydrogen (e.g. Balmer series) but Be stars also show He and Fe in emission (Hanuschik 1996). Be stars also show an infrared (IR) excess, that is larger than that emitted by an absorption-line B-type star of the same spectral type. The IR excess is

\footnote{The letter ‘e’ on their spectral classification stands for line in emission.}
related to the presence of a circumstellar disk expelled by the star (equatorial stellar winds). In Be/X-ray binary systems, the neutron star is orbiting in an eccentric orbit (see fig. 1.2) crossing the expelled material regularly. This triggers more accretion and therefore more X-ray activity. Be/X-ray binaries can show three different types of activity.

- **Type I (or normal) outburst**: This re-occurring outburst is related to the periastron passage of the neutron star. At its closest proximity to the Be star, the NS is passing through the circumstellar disk. The frequency of these outbursts is related to the orbital period of the source. All Be/X-ray binaries produce type I outbursts. The peak luminosity in X-rays is $L_X \sim 10^{36} - 10^{37} \text{ erg s}^{-1}$.

- **Type II (or giant) outburst**: This event is rare and very powerful. It is not related to any orbital modulation, although it occurs close to the periastron. The recurrence of the event is irregular and likely to happen every couple of years. Type II outbursts are related to recurrent activity (likely a dramatic expansion of the equatorial disk) of the Be star. Typical peak X-ray luminosity is $L_X \sim 10^{38} \text{ erg s}^{-1}$. The latter is close to the Eddington luminosity limit for a NS (see next chapter).

The third type consists of a persistent, low level activity. It is observed and named after the system in which it was first detected: X-Per like (or persistent outburst) emission (Roche et al., 1997). Figure 1.3 summarizes the above phenomenology.

### 1.3 Supergiant High Mass X-ray Binaries

Over the years, the classical sgHMXBs (e.g. Vela X-1, GX 301-2, 4U 1700-37, 4U 1538-52, Cyg X-1, SAX J1802.7-2017, 4U 1907+09, XTE J1855-026) have been studied extensively: in particular, Vela X-1, the prototype of its class (Watanabe et al., 2006 and references therein). These sources show a persistent X-ray emission, related to continuous accretion by the NS of the stellar wind of the companion star. The typical characteristics of
Figure 1.2: Schematic view of a Be/X-ray binaries system. The neutron star moves around the Be star, in an eccentric orbit. Close to periastron the neutron star crosses the equatorial disk, accretes material, and gives an outburst. Credit: Tauris & van den Heuvel (2006)

classical sgHMXB are as follows, (Liu, van Paradijs & van den Heuvel 2006 and references therein),

- Orbital period \( \sim 5–20 \) days,
- Spin Period \( \sim 100–700 \) seconds,
- Almost circular orbits at \( \alpha \sim 2R_* \),
- Moderate to low absorption \( N_H \sim (0.8 – 3) \times 10^{22} \text{cm}^{-2} \),
- Evolved early type star (OB),
- Typical X-ray luminosity of \( L_X \sim 10^{36} \text{erg s}^{-1} \),

The above characteristics do not fit all of the classical sgHMXB. For example, GX 301-2 has an eccentric orbit \( e \sim 0.5 \) (Koh et al. 1997) and an high absorbing column density \( N_H \sim 10^{24} \text{cm}^{-2} \) due to the formation of an accretion disk (Leahy & Kostka 2008).

Two new classes of sgHMXB have been discovered by INTEGRAL:

- The heavily obscured sources exhibiting large X-ray absorption when compared to the classical sgHMXBs.
- The Supergiant Fast X-ray Transient (SFXTs) showing fast (\( \sim 1 \) hour) outbursts and much lower quiescent emission.

A review of these new types of sgHMXBs is given in chapter 5.
CHAPTER 1. HIGH MASS X-RAY BINARIES

Figure 1.3: Types of outbursts observed in Be/X-ray binaries systems obtained with RXTE ASM. Top panel (α) shows a giant outburst (type II). Middle panel (β) shows normal outbursts (type I). Bottom panel (γ) shows a persistent outburst.

1.4 Corbet diagram

All the different classes of HMXBs can be placed in a spin vs orbital period diagram (see figure 1.4) referred to as the Corbet diagram (Corbet 1986). The different classes of objects occupy different regions in this diagram, reflecting different types of mass transfer. The classical and obscured sgHMXBs and SFTXs (green triangles) show no correlation or anti-correlation at all. In general, these sources are characterized by long spin periods (100–1000 sec; for SFXTs even longer) and rather short orbital periods (5-15 days). They are located on the upper left side of the diagram on a rather narrow stripe parallel to the orbital period axis. Be/X-ray binaries (black points) show a remarkable correlation between the orbital period and the spin period. This correlation has been explained as the result of the rotation of the neutron star at the equilibrium velocity between the spin-up and the spin-down led by centrifugal effects of their strong magnetic field (Waters & van Kerkwijk 1989). As a result, these sources are located in a rather narrow stripe, \[ \log P_s = 2.29 \log P_{\text{orb}} - 2.62 \] where \( P_s \) and \( P_{\text{orb}} \) are spin period (in seconds) and the orbital period (in days), respectively. Finally, disk-fed accretion (or Roche Lobe overflow; RLO) systems show short orbital and spin periods. In these systems, the evolved companion fills its Roche lobe and material is transferred to the compact object through an accretion disk. There are few (3) RLO systems.

The knowledge of the spin of the neutron star and of the orbital period allows to estimate the mass transfer mechanism.
1.5 Secular evolution of HMXBs

The formation of a HMXB system can be described in a ten-stage process (Tauris & van den Heuvel 2006). First, one needs the ingredients, two massive (>10 M\(_{\odot}\)) stars orbiting each other. The more massive star will evolve faster. It will depart from the main sequence (MS), fill its Roche lobe (see chapter 3) and transfer mass to its lighter companion. During that time the core of the star is evolving. When the mass of the core is sufficient (\(M \gtrsim 3 \, M_{\odot}\)), the star explodes as a supernova, leaving either a NS or a BH. Such an explosion is likely to change the orbit significantly (initial orbital period of 100 days; after explosion 5000 days). The system will stay in this stage for about 10 Myrs while the second massive star continues to burn its fuel. The neutron star will emit X-rays when matter is captured from its companion. This is known as a HMXB system. Observational evidences shows that Be/X-ray binaries have eccentric orbit likely related to a supernova “kick” (Reig 2011).

The winds of a main sequence Be star is concentrated on an equatorial disk (also known as a circumstellar disk). As the donor star evolves towards the giant phase, the orbital radius decreases when compared to the companion radius and continuous wind accretion may start. When the companion fills its Roche Lobe the accretion flow tends to form an accretion disk. Finally, the orbital radius could become smaller than the stellar radius and the system enters the common envelope phase. When the companion stellar
core reaches the critical mass ($\gtrsim 3\, M_\odot$) it undergoes a supernova explosion. The outcome of this explosion could be a BH/NS or NS/NS binary system. Figure 1.5 summarizes this evolutionary path.

Figure 1.5: Schematic view of the evolution of an HMXBs. Masses are given in $M_\odot$. Credit: Tauris & van den Heuvel (2006)
Chapter 2

High-Energy Observatories

In the work carried out in this thesis, we have made use of data from three satellites. XMM-Newton (observations are discussed in chapter 6 and 8), INTEGRAL (observations are discussed in chapter 6 and 9), and finally RXTE (observations are discussed in chapter 8).

2.1 XMM-Newton

XMM – Newton \cite{Jansen et al. 2001} is a cornerstone mission of ESA’s Horizons 2000, launched on December 10, 1999.

The payload consists of three Wolter type-1 X-ray telescopes with different X-ray detectors on the focal plane, and of a 30 cm optical/UV telescope with a CCD detector. A view of the telescope is shown in figure 2.1.

The angular resolution of the three telescopes is $\sim 6$ arcsec. The total field of view (FoV) is about 30 arcmin. Moderate spectral resolution ($E/\Delta E \sim 20–50$) can be achieved using the European Photon Imaging Camera (EPIC), which consists of two MOS (see Turner et al. 2001) and one pn CCD arrays (see Strüder et al. 2001) operating in the energy range from $\sim 0.2$ to $\sim 15$ keV. High resolution spectroscopy ($E/\Delta E \sim 200–800$) can be obtained by utilizing the Reflection Grating Spectrometers (RGS) that deflect about half of the light of two of the X-ray telescopes. A summary of the XMM – Newton’s capabilities is given in table 2.1.

All EPIC CCDs operate in photon counting mode. This mode produces event lists, i.e. tables with one entry line per event, and lists attributes of the events such as the position at which they were registered, their arrival time and their energies. The two types of EPIC cameras differ in some major aspects. Below we describe the two cameras separately.

- **MOS**: Each of the MOS camera is composed of seven front-illuminated CCDs. The central CCD is at the focal point on the optical axis of the telescope while the outer six are stepped towards the mirror by 4.5 mm to follow approximately the focal plane curvature. This improves the focus for off-axis sources. The imaging area is $\sim 2.5 \times 2.5$ cm$^2$, so that a mosaic of seven covers about 28.4 arcmin. The imaging section has $600 \times 600$ 40 $\mu$m square pixels, one pixel covers 1.1 $\times$ 1.1 arcsec on the FOV, and 15 pixels cover the mirror PSF half width of 15 arcsec.

- **PN**: The pn camera comprises twelve $3 \times 1$ cm CCDs on a single wafer. The four individual quadrants each having three CCD subunits with a format 200 $\times$ 64 pixels
Figure 2.1: A sketch of XMM – Newton. The three mirror modules (with their doors) can be seen at the lower left. The focal plane is located at the right end. The distance between mirrors and focal plane is about 7.5 m. EPIC-MOS cameras (Black and Green), EPIC-pn camera (violet), and RGS detectors (pink) are visible. The OM camera is located on the mirror module. Credit: Dornier Satellitensysteme GmbH

Figure 2.2: A sketch of the field of view of the two types of EPIC cameras: The MOS cameras (left) and the pn camera (right). The shaded area corresponds to a 30' diameter area. Credit: XMM – Newton User Handbook
are operated in parallel. The pn camera has an imaging area of 6×6 cm, covering about 97% of the FOV, and a pixel size of 150×150 \( \mu m \) with a position resolution of 120 \( \mu m \), resulting in an equivalent angular resolving capability for a single photon of \( \sim 6 \) arcsec.

In addition to full frame mode, MOS and pn have large and small windows modes for faster read out. Also both, MOS and pn, are able to perform timing mode observations with temporal resolution of \( ms \) for MOS and 0.01 \( ms \) for pn.

**Table 2.1: XMM – Newton Characteristics**

<table>
<thead>
<tr>
<th>Instrument</th>
<th>EPIC MOS</th>
<th>EPIC PN</th>
<th>RGS</th>
<th>OM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandpass</td>
<td>0.15-12 keV</td>
<td>0.15 15 keV</td>
<td>0.35-2.5 keV</td>
<td>180-600 nm</td>
</tr>
<tr>
<td>Orbital target visibility</td>
<td>5-135 ks</td>
<td>5-135 ks</td>
<td>5-135 ks</td>
<td>5-145 ks</td>
</tr>
<tr>
<td>Sensitivity (after 10 ks)</td>
<td>( \sim 10^{-14} ) (1)</td>
<td>( \sim 10^{-14} ) (1)</td>
<td>( \sim 8^{-5} ) (2)</td>
<td>20.7 mag (3)</td>
</tr>
<tr>
<td>FOV</td>
<td>30'</td>
<td>30'</td>
<td>( \sim 5'' )</td>
<td>17'</td>
</tr>
<tr>
<td>PSF (FWHM/HEM)</td>
<td>5' /14''</td>
<td>6' /15''</td>
<td>N/A</td>
<td>1.4'-2.0''</td>
</tr>
<tr>
<td>Pixel size</td>
<td>40( \mu m ) (1.1'')</td>
<td>150 ( \mu m ) (4.1'')</td>
<td>81 ( \mu m ) (9 \times 10^{-3} A)</td>
<td>0.476513''</td>
</tr>
<tr>
<td>Timing resolution</td>
<td>1.5 ms</td>
<td>0.03 ms</td>
<td>0.6 s</td>
<td>0.5 s</td>
</tr>
<tr>
<td>Spectral resolution</td>
<td>( \sim 70 ) eV</td>
<td>( \sim 80 ) eV</td>
<td>0.04/0.025 A</td>
<td>350</td>
</tr>
</tbody>
</table>

(1): erg cm\(^{-2}\) s\(^{-1}\).
(2): ph cm\(^{-2}\) s\(^{-1}\).
(3): 5\(\sigma\) detection of an A0 spectral type star in 1 ksec.

## 2.2 INTEGRAL

The INTErnational Gamma-Ray Astrophysics Laboratory, **INTEGRAL** [Winkler et al. 2003], is a medium-size mission of ESA’s Horizon 2000. It was launched on October 17, 2002, by a Russian **PROTON** rocket from Baikonur, in Kazakhstan. Figure 2.3 shows the expanded view of the INTEGRAL spacecraft. All hard X- and \( \gamma \)-ray instruments on board INTEGRAL are using coded-masks. Focusing hard X- and \( \gamma \)-rays is almost impossible. A coded mask is a planar array of opaque and transparent elements, whose distribution is chosen for optimal performance. The mask is placed in front of the detector plane. Each source within the field-of-view projects a shadow of the mask on the detector. Each photon is recorded (position, arrival time, energy, etc) Once the observation is finished, the sky image should be reconstructed from the detector image (shadow) and the mask geometry.

The instruments on board INTEGRAL are,

- The hard X- and \( \gamma \)-ray imager, IBIS [Ubertini et al. 2003]. IBIS has a field of view, FOV, of 29° × 29° and an angular resolution of 12 arcmin. Above the detector layers, the coded mask is a parallelepiped of 1064 × 1064 × 16 mm\(^3\), with 95 × 95 individual cells. Fifty percent of them are opaque in the IBIS energy range. There are two detectors layers at he bottom of IBIS,

  - The top layer **INTEGRAL Soft Gamma-Ray Imager - ISGRI** [Lebrun et al. 2003] is operational in the range 20 keV to 1 MeV. It is an array of 128 × 128 independent pixels (4×4 mm\(^2\), 2 mm thick) made of Cadmium-Telluride (CdTe) crystals. The sensitivity of ISGRI peaks in the range 25-55 keV and ISGRI can achieve a 3\(\sigma\) detection of a 0.3 mCrab source within 1 Msec.
– **Pixellated Imaging Caesium Iodide Telescope - PICsIT** (Labanti et al. 2003) is sensitive in the range 200 keV up to 10 MeV. It is composed of Caesium-Iodide (CsI) scintillator crystals divided in an array of 64 × 64 pixels (8.55 × 8.55 mm², 30 mm thick).

- The hard X- and γ-ray spectrometer SPI (Vedrenne et al. 2003, SPectrometer on board INTEGRAL) is sensitive in the energies from 20 keV to 8 MeV. It has a FOV of ∼ 31º and an angular resolution of 2º. The detector consists of 19 hexagonal (highly pure) Germanium detectors (70 mm thick) providing spectral resolution of 2.1 keV at 1 MeV. Since the launch of INTEGRAL, four of them failed decreasing the instrument’s sensitivity. The SPI detector is screened by the Anti-Coincidence Shield (ACS) made of BGO crystals surrounding the detector and the coded mask outside of the FoV.

- The two (co-aligned) X-ray monitors, JEM-X (Lund et al. 2003), operational in the energies from 3 to 30 keV, have a FOV of ∼ 13º, and an angular resolution of ∼ 3.5 arcmin. The detector is made of micro-strip gas chamber where incident photons are absorbed by photo-electric processes and the resulting ionization is amplified towards the strip anodes using high voltage.

- The optical monitor camera, OMC (Mas-Hesse et al. 2003), consists of an optical system focused onto a CCD detector. The optics are refractive with an entrance aperture of 5 cm diameter and a square field of view of about 5º × 5º. A Johnson V filter allows photometric calibration using standard stars.

The spacecraft is tracked by two ground stations, Redu in Belgium and Goldstone in California, USA. Telemetry is then sent to the Mission Operation Center (MOC) in Darmstadt, Germany which delivers it to the INTEGRAL Science Data Center (ISDC) near Geneva, Switzerland.

The ISDC (Courvoisier et al. 2003) receives the telemetry and processes the data before release to the community. An archive of all INTEGRAL data is maintained at ISDC. In addition, ISDC offers the Off-line Science Analysis software (OSA) and performs a Quick-Look Analysis (QLA) with a delay of approximately 3 hours. The Hard X-ray sky is highly variable on time-scales of hours, therefore QLA is essential to detect transient phenomena. We will discuss again this aspect in chapter 10.

### 2.3 Rossi-XTE

The Rossi X-ray Timing Explorer (RXTE) was launched on December 30, 1995 from NASA Kennedy Space Center. It was named after the pioneer Bruno Rossi (1905-1993). Figure 2.4 shows the design of RXTE. The payload of RXTE includes three instruments:

- The Proportional Counter Array (PCA; Jahoda et al. 1996, 2006) consist of 5 large proportional counter units (PCU) with an anti-coincidence shield providing a very low background. The 5 PCU provides a net effective area of 6250 cm² and are filled with xenon gas. The energy range covers 2-60 keV. An hexagonal collimator gives a 1º FWHM resolution. Sources at mCrab level can be detected in a few seconds.

- The High Energy X-ray Timing Experiment (HEXTE; Rothschild et al. 1998) has a large area and low background with a FOV of 1º co-aligned with the PCA. HEXTE
is split into 2 clusters of eight NaI/CsI detectors each. HEXTE operates in the energy range of 20-200 keV and has an effective area of 1600 cm².

- The All-Sky Monitor (ASM; Levine et al. 1996) completes the payload of RXTE. ASM scans roughly 80% of the sky every 1.5 hours. ASM data are used to alert the community in case of flares or changes of the state of an X-ray source. ASM consists of three rotation Scanning Shadow Cameras (SSC). Each SSC detector is a sealed proportional counter using Xenon-CO₂ gas. It is sensitive in the range 2–10 keV.
Figure 2.4: A sketch of the Rossi X-ray Timing Explorer (RXTE) and of its payload. 
*Credit: NASA*
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Accretion

3.1 Introduction

Among the X-ray and γ-ray galactic sources are those known as accretion powered sources. The luminosity of an accreting source can be expressed as,

\[ L_{\text{acc}} = \eta G M \dot{M} / R_* \]  

where \( R_* \) is the radius of the compact object and \( \dot{M} \) the accretion rate. The coefficient \( \eta \) measures the efficiency at which radiation is extracted from the accretion flow, in the gravitational field of the compact object. The latter can have a mass ranging from 1.4 to 2.0 M\(_\odot\) for neutron stars (NS) and from \( \gtrsim 3 \) M\(_\odot\) for black hole candidates (BHC).

3.2 Accretion Flow

3.2.1 Spherically symmetric accretion

Here, we consider the case of a steady, spherically symmetric accretion flow (Bondi & Hoyle 1944; Frank, King, & Raine 1992). We consider a compact object of mass \( M \) accreting material from a large spherical cloud of gas. In order to develop and study the problem we introduce spherical coordinates \((r, \theta, \phi)\) with the origin located at the center of the accreting object. For a steady flow, the continuity equation reduces to

\[ \frac{1}{r^2} \frac{d}{dr} (r^2 \rho v) = 0 \]  

where \( r \) is the distance from the star, \( v \) the velocity of the infalling material, and \( \rho \) the density. A constant mass accretion rate can be defined as

\[ \dot{M} = 4\pi r^2 \rho (-v) \]  

If the only external force is the gravity,

\[ f_g = -GM\rho / r^2 \]  

where, \( G \) is the Gravitational constant and \( M \) is the mass of the accreting object, the Euler equation can be written,

\[ v \frac{dv}{dr} + \frac{1}{\rho} \frac{dP}{dr} + \frac{GM}{r^2} = 0 \]
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Assuming the equation of state of a perfect gas:

\[ T = \frac{\mu m_H P}{\rho k}, \]

and introducing the polytropic relation \( P \sim \rho^\gamma \) where \( \gamma = 5/3 \) for an adiabatic compression, the Euler equation reduces to

\[ \frac{1}{2} \left( 1 - \frac{c_s^2}{v^2} \right) \frac{d}{dr} (v^2) = - \frac{GM}{r^2} \left[ 1 - \frac{2c_s^2 r}{GM} \right] \]

(3.7)

where \( c_s \) is the speed of sound.

There are a number of solutions to this equation. Figure 3.1 summarizes the families of solution, in a Mach number squared (\( \mathcal{M}^2 = c_s^2/v^2 \)) vs radius plot. Only one curve (noted 1) is adequate to describe accretion. The right-hand side of eq. 3.7 eventually reaches zero at,

\[ r_s = \frac{GM}{2c_s^2} \approx 7.5 \times 10^{13} \left( \frac{T}{10^4 K} \right) \left( \frac{M}{M_\odot} \right) \text{ cm} \]  

(3.8)

(assuming \( c_s \approx 10(T/10^4 K) \) km s\(^{-1}\)). At \( r_s \), the Mach number is 1, i.e. \( v^2 = c_s^2 \) and \( \frac{d}{dr}(v^2) = 0 \). The mass accretion rate can thus be written, \( \dot{M} = 4\pi r_s^2 \rho(r_s)c_s(r_s) \) and using \( \rho(r_s) = \rho(\infty) \left[ \frac{c_s(r_s)}{c_s(\infty)} \right]^{2/(\gamma-1)} \), we obtain

\[ \dot{M} = \pi G^2 M^2 \rho(\infty) c_s(\infty) \left[ \frac{2}{5 - 3\gamma} \right] \frac{5 - 3\gamma}{2(\gamma-1)} \]

(3.9)

3.2.2 Eddington limit

At extreme accretion rates the radiation pressure can increase to a point at which it can counterbalance the gravitational force. This is referred to as the Eddington limit. The Eddington limit can be derived by equalizing the radiation and hydrostatic gravitational pressure to obtain

\[ L_{Edd} = 4\pi GMm_p c/\sigma_T \]

\( \approx 1.3 \times 10^{38} (M/M_\odot) \text{ erg s}^{-1} \)

(3.10)

At luminosities larger than \( L_{Edd} \) the outward radiation pressure will exceed the gravitational pressure and therefore accretion could be halted. In other words, this limit is the maximum (in rough terms) luminosity that can be achieved by accretion. The maximum luminosity emitted from an accreting NS (\( M_{NS} = 1.4M_\odot \)) \( L_{Edd} \approx 2 \times 10^{38} \) erg s\(^{-1}\), is indeed observed during type II outbursts of Be/X-ray binaries (see chapter 1).

3.3 Accretion in Binaries

3.3.1 Interacting binaries and Roche lobe Geometry

The motion of a test particle in the gravitational potential of two massive bodies orbiting each other was studied by the French Mathematician Edouard Roche. Roche’s approximation assumes that the bodies are orbiting in circular orbits and also assumes that the stars are point sources.
The binary separation, $\alpha$, is derived from the orbital period, through Kepler’s 3rd law.

$$\alpha \approx 2.9 \times 10^{11} m_1^{1/3} (1 + q)^{1/3} P_d^{2/3} \text{ cm}$$

where, $P_d$ is the orbital period in days, $m_1$ is the mass of the primary star in M$_\odot$, and $q = m_2/m_1$ is the mass-ratio.

The effective potential that accounts for the two stars plus the centrifugal force is given by the so called Roche potential, $\Phi_R(r)$, as follows,

$$\Phi_r(r) = -\frac{GM_1}{|r - r_1|} - \frac{GM_2}{|r - r_2|} - \frac{1}{2}(\omega \times r)^2$$

where, $r_1$, $r_2$ are the position vector of the centers of the two stars, $\omega = \left[\frac{GM}{\alpha^4}\right]^{1/2} e$ is the vector of the angular momentum, and $e$ is the unit vector normal to the orbital plane.

Figure 3.2 shows the equipotentials of a binary system (with $q=0.25$), in the orbital plane. The morphology of the Roche potential has two deep lobes at the places of the two massive objects. A figure-of-eight shape (see figure 3.2 in two dimension) shows how these two lobes are connected at the inner Lagrangian point L1. In three dimension this critical surface has a dumbbell shape. A test particle will pass through the lowest potential at the vicinity of L1 in the other lobe than to escape the critical surface.
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Figure 3.2: Section in the orbital plane of Roche equipotential $\Phi =$const. for a binary system with $q=0.25$. Critical Lagrangian points are denoted by L and the inner lagrangian point by $L_1$. The thick solid line draws the Roche lobes projected on the orbital plane. 

Credit: Frank, King & Raine (1992)

An approximate analytic formula to define the Roche lobe size (Eggleton 1983) is,

$$R_L \alpha \approx \frac{0.49q^{2/3}}{0.6q^{2/3} + \ln(1 + q^{1/3})}$$  (3.13)

When one star for some reason (e.g. stellar evolution) fills its Roche lobe, material will fall through the $L_1$ point to the other star. If the companion star is a compact object, the formation of an accretion disc is likely (see 3.3.4). Another quantity, useful for the next paragraph, is the distance between the $L_1$ point and the center of the compact object. The distance from the $L_1$ point can be approximated by, $b_1/\alpha = 0.5 - 0.227 \log(q)$ (Frank, King & Raine 1992).

3.3.2 Orbital parameters in eclipsing binaries

An important parameter necessary for determining the properties of a X-ray binary is the mass function, given by

$$f(M) = \frac{4\pi^2(\alpha x \sin i)^3}{GP_{\text{orb}}} = \frac{M_{\text{oc}} \sin^3 i}{(1 + q)^2}$$  (3.14)

where $M_{\text{oc}}$ is the mass of the optical counterpart, $q = M_x/M_{\text{oc}}$, $\alpha x \sin i$ is the projected semi-major axis of the neutron star, and $i$ is the inclination of the orbit with respect to the line-of-sight (LOS). Another way to express the mass ratio, $q$, is
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\[ q = \frac{\alpha_{oc}\sin i}{\alpha_x\sin i} = \frac{K_{oc}P_{\text{orb}}\sqrt{1-e^2}}{2\pi\alpha_x\sin i} \]  

(3.15)

where \( \alpha_{oc}\sin i \) is the projected semi-major axis of the orbit of the companion star, \( K_{oc} \) is the semi-amplitude of the optical Doppler velocity curve of the massive star, and \( e \) is the eccentricity.

For an eclipsing binary the inclination angle can be determined by assuming that the radius of the OB star is compatible with a sphere of radius \( R_{oc} \), and therefore one gets,

\[ R_{oc} \approx \alpha \sqrt{\cos^2 i + \sin^2 i \sin^2 \theta_e} \]  

(3.16)

where \( \alpha = \alpha_x + \alpha_{oc} \) is the separation of the centers of mass of the two stars, and \( \theta_e \) is the eclipse half angle, for eclipsing systems. Thus, the orbital inclination is

\[ \sin i \approx \left[ 1 - \beta^2 \left( R_L/\alpha \right)^2 \right]^{1/2}/\cos \theta_e \]  

(3.17)

where \( \beta = R_{oc}/R_L \) is the fraction of the ratio of the companion star to its corresponding Roche lobe. Although we have already given some approximation to the Roche Lobe radius, here we make use of the approximation (Joss & Rappaport 1984, and references therein),

\[ R_L \approx \alpha [A + B \log q + C \log^2 q] \]  

(3.18)

where \( A \approx 0.398 - 0.026\Omega^2 + 0.004\Omega^3, \quad B \approx -0.264 + 0.052\Omega^2 - 0.015\Omega^3, \quad \text{and} \quad C \approx -0.023 - 0.005\Omega^2; \quad \Omega \) is the ratio of the angular velocity of the optical counterpart to the orbital velocity of the system. The above expression can provide an accuracy of about 2% over the range \( 0 \leq \Omega \leq 2 \) and \( 0.02 \leq q \leq 1 \).

From the above set of equations, we see that quantities such as, \( K_{oc}, \alpha_x\sin i, \) and \( \theta_e \) are observables. If we are unable to fully determine them, we can use reasonable assumptions on the co-rotation of the companion star (\( \Omega \)) or on the fraction of the Roche Lobe filled by the star (\( \beta \)). For instance, in the case of sgHMXBs, one can assume a synchronous rotation (\( \Omega = 1 \)) and an almost filled Roche lobe (\( \beta \gtrsim 0.9 \)).

3.3.3 Wind accretion

We now consider the case of a massive, most likely evolved star, that is part of a binary system hosting a neutron star, orbiting in an almost circular orbit. Typical mass loss rates are in the range, \( \dot{M}_w \approx 10^{-7} - 10^{-5} \) M\(_\odot\) yr\(^{-1}\). The velocity profile and the mechanism responsible for the acceleration of the wind are described in chapter [4]. The escape velocity in these type of stars \( v_{\text{esc}} = \sqrt{2GM/\alpha} \) is comparable to the wind velocity, \( v_w \). Both escape and wind velocity are highly supersonic (\( c_s \sim 10 \) km s\(^{-1}\)). The neutron star is orbiting with a velocity which is \( v_{ns} \approx 440\sqrt{M_{\text{OB}}/\alpha} \) km s\(^{-1}\) \( \approx 50\alpha/P \) km s\(^{-1}\) \( \approx 200M_{\text{OB}}^{1/3}(1 + q)^{1/3}P^{-1/3} \) km s\(^{-1}\), where \( M_{\text{OB}} \) is the mass of the companion star in solar masses, \( \alpha \) is the separation between the two stars in solar radii, and \( P \) is the orbital period of the system in days, assuming a circular orbit. The NS is orbiting supersonically within the wind of the star and able to create shocks.

A NS, orbiting close to its companion (\( \alpha \sim 1 - 2 \) R\(_\odot\)), accretes material from the wind. An effective accretion radius can be determined by \( r_{\text{acc}} \sim GM/v^2 \), where \( v \) is the velocity
of the wind relative to the neutron star\footnote{The velocity $v = v_w - v_{orb}$ where $v_w$ is the wind velocity far from the neutron star and $v_{orb}$ is the orbital velocity for the NS. For simplicity we have assumed circular orbit, $v = \sqrt{v_{orb}^2 + v_w^2}$.} An effective cross-section of the capturing radius is $\pi r_{acc}^2$ and the mass accretion rate is therefore given by,

$$\dot{M}_{acc} = \pi r_{acc}^2 \rho_0 v$$

(3.19)

where $\rho_0$ is the density in the vicinity of the accretion radius.

More quantitative expression can be derived for the accretion radius (Bondi & Hoyle 1944), as given by,

$$r_{acc} = \frac{2 \xi G M_{ns}}{v^2} \sim 10^{10} m_{ns} v_8^{-2} \text{ cm}$$

(3.20)

where $m_{ns}$ is the mass of the neutron star in $M_{\odot}$, $\xi$ is a dimensionless plasma-capture process parameter, and $v_8$ is the velocity as determined above in $10^8$ cm s$^{-1}$. The velocity is the relative velocity of the neutron star within the wind of the donor star. Also in the above determination we have assumed a supersonic velocity and neglected the speed of sound, $c_s$.

The accretion of material will lead to an emission of X-ray radiation. As we have see in equation 3.1, we can translate mass accretion rate into luminosity. In particularly we have

$$L \approx 10^{36} \times \dot{M}^{-9} \text{ erg s}^{-1}$$

where $\dot{M}^{-9}$ is the mass accretion rate in $10^{-9} M_{\odot} \text{ yr}^{-1}$. For a typical wind-fed systems the X-ray luminosity is $L_X \sim 10^{36}$ erg s$^{-1}$.

This luminosity is adequate to ionize the material around the NS and effectively stop the acceleration of the stellar wind locally. In order to describe the ionization of the wind we introduce the ionization parameter,

$$\xi = \frac{L_X}{n r^2}$$

(3.21)

where $n$ is the number density, and $r$ is the distance from the X-ray source. To calculate the number density from a smooth stellar wind, we have to assume a mass continuity ($\dot{M} = 4 \pi r^2 v^2$) and the CAK velocity law (see chap. 4). Assuming a spherically symmetric distribution of material, we can determine the ionization parameter and (number) density contours. The number density distribution can be written

$$n(R) = \frac{\dot{M}_w}{4 \pi \mu m_p R^2 v(R)} \approx 2 \times 10^{10} \dot{M}_{-9} v_8^{-1} R_{12}^{-2} \text{ cm}^3$$

(3.22)

where, $R$ is the distance from the massive star, $\dot{M}_{-9}$ is the mass loss rate in $10^{-9} M_{\odot} \text{ yr}^{-1}$, $v_8$ is the wind velocity in $10^8$ cm s$^{-1}$, and $R_{12}$ is the distance from the massive star in $10^{12}$ cm. In all the derivations we have assumed spherical symmetry. One, then, obtains,

$$\xi = \xi_0 \left( \frac{R}{\alpha} \right)^2 \left( 1 - \frac{R_{12}}{R} \right)^\beta,$$

(3.23)

where $\xi_0 = 4 \pi \mu m_p v_{\infty} L/\dot{M}_w \approx 50 L_{36} v_8 M_{-9}^{-1}$ erg cm s$^{-1}$ and $\beta$ is the wind velocity gradient (see eq. 4.1). For a constant velocity field ($\beta = 0$) one gets (Hatchett & McCray 1977; Ghosh 2007)

$$\left( \frac{R}{\alpha} \right)^2 \left( 1 - \frac{\xi_0}{\xi} \right) - 2 \left( \frac{R}{\alpha} \right) \cos \Theta + 1 = 0$$

(3.24)

A sphere of highly ionized material will enclose the X-ray source. In this Strömgren sphere the wind is not radiatively driven (see chapter 4).
3.3.4 Formation of an accretion disk

When the Roche lobe is filled, the atmosphere of the companion star fuels the compact object through the Lagrangian point, L1. The in-falling material has high specific angular momentum hence, cannot directly fall onto the compact object but spirals around it and drops. Let’s consider the stream with two (velocity) components, \( v_\perp \sim b_1 \omega \), and \( v_\parallel \lesssim c_s \approx 10(\frac{T}{10^4 \text{K}})^{1/2} \text{km s}^{-1} \), in the non-rotating frame. One can obtain \( v_\perp \sim 100M_X^{1/3}(1+q)^{1/3}P_{\text{day}}^{-1/3} \text{km s}^{-1} \), where \( M_X \) is the mass of the X-ray source. We also know that \( v_\parallel \sim c_s \approx 10 \text{km s}^{-1} \) for a typical stellar envelope temperature.

A good approximation is to consider the stream trajectory as the orbit of a test particle allowed to ‘fall’ from the point L1 in the gravitational field of the compact object. This will lead to an elliptical orbit lying in the orbital plane of the star. The stream is located close to the orbital plane as the velocity normal to the plane is negligible. Assuming that the stream dissipates energy via shocks it tends to orbit along a circular orbit. We expect therefore a critical circularization radius, \( R_{\text{circ}} \), where the Kepler orbit has the same specific angular momentum as that of the transferring gas had on passing through L1. This circular velocity is

\[
\nu_\phi(R_{\text{circ}}) = \sqrt{\frac{GM_C}{R_{\text{circ}}^3}} = \frac{1}{2} \text{day} \text{ km s}^{-1}
\]

resulting in a circularization radius of,

\[
R_{\text{circ}} \approx 4(1+q)^{4/3}(0.5 - 0.227\log q)^{4/3}P_{\text{day}}^{2/3} R_\odot.
\]

3.3.5 Accretion disk structure

Following Frank, King & Raine [1992], we consider a steady Keplerian accretion disk, geometrically thin. In other words the material lies very close to the plane of the orbit, at \( z=0 \). The problem is solved using cylindrical polar coordinates \((R, \phi, z)\). The circular velocity is given by, \( \nu_\phi = R\Omega_K(R) \), where, \( \Omega_K(R) = (\frac{GM}{R^3})^{1/2} \) is the Keplerian angular velocity. In addition, we assume that there is a small radial ‘drift’ velocity \( \nu_R \). The disc will be characterized by its surface density distribution, \( \Sigma(R,t) \) in units of mass per unit surface area of the disc. The density is integrated over the \( z \)-axis, which is normal to the disc.

A annulus of this disc between \( R \) and \( R + \Delta R \) has a total mass of \( 2\pi R \Delta R \Sigma \) and a total angular momentum of \( 2\pi R \Delta R \Sigma R^2 \Omega_K \). Therefore the rate of change of mass over time is given by

\[
\frac{\partial}{\partial t}(2\pi R \Delta R \Sigma) = \nu_R(R,t)2\pi R \Sigma(R,t) - \nu_R(R + \Delta R)2\pi(R + \Delta R) \Sigma(R + \Delta R)
\]

\[
\sim -2\pi \Delta R \frac{\partial}{\partial R}(R\Sigma \nu_R)
\]

At the limit where \( \Delta R \to 0 \), we end up with the mass conservation equation,

\[
R \frac{\partial \Sigma}{\partial t} + \frac{\partial}{\partial R}(R \Sigma \nu_R) = 0 \tag{3.25}
\]

Similarly we can obtain for the angular momentum,

\[
\frac{\partial}{\partial t}(2\pi R \Delta R \Sigma R^2 \Omega_K) \approx -2\pi \Delta R \frac{\partial}{\partial R}(R \Sigma \nu_R R^2 \Omega_K) + \frac{\partial G}{\partial R} \Delta R
\]

where, \( G(R,t) \) accounts for the net effect of the viscous torques. Again, at the limit of \( \Delta R \to 0 \) one gets,

\[
R \frac{\partial}{\partial t}(\Sigma R^2 \Omega_K) + \frac{\partial}{\partial R}(R \Sigma \nu_R R^2 \Omega_K) = \frac{1}{2\pi} \frac{\partial G}{\partial R} \tag{3.26}
\]
Equations 3.25 and 3.26 combined with \( G(R) = 2\pi R \nu \Sigma R^2 \Omega^2 \) defining the torque, determine the disc structure in the radial direction. After appropriate transformation one can get the radial distribution of the material on the disk, considering a ring of mass \( m \) at \( R = R_0 \), given by \( \Sigma(R, t = 0) = \frac{m}{2\pi R_0 \delta(R - R_0)} \), where \( \delta(R - R_0) \) is the Dirac delta distribution. Therefore,

\[
\Sigma(\chi, \tau) = \frac{m}{\pi R_0^2} \tau^{-1/4} \chi^{-1/4} e^{-\frac{1}{2} \chi^2} I_{1/4}(2\chi/\tau)
\]  

(3.27)

where, \( I_{1/4}(z) \) is the modified Bessel function.; \( \chi = R/R_0 \), and \( \tau = 12\nu t R_0^{-2} \) are dimensionless radius and time variable respectively. Figure 3.3 shows the \( \Sigma(\chi, \tau) \) as a function of \( \chi \) for various values of \( \tau \) (Frank, King & Raine 1992).

**Emitted Spectrum**

Each element of the disk surface radiates, approximately, as a blackbody of temperature \( T(R) \). The temperature \( T(R) \) can be obtained by equations the viscous dissipation rate, \( D(R) \), to the blackbody flux, i.e., \( \sigma T^4(R) = D(R) \) (Frank, King & Raine 1992).

The temperature is therefore given by,

\[
T(R) = \left[ \frac{3GM \dot{M}}{8\pi R^3 \sigma} \left( 1 - \sqrt{\frac{R_{in}}{R}} \right) \right]^{1/4} \text{ where, } D(R) = \frac{3GM \dot{M}}{8\pi R^3} \left[ 1 - \left( \frac{R_s}{R} \right)^{1/2} \right]
\]  

(3.28)

\(^2G(R)\) is the differential torque between the layer \( R \) and \( R + dR \). Therefore, the differential torque can be written as \( G(R + dR) - G(R) = (dG/dR)dR \). Here we denote \( \Omega' = d\Omega/dR \).
where, \( R_{in} \) is the inner radius of the accretion disk. For \( R \gg R_{in} \), one gets \( T = T_{in} (R/R_{in})^{3/4} \), where,

\[
T_{in} = \left( \frac{3GM\dot{M}}{8\pi R_{in}^3} \right)^{1/4} = 1.3 \times 10^7 \dot{M}_{17}^{1/4} m_{ns}^{1/4} R_{in}^{-3/4} K
\]

where, \( \dot{M}_{17} = \dot{M}/10^{17} \text{ g s}^{-1} \), \( m_{ns} \) is the mass of the neutron star in solar masses, and \( R_{6} = R_{in}/10^6 \text{ cm} \). For typical parameters of a neutron star \( (m_{ns} \sim R_{6} \sim \dot{M}_{17} \sim 1) \) we can estimate the temperature of the inner disk to be \( \sim 10^7 \text{ K} \). Each element of the surface of the disk emits as a blackbody,

\[
I_{\nu} = \frac{2h\nu^3}{c^2 (e^{h\nu/kT(R)} - 1)}
\]

For an observer at distance \( D \), whose line-of-sight makes an angle \( i \) to the disc plane, the flux as a function of frequency, \( \nu \), is given as,

\[
F_{\nu} = \frac{2\pi \cos(i)}{D^2} \int_{R_{in}}^{R_{out}} I_{\nu} R dR
= \frac{4\pi h \cos(i) \nu^3}{c^2 D^2} \int_{R_{in}}^{R_{out}} \frac{R dR}{e^{h\nu/kT(R)} - 1}
\]

An important note here, is that the flux, and temperature as well, are independent of the disc viscosity. This comes out of the assumptions of the steady disc and blackbody approximation.

**The Standard model: \( \alpha \)-discs**

In the further study of accretion disks, we now examine the case of a steady state disc for a simple case. The structure of the disk was first studied by Shakura & Sunyaev (1973), who assumed a viscosity prescription given by, \( \nu = \alpha c_s H \), where \( H \) is the disk thickness, and that the Rosseland mean opacity is well approximated by the Kramer’s law, given by \( \kappa_R = 5 \times 10^{24} \rho T_c^{-7/2} \text{ cm}^2 \text{ gr}^{-1} \). One can derive several quantities \( (\alpha \ll 1) \) from the above equations:

\[
\begin{align*}
\Sigma &= 5.2\alpha^{-4/5} \dot{M}_{16}^{7/10} m_{co}^{1/4} R_{10}^{-3/4} f^{14/5} \text{ gr cm}^{-2} \\
H &= 1.7 \times 10^{8} \alpha^{-1/10} \dot{M}_{16}^{3/20} m_{co}^{-3/8} R_{10}^{9/8} f^{3/5} \text{ cm} \\
\rho &= 3.1 \times 10^{-8} \alpha^{-7/10} \dot{M}_{16}^{11/20} m_{co}^{5/8} R_{10}^{-15/8} f^{11/5} \text{ gr cm}^{-3} \\
T_c &= 1.4 \times 10^{4} \alpha^{-1/5} \dot{M}_{16}^{3/10} m_{co}^{-1/4} R_{10}^{-3/4} f^{6/5} \text{ K} \\
\tau &= 190\alpha^{-4/5} \dot{M}_{16}^{1/5} f^{4/5} \\
\nu &= 1.8 \times 10^{14} \alpha^{4/5} \dot{M}_{16}^{3/10} m_{co}^{-1/4} R_{10}^{-3/4} f^{6/5} \text{ cm}^2 \text{ s}^{-1} \\
v_R &= 2.7 \times 10^4 \\
f &= \left[ 1 - \sqrt{\frac{R_{in}}{R}} \right]^{1/4}
\end{align*}
\]

where, \( \dot{M}_{16} \) is the mass accretion rate in \( 10^{16} \text{ gr sec}^{-1} \sim 1.5 \times 10^{-10} M_\odot \text{ yr}^{-1} \), \( m_{co} \) is the mass of the compact object in solar masses \( (M_\odot) \), and \( R_{10} \) is the distance from the compact object in \( 10^{10} \text{ cm} \).
One can then extract some additional information about the disk. First, one can see that \( H \sim 10^8 R_{10}^{9/8} \) cm \( \rightarrow H/R \sim 10^{-2} R_{10}^{1/8} \) which is indeed a thin disk. The mass of the disk,

\[
M_{\text{disk}} = 2\pi \int_{R_{\text{in}}}^{R_{\text{out}}} \Sigma R dR \lesssim 10^{-10} \alpha^{-4/5} \dot{M}_{16}^{7/10} M_\odot
\]

is negligible when compared to the compact object which holds a typical mass of about 1 \( M_\odot \) \cite{FKR1992}.

Another step is to examine under which conditions the Kramers opacity and the disregard of the radiation pressure are valid assumptions. From equation (3.32) we get, \( \kappa_R = \tau/\Sigma \approx 36 \dot{M}_{16}^{-1/2} M_{\odot}^{1/4} R_{10}^{3/4} f^{-2} \) which is independent of \( \alpha \). For an ionized gas at high temperature, \( T \gtrsim 10^4 \) K, the main source of opacity is electron scattering, \( \kappa_R \approx \sigma_T/m_p \approx 0.4 \) cm\(^2\) s\(^{-1}\). Kramer's opacity will dominate in the range \( R \gtrsim 2.5 \times 10^7 \dot{M}_{16}^{2/3} m_{\odot}^{1/3} f^{8/3} \) cm which is larger than the magnetosphere of a neutron star, assuming typical parameters. The ratio to the radiation-to-gas pressure is given,

\[
\frac{P_r}{P_g} = 2.8 \times 10^{-3} \alpha^{1/10} \dot{M}_{16}^{7/10} R_{10}^{-3/8} f^{7/5}
\]

which is small in the region where Kramer's opacity dominates \cite{FKR1992}. For \( R \lesssim 10^7 \) cm, where electron scattering is the dominant source of opacity, we still have \( P_r \ll P_g \). However, in the inner disk \( R \lesssim 24 \alpha^{2/21} \dot{M}_{16}^{16/21} m_{\odot}^{-3/21} f^{4/21} \) km, the geometrical thin disk assumption breaks for \( \dot{M}_{16} \gtrsim 1 \). In that region, the main source of opacity is electron scattering, therefore, \( \tau = \Sigma \kappa_R \approx \rho H \sigma_T/m_p \). The speed of sound is \( c_s = 3GM H R f^4/8\pi R^3 m_{\rho} c \) and hence, \( H = 3\sigma_T f^4/8\pi m_{\rho} c \approx \frac{3R_{\odot}^2}{4f} \frac{\dot{M}}{M_{\text{Edd}}} f^4 \). The height of a radiatively pressured disk is independent of \( R \). This shows that at high accretion rate, where \( \dot{M} = \dot{M}_{\text{Edd}} \) and \( \eta = 0.1 \) the thin disk approximation is no more valid close to the compact object \cite{FKR1992}.

### 3.3.6 Spin evolution of accretion powered pulsars

The formation of the accretion disk, and its interaction with the neutron star’s magnetosphere will have an impact on the spin evolution of the pulsar. From the very early years of X-ray astronomy and the discovery of two famous accretion-powered pulsars, Cen X-3 and Her X-1, it became clear that their intrinsic pulse period (or spin) were showing a long-term decrease. This secular evolution is referred to as spin-up of accretion-powered pulsars, which is in contrast to the spin-down of rotation powered pulsars.

We consider a magnetized neutron star with \( B \sim 10^{12} \) Gauss with a magnetic momentum

\[
\mu = B_s R_s^2,
\]

where \( B_s \) is the magnetic field strength at the surface of the neutron star \( (B \sim \mu/r^3) \) and \( R_s \) is radius of the neutron star. For an order of magnitude approximation, we have \( B_s \sim 10^{12} \) Gauss and \( R_s \sim 10 \) km. Therefore, the magnetic momentum is of the order of \( \mu \sim 10^{30} \) Gauss cm\(^3\). This number is similar for magnetic white dwarfs \( (B_s \sim 10^4 \) Gauss, \( R_s \sim 5 \times 10^8 \) cm). The size of the magnetosphere can be obtained by equation the magnetic pressure to the gas and ram pressures of the in-falling material \cite{White88,FKR1992}. By setting \( P_{\text{mag}}(r_M) = \rho \nu^2 |r_M| \) we find,
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Figure 3.4: Side-view of an accretion flow and the surface $S$ used for accretion torque calculation. See the text for details. Credit: Ghosh & Lamb (1979b).

$$\left[\frac{4\pi}{\mu_0}\right] \frac{\mu^2}{8\pi r^6 M} = \frac{(2GM)^{1/2}\dot{M}}{4\pi r^{5/2} M}$$

(3.35)

and derive the Alfvén radius $r_M \approx 8 \times 10^8 \dot{M}^{-2/7} \mu_{30}^{-1/7} m_{ns}^{4/7}$ cm, where $\dot{M}_{-9}$ is the mass accretion rate in $10^{-9} M_\odot \text{ yr}^{-1}$. It is often convenient to replace the mass accretion rate with the observable X-ray luminosity. One gets, $r_M \approx 3 \times 10^8 m_{ns}^{1/7} R_{10km}^{-2/7} L_{37}^{-2/7} \mu_{30}^{4/7}$ cm, where $L_{37}$ is the X-ray luminosity in $10^{37}$ erg s$^{-1}$. Within this radius, the infalling material will flow along the magnetic field lines. At $r_M$ the torque exerted by the magnetic field on the disk is of the order of the viscous torque $G(r_M)$.

**Torques on Disk-fed Pulsars**

Here we will describe an accurate way to determine the accretion torque using the approach of Ghosh and Lamb (Ghosh, Pethick & Lamb 1977; Ghosh & Lamb 1979a,b, GL hereafter) work.

Consider a surface $S$ enclosing the star (see figure 3.4). Assuming an axisymmetric steady flow of gas, $N$, or the rate of flow of angular momentum integrated over the whole surface $S$ is given by,

$$N = \int_S \left( -\rho v_p r^2 \Omega + \frac{r B_p B_\phi}{4\pi} + \eta r^2 \nabla \Omega \right) \cdot \hat{n} dS$$

(3.36)

Here, $\rho$ is the matter density, $v_p$ and $\Omega$ are the poloidal velocity and the angular velocity of the plasma, respectively. Moreover, $B_p$ and $B_\phi$ are respectively the poloidal and toroidal components of the magnetic field, $\eta$ is the effective viscosity, and $\hat{n}$ is the outward unit vector normal on the surface $S$. The three terms of the above formula represent the contributions of the material, magnetic and viscous stress to the total accretion torque. Depending on the selection of the surface $S$ the relative sizes of each component will vary. For example, if we select to place the surface close to the neutron-star surface the
magnetic stress will dominate with decreasing radius and the other two contributions will be negligible. Viscous contribution will significantly contribute only in the outer zone. The torque is communicated to the star almost entirely by the magnetic stress.

To evaluate the torque we will follow the ‘recipe’ described in GL papers. This is done by using the surfaces shown in figure 3.4 consisting of three parts: 1) a cylindrical surface \( S_1 \) of height \( 2h \) located at the border between the boundary layer, and the outer transition zone, 2) a surface of 2 sheets \( S_2 \) running just above and below the disk, from the location of \( S_1 \) to \( \infty \), and 3) a surface \( S_3 \) consisting of two hemispherical pieces at infinity. The angular momentum flow-rate through \( S_1 \) is denoted \( N_0 \) and is communicated to the neutron star through the field lines that define the boundary layer. Accordingly, the flow-rate through \( S_2 \) is the torque denoted \( N_{out} \) which is communicated by the field lines that thread the outer transition zone, and the integral over \( S_3 \) vanishes.

The torque through \( S_1 \), is caused by the accretion material. The viscous stress on the surface is negligible and the magnetic stress has no component normal to \( S_1 \). Also, the angular velocity on the plasma at the inner boundary, \( r_0 \) is Keplerian (by definition). So \( N_0 \) can be written,

\[
N_0 \approx \rho v_r r_{in}^2 \Omega_K(r_{in}) 4\pi r_{in} h = \dot{M} \sqrt{GMr_{in}} \tag{3.37}
\]

where, \( \Omega_K = (GM/r^3)^{1/2} \) is the Keplerian angular velocity at \( r \) in terms of the mass of the NS. \( N_{out} \) is given by the magnetic stress on the surface \( S_2 \), since viscous stresses have no component normal to this surface and the material stress is negligible. Therefore,

\[
N_{out} = \int_{S_2} r \frac{B_\phi B_p}{4\pi} dS = \int_{r_{in}}^{r_{s}} \gamma_\phi B_\phi^2 r^2 dr \tag{3.38}
\]

where \( \gamma_\phi = -(B_\phi/B_p)_{z=h} = (B_\phi/B_p)_{z=-h} \) by definition. The latter, is the average azimuthal pitch of the magnetic field of the NS at the upper \( (z=h) \) and lower \( (z=-h) \) surfaces of the disk between the inner \( (r_0) \) and outer \( (r_s) \) radius of the transition zone.

Combining the above equations (see GL papers) we can write the net torque as,

\[
N = N_0 + N_{out} = n(\omega_s)N_0 \tag{3.39}
\]

where \( n(\omega_s) = 1.39(1-\omega_s(4.03(1-\omega_s)^{0.173} - 0.878))(1-\omega_s)^{-1} \) is the dimensionless torque and

\[
\omega_s = \frac{\Omega_s}{\Omega_K(r_{in})} \approx 1.2 P^{-1} M_{17}^{-3/7} \mu_{30}^{-3/7} (\frac{M}{M_\odot})^{-5/7} \tag{3.40}
\]

is the fastness parameter, where \( P \) is the spinning period of the neutron star in seconds, \( M_{17} \) is the mass accretion rate in \( 10^{17} \) gr s\(^{-1} \), and \( \mu_{30} \) is in units of \( 10^{30} \) gauss cm\(^3\).

In general, one can write \( \dot{\Omega}_s = N / I_{eff} \) where, the moment of inertia \( (I_{eff}) \) can be assumed to be roughly constant. Therefore,

\[
-\dot{P} = 5 \times 10^{-5} \mu_{30}^{2/7} n(\omega_s) S_1(M)(PL_{37}^{3/7})^2 \text{ s yr}^{-1} \tag{3.41}
\]

where \( \omega_s \) is given from equation \( \ref{3.40} \) and \( S_1(M) = R_0^{6/7} (M/M_\odot)^{-3/7} I_{45}^{-1} \) where \( I_{45} \) is the moment of inertia in units of \( 10^{45} \) gr cm\(^2\), \( R_0 \) is the NS radius in \( 10^6 \) cm, and \( M \) the mass of the NS.

The spin-up rate can thus be re-written as \( -\dot{P} / P = f_N(\mu, M) PL^{6/7} \). A plot of \(-\dot{P} / P\) against \( PL^{3/7} \) avoids any intrinsic scatter due to varying fastness. Figures \ref{3.5} shows the observed dependency for varying \( M \) (left panel) and on varying magnetic moment \( \mu_{30} \) (right panel).
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3.4.1 Continuum X-ray emission

The continuum photon spectrum of an accreting pulsar, \( N(E) \) (number of photons on the detector per unit time, e.g. sec, per unit energy, e.g. keV) between 2 and 100 keV, can be characterized by a power-law \( E^{-\Gamma} \) with a photon index \( \Gamma \) in the range 1 to 2, up to a cut-off energy, \( E_{\text{cut}} \sim 10 - 20 \text{ keV} \) above which it exponentially drops (White, Swank & Holt 1983; White, Nagase & Parmar 1995; Coburn et al. 2002):

\[
N(E) = N_0 E^{-\Gamma} \exp(E/E_{\text{cut}}) \tag{3.42}
\]

Figure 3.7 displays the continuum (mostly featureless) emission of a number of accreting pulsars. In each spectrum, the top panel gives the counts spectrum (crosses), the inferred photon spectrum (grey line) and the model spectrum (histogram) while the residuals are displayed in the bottom panel.

An explanation of the continuum emission of accreting pulsars was proposed by Becker & Wolff (2007). In the binary system, the accreted material reaches the magnetic field lines on the magnetosphere. Then it follows the magnetic field lines all the way to the stellar
The geometry close to the stellar surface is limited in a cylinder-like shaped region referred to as the accretion column. Material in this column will accelerate and eventually become supersonic. When the accreted matter reaches the NS, it decelerates forming a shock between the in-falling material and the sub-sonic flow close to the NS surface (Davidson 1973).

Within the accretion column, radiative shocks occur above the stellar surface. Seed photons produced via a combination of different processes such as cyclotron, bremsstrahlung, and blackbody radiation, are scattered by high energy electrons. Blackbody seed photons are produced at the surface of the dense thermal mound located at the base of the flow, where local thermodynamic equilibrium prevails. Cyclotron and bremsstrahlung seed photons are produced in the optically thin region above the thermal mound. The geometry is illustrated in figure 3.6.

### 3.4.2 Cyclotron Lines

Truemper et al. (1978) first discovered cyclotron features in Her X-1, at energies slightly larger than 10 keV, that are commonly known as Cyclotron Resonance Scattering Features (CRSFs). CRSFs are of fundamental importance because they allow to directly probe the neutron star magnetic field. The energy, $E_c$ of these features is a measure of the magnetic field, $B$, in the neutron star’s magnetosphere:

$$E_c = h\Omega_c \approx 11.6 B_{12}(1 + z)^{-1} \text{keV}$$

where, $z$ is the gravitational redshift ($z \sim 0.3$), $B_{12}$ the strength of the magnetic field in $10^{12}$ Gauss, and $\Omega_c = (eB/m_ec)(1 + z)^{-1}$ is the cyclotron resonance frequency. The physical processes underlying these features is the resonant scattering of X-ray photons by electrons whose energy states are the quantized Landau levels in the strong magnetic field. Cyclotron features are also expected to be detected at harmonics, such as $2E_c, 3E_c, ....$

Figure 3.8 displays the cyclotron features as observed by INTEGRAL in V 0332+53 (Kreykenbohm et al. 2005). More specifically, the combined JEM-X (red) and IBIS/ISGRI (blue) spectra host three harmonics. The fundamental cyclotron line lies at 25 keV, the
first harmonic at 51 keV, and the 2nd at 72 keV allowing to determine the NS’s magnetic
field as \( B = 2.7 \times 10^{12} \) Gauss. The figure also shows the parametrization: a) the data
and the folded high energy cut-off power-law model, b) residuals for model without any
CRSFs, c) after fitting the fundamental 25 keV line, d) the fundamental line and the first
harmonic at 50 keV have been fitted, and e) all three lines have been fitted.

3.4.3 Fluorescence lines
The iron K\( \alpha \) fluorescence line has been discovered since the very early years of X-ray
astronomy, specifically in Her X-1 by Pravdo et al. (1977). A metal atom, or an ion with
one or more L-shell electron yields the K\( \alpha \) line when a K-shell electron is removed and an
L-shell electron makes a radiative transition to the free slot of the K-shell. In accreting
pulsars the ionizing X-ray emission ejects the K\( \alpha \) line.

A key question is where the fluorescent material is located. Both K-edge and centroid
of K\( \alpha \) line depend on the ionization of iron atoms (see fig. 6.4 in chap. 6). Kallman et al.
(2004) noticed that the center of iron K\( \alpha \) line departs from the 6.4 keV value for iron
atom which is at least 18 time ionized. In addition, the iron edge depends more on the
ionization and can provide better constrain (e.g. for IGR J17252−3616). Given that the
iron K\( \alpha \) line is mainly observed at 6.4 keV, the fluorescent material cannot be too ionized.
This rules out any place close to the neutron star, especially the magnetic poles, where
the X-ray radiation originally comes from. Another possibility is the atmosphere of the
companion star. However, the expected iron fluorescent line is too weak to explain the
observations (EW\( \sim \) 100 – 1000 eV).

In the case of Her X-1, hosting a low mass companion, and fed by Roche Lobe Overflow,
most of the fluorescent material might be in the accretion disk or close to the Alfvén
surface. On the other hand, in HMXB, the material lies within the wind. Figure 3.9
shows the iron line at 6.4 keV of the sgHMXB Vela X-1, observed with Chandra. Recent
analysis of a census of accreting pulsar (Torrejón et al. 2010a) shows that the iron K\( \alpha \) line
seems ubiquitous in all X-ray pulsars and that most of the emission is likely compatible
with a spherically symmetric distribution of material.

3.4.4 Soft excess
The term Soft excess refers to the excess of soft X-ray radiation observed in accreting pulsar
when the continuum is modeled using a cutoff power-law. A number of physical processes
could be responsible for the soft excess. Hickox, Narayan & Kallman (2004) studied a
number of possible emission mechanisms (illustrated schematically in figure 3.10).

- Emission from the accretion column
  The first likely origin of soft excess may be within the accretion column as it provides
  the harder X-rays. This scenario can explain weak soft X-ray emission but is unlikely
  for luminous HMXBs, where a region much larger that the size of the neutron star
  is needed.

- Collisonal excitation and emission
  A second possibility is that the emission comes from a collisionally energized cloud.
  In this case the energy is coming through the wind of the star, \( \dot{E} = \dot{M}u_{w}^{2}/2 \). This
  emission mechanism, resulting in some \( 10^{35} \) ergs s\(^{-1} \) can only explain the emission
  of weak X-ray pulsars.
• Reprocessing by optically thin gas

In this scenario, material can be energized by the X-ray emission of the neutron star and about 10% can be reprocessed in the soft X-rays. As a forest lines is impossible to resolve using low resolution instruments, a soft excess will be detected. A number of soft X-ray lines has indeed been detected in the spectrum of Vela X-1 (Schulz et al. 2002; Watanabe et al. 2006).

• Reprocessing by optically thick gas

The most likely location of the optically thick material is close to the inner edge of an accretion disk. Only a fraction of the hard X-ray radiation will be released as a soft excess, $L_{\text{soft}} = \Omega L_X$, where $\Omega$ is the solid angle of the reprocessing area. We will study X-ray reprocessing by optically thick material in chapter 8.
Figure 3.7: X-ray spectra of accreting pulsars from RXTE. See the text for details.

Credit: Coburn et al. (2002)
Figure 3.8: V 0332+53 during the 2004-2005 outburst. The fundamental cyclotron line is at 25 keV, the first higher harmonic at 51 keV, and the 2nd at 72 keV allowing to determine the NS’s magnetic field to be $B = 2.7 \times 10^{12} \text{ Gauss}$. Credit: Kreykenbohm et al. (2005)
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Figure 3.9: Chandra observation of Vela X-1. Fe Kα and Kβ lines can be seen. Credit: Torrejón et al. (2010a)

Figure 3.10: The soft excess emission processes discussed in this section. See the text for details. Credit: Hickox, Narayan & Kallman (2004)
Chapter 4

Stellar Winds

4.1 Introduction

The spectrum of a hot massive star can be understood, at first-order approximation, as that of a black-body with temperature $T \sim 3 - 5 \times 10^4$ K. Bulk of the emission at that temperature is coming out in the ultraviolet (UV). This radiation is efficiently absorbed by ions within the stellar wind, which gain momentum. Those ions are responsible for the acceleration of the wind and trace the wind terminal velocity in a spectrum.

Stellar wind can be characterized by two parameters: i) the mass loss rate ($\dot{M}$) and ii) the terminal velocity ($v_\infty$). The mass loss rate refers to the amount of mass expelled by the massive star per unit of time. Typical mass loss rate of massive stars are of the order of $\dot{M} \sim 10^{-6} M_\odot$/year. The terminal velocity refers to the velocity of the stellar wind at large distances from the star. Typical values of the terminal velocity in massive stars are of the order of $v_\infty \sim 1500$ km/sec. Acceleration of the stellar wind in massive stars is discussed in section 4.4.2.

Assuming a spherically symmetric (stationary) stellar wind, the mass loss rate can be derived from the equations of mass continuity, $\dot{M} = 4\pi r^2 \rho(r) v(r)$, where $r$ is the distance from the center of the star, $\rho(r)$ is the density and $v(r)$ is the velocity at that distance. The radial density profile can be parametrized assuming a $\beta$-velocity law (Castor, Abbott & Klein 1975):

$$v(r) = v_\infty \left(1 - R_*/r\right)^\beta,$$

(4.1)

where $v_\infty$ is the terminal velocity of the wind, $R_*$ is the stellar radius and $\beta$ is the gradient of the velocity. Figure 4.1 shows the wind velocity as a function of radius for different $\beta$ values. The gradient describes the density profile, and hence the wind structure.

4.2 Observational aspects

4.2.1 Spectrum of OB stars

In the photosphere of OB stars, a number of elements are responsible for the observed spectral lines. These lines can give a wealth of information regarding the chemical composition, the gravity, rotational velocity, excitation, and ionization. These lines form a fingerprint of the star. The velocity field of the stellar wind adds another imprint on the spectra of massive stars, in particular the P-Cyg profile. Spectral lines formed within the wind can be easily distinguished from those formed in photosphere as they have much
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Figure 4.1: The velocity profile of the stellar wind for different values of $\beta$.

larger width and/or wavelength shift due to the outflowing motion. The four processes for the line formation in the winds are:

- **Line scattering**
  If a photon is absorbed by an atom in the wind it will photo-excite an electron to a higher level. After a very short time, the photon will be re-emitted by electro de-excitation to the same original level. The emitted photon will have a slightly different energy, than the original photon, due to the motion of the atom within the wind. Most of the observed P-Cyg profiles are formed by this process.

- **Line emission by recombination**
  If an atom is excited after a recombination, then a number of transition will occur producing spectral lines. This process is responsible for the formation of the H\(\alpha\) and IR emission lines in the winds of hot stars.

- **Line emission from collisional excitation**
  Within the wind atoms might collide and excite to higher levels. A subsequent photo-deexcitation to a lower level is then likely. This process is efficient in hot plasmas where collisions are energetic.

- **Pure absorption**
  Photo-excitation of an atom to a higher level can be followed by spontaneous de-excitation to another, lower, level. This process is the least important in the stellar winds.

4.2.2 P Cygni profile

The observation of a P-Cygni (P-Cyg, hereafter) line profile allows the determination of important stellar wind parameters. The lines showing P-Cyg profile are an essential tool to measure wind terminal velocities and mass loss rates in massive stars. In rough terms,
Figure 4.2: P-Cyg Profile of the C IV line from an O3 star SK-68° 137 in the large magelanic cloud. Simulated line profiles for different values of terminal velocity are shown ($v_{\infty} = 3200$, 3400, 3600 km/s; $\beta = 1.0$). Credit: Kudritzki & Puls (2000).

P-Cyg profile consists of a blue-shifted absorption followed by a red-shifted peak. A typical example of a P-Cyg profile is coming from a resonance line, e.g. the C IV line, illustrated in figure 4.2. P-Cyg profiles are observed for the resonance transitions of N V, Si IV, O VI, and C IV in the UV. Similar profiles might also be found in lines at longer wavelength. These lines are also responsible for the acceleration of the stellar wind. Figure 4.2 shows the P-Cyg line and a fit with different terminal velocities.

Although the P-Cyg lines in the UV range are indicative of the terminal velocity of the wind, the basic problem remains that one has to know the mean ionization/excitation fraction in order to derive a reliable estimate on mass loss rate. An alternative way to determine the mass loss rate is to use of stellar wind emission profile of H$\alpha$ and to fit it to theoretical models (see figure 4.3 Olson & Ebbets 1981; Leitherer 1988).

**Terminal Velocities**

A correlation between the effective temperature ($T_{\text{eff}}$) and the escape velocity has been demonstrated by Abbott (1978, 1982) (figure 4.4). The higher the effective temperature (or the earlier the spectral type), the higher the terminal velocity of the wind. We see that for supergiants (LC I) the terminal velocity ranges between 200 and 3000 km/s. For the main sequence and sub giant systems the velocity ranges from 1000 to 3000 km/s. Lower terminal velocities are found in inflated supergiant stars. Stars with similar luminosity class and $T_{\text{eff}}$ will show a variety of different gravities and different escape velocities, leading to a wider distribution and a significant spread of terminal velocities.

The photospheric escape velocity is given by,

$$v_{\text{esc}} = \sqrt{\frac{2GM_*}{R_*}} \approx \sqrt{2g_*R_*(1 - \Gamma)}$$  \hspace{1cm} (4.2)
where, $g_* = GM_*/R_*^2$ is the gravity of the star and $\Gamma = \frac{\sigma_T L}{8\pi GM_* m_e c}$ is the ratio of the radiative to gravitational accelerations. One can find that the ratio of $v_\infty$ to $v_{esc}$ is roughly constant at temperatures larger than $\sim 21000$ K. Below 21000 K a sudden decrease can be observed. A rough estimate on the connection between the terminal and escape velocities can be parametrized (Kudritzki & Puls 2000):

$$\frac{v_\infty}{v_{esc}} = \begin{cases} 
2.65, & T_{eff} \geq 21000 \text{ K} \\
1.4, & 10000 \text{ K} < T_{eff} < 21000 \text{ K} \\
1.0, & T_{eff} \leq 10000 \text{ K}
\end{cases}$$

4.3 Isothermal winds with forces

4.3.1 Isothermal winds

In this chapter we will describe some fundamental properties of stellar winds. In a stationary wind, the velocity at a given distance does not change with time. If we only have gas pressure and gravity the equation of motion is,

$$v \frac{dv}{dr} + \frac{1}{\rho} \frac{dp}{dr} + \frac{GM_*}{r^2} = 0 \quad (4.3)$$

The above equations is referred to as the momentum equation, describing the motion of gas for a stationary wind. The first term describes the acceleration which is produced by the pressure gradient (2nd term), under the gravitational field of the primary star (third term). We have assumed that the wind is isothermal, i.e., $T(r) = T_\text{const}$ assuming that the thermal structure is somehow maintained constant.

Assuming that the behavior of the flow is typical of a perfect gas, we have $p = \mathcal{R}\rho T/\mu$, where $\mathcal{R}$ is the gas constant and $\mu \approx 0.6$ is the mean atomic weight. By substituting
pressure into equation 4.3 and converting density gradient to velocity gradient by using the continuity equation, one can conclude,

\[ \frac{v}{r} \frac{dv}{dr} + \frac{RT}{\mu} \left\{ -\frac{1}{v} \frac{dv}{dr} - \frac{2}{r} \right\} + \frac{GM_*}{r^2} = 0 \text{ or} \]

\[ \frac{1}{v} \frac{dv}{dr} = \left\{ \frac{2a}{r} - \frac{GM_*}{r^2} \right\} / \left\{ v^2 - a^2 \right\} \tag{4.4} \]

where \( a = (RT/\mu)^{1/2} \) is the isothermal speed of sound. The latter is constant for an isothermal wind. One has to define the lower boundary condition for this equation. We set \( v(r_0) = v_0 \), where \( r_0 \) is similar or larger than the photospheric radius.

From the previous equation we can extract a singularity at the point where \( a = v \). One sees that the numerator of equation 4.4 goes to zero at \( r = r_c = GM_*/2a^2 \). This is referred to as the critical point. If the critical point is located within the photosphere \( (r_c < r_0) \), the assumption of an isothermal wind is no more valid. From the above equation one can derive the velocity as,

\[ v \exp\left( -\frac{v^2}{2a^2} \right) = \alpha \left( \frac{r_c}{r} \right)^2 \exp\left\{ -\frac{2r_c}{r} + \frac{3}{2} \right\} \tag{4.5} \]

under the condition \( v(r_c) = \alpha \) at the critical point.

We also need to describe the initial velocity at the lower boundary of the isothermal region by applying the above equation at \( r_0 \). At the lower boundary condition \( (v_0 << \alpha) \) the initial velocity is given by,

\[ v_0 \approx \alpha \left( \frac{v_{esc}(r_0)}{2\alpha} \right)^4 \exp\left\{ \frac{v^2_{esc}(r_0)}{2a^2} + \frac{3}{2} \right\} \tag{4.6} \]

The above equation shows that an isothermal wind that is only driven by gas pressure can become supersonic if and only if the initial velocity \( v_0 \) has a very specific value.
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The velocity gradient throughout the wind can then be written,

\[
\frac{v}{v_0} \exp\left(-\frac{v^2}{2\alpha^2}\right) = \left(\frac{r_0}{r}\right)^2 \exp\left\{ \frac{GM_*}{\alpha^2} \left(\frac{1}{r_0} - \frac{1}{r}\right) \right\}
\]

(4.7)

For large distances, where \( r >> r_0 \) the velocity law goes like, \( v \approx 2\alpha \sqrt{\ln(r/r_0)} \). This increases infinitely as a consequence of the assumption that the wind is isothermal at large distances. In reality winds can be isothermal up to a certain distance. After that distance the velocity does not increase significantly.

The density structure can now be obtained through the mass continuity equation, and this yields,

\[
\frac{\rho}{\rho_0} \exp\left\{ \frac{1}{2} \left( \frac{v_0 \rho_0 r_0^2}{\alpha \rho r^2} \right) \right\} = \exp\left\{ -\frac{GM_*}{\alpha^2} \left(\frac{1}{r_0} - \frac{1}{r}\right) \right\}
\]

(4.8)

This can be solved numerically. A good approximation in the subsonic region can be achieved by assuming a hydrostatic atmosphere. In this case the density will be given by

\[
(1/\rho_0) \left(\frac{1}{\rho} \frac{dp}{dr}\right) + \frac{GM_*}{r^2} = 0.
\]

Therefore, the distribution can be derived as follows,

\[
\frac{\rho(r)}{\rho_0} = \exp\left\{ -\frac{(r - r_0) r_0}{H_0 r} \right\}
\]

(4.9)

where, \( H_0 = \mathcal{R} T / \mu g_0 \) and \( g_0 = GM_* / r_0^2 \). Figure 4.5 shows the distribution of velocity and density from an isothermal wind. The behavior of both analytic and numerical solutions are very similar in the subsonic part of the flow at \( r/r_0 < 1 \). After that point a deviation can be seen (dashed line).

From the density and velocity distributions, we can derive the mass loss rate of the star. We suppose a star of radius \( R_* \) and mass \( M_* \) with a coronal temperature \( T_c \) which has a density \( \rho_0 \) at the base of the atmosphere. We have assumed that the coronal temperature is roughly constant. As the density in the subsonic region varies exponentially out to \( r_c \) we have:

\[
\dot{M} = 4\pi \rho c \alpha r_c^2 \approx 4\pi \rho_0 \alpha r_0^2 \left(\frac{r_c}{r_0}\right)^2 \exp\left\{ -\frac{r_c - r_0}{H_0} \cdot \frac{r_0}{r_c} \right\}
\]

(4.10)

For the Sun (\( T_c = 10^6 \) K, \( \rho_0 = 10^{-14} \) gr cm\(^{-3}\), \( r_0 = 10^{11} \) cm) the mass loss rate is estimated to be \( \dot{M} \approx 1.5 \cdot 10^{-14} \) M\(_\odot\) yr\(^{-1}\), in good agreement with an observed value of \( \approx 2 \cdot 10^{-14} \) M\(_\odot\) yr\(^{-1}\).

4.3.2 Case I: Force \( f \sim r^{-2} \)

In this paragraph we examine the case of an isothermal wind with a simple force of the form \( f \sim r^{-2} \). Force of this form can be produced by radiation pressure due to optically thin lines or continua such as electron scattering or dust scattering. In this case, the radiative flux varies as \( r^{-2} \) and thus the radiation acceleration \( g = \kappa_F F(r)/c = \kappa_F F(R_*)(r/R_*)^{-2}/c \sim r^{-2} \) where \( \kappa_F \) is the flux-mean opacity independent of distance.

Equation 4.3 can now be modified to include the new term, \( f = c \cdot r^{-2} \) as follows,

\[
\frac{v}{v_0} \exp\left(-\frac{v^2}{2\alpha^2}\right) + \frac{1}{\rho} \frac{dp}{dr} + \frac{GM_*}{r^2} - \frac{c}{r^2} = 0
\]

(4.11)

In this equation \( c \) is a positive constant in the region where the force acts, and zero outside that region. Similarly equation 4.4 can be re-written as,
Figure 4.5: Velocity (in terms of Mach number) and the density (in terms of density at \( r_0 \)) as a function of \( r/r_0 \). The distance at critical point \( r_c = 10r_0 \) is shown by a circle. The dashed line represents the density distribution by a hydrostatic atmosphere at the same temperature. The two density distribution are very similar in the subsonic region. 

Credit: Lamers & Cassinelli (1999)

\[
\frac{1}{v} \frac{dv}{dr} = \left\{ \frac{2a}{r} - \frac{GM_*}{r^2} + \frac{c}{r^2} \right\}/\left( v^2 - a^2 \right) \tag{4.12}
\]

We can have a critical solution if the nominator and denominator reaches zero at the same point. Therefore the structure of this equation is rather similar to the case of an isothermal wind with gas pressure only. This implies, as we have seen, that there is one critical solution for one particular value of the initial velocity \( v_0 \) and mass loss rate if the lower boundary conditions of the isothermal region are known. This solution depends on \( \rho_0, T, \) and \( r_0 \) for a region where \( c \neq 0 \).

We will now discuss the case of \( c > 0 \) applied throughout the wind as expected e.g. from an ionized wind with radiation pressure due to electron scattering. In this case equation [4.12] is equivalent to that of a wind without an extra force if the stellar mass is also modified accordingly by an effective mass, \( M_{eff} = M_* - c/G = M_*(1 - \Gamma) \), where \( \Gamma = c/GM_* \) with \( \Gamma_{max} \approx 1 \) if \( 2\alpha < < v_{esc}(r_0) \).

For \( \Gamma = 0 \) we obtain the previous solution of the gas pressure only solution. For \( \Gamma < 1 \) or \( M_{eff} > 0 \) the conditions of the critical point are the same as equation \([4.12]\). Although that the velocity remains the same \( (v(r_c) = \alpha) \) at the critical point, the point itself, \( r_c \) is now closer to the star by a factor of \( (1 - \Gamma) \).

Therefore, the critical point is defined as a function of \( \Gamma \), when it changes from zero to positive values. \( r_c(\Gamma) = \{GM_*(1 - \Gamma)\}/2\alpha^2 \) until \( \Gamma \) reaches its maximum value such as \( r_c = r_0 \) at the bottom of the isothermal regions, where \( \Gamma_{max} = 1 - (2\alpha^2r_0)/(GM_*) = 1 - \{2\alpha/v_{esc}(r_0)\}^2 \)

Velocity and density structure in the subcritical part of the plot are affected by \( \Gamma > 0 \).
only. The same is also valid for the mass loss rate. For a force with \(0 < \Gamma < \Gamma_{\text{max}}\) applied in the subsonic part of the wind the velocities gradient will be smaller but the velocities will be larger and the critical point moves closer to the star.

Adopting the scaling of some parameters of the form, \(r_c \rightarrow r_c(1-\Gamma), \upsilon_{\text{esc}}^2 \rightarrow \upsilon_{\text{esc}}^2(1-\Gamma),\) and \(H \rightarrow H/(1-\Gamma),\) the mass loss rate increases by,

\[
\frac{\dot{M}}{\dot{M}(\Gamma = 0)} = (1 - \Gamma) \cdot \exp\left\{ \frac{\Gamma r_0}{H(\Gamma = 0)} \right\}
\]

(4.13)

### 4.3.3 Case II: Force \(f \sim v(dv/dr)\)

In this paragraph we discuss a second example of a force which can be expressed in a simple analytic form. The acceleration of the wind in OB stars occurs through radiatively driven winds. The responsible ions for the acceleration absorb a photon which is seen redshifted from its rest wavelength. The amount of radiative momentum absorbed per cm\(^3\) per sec by the optically thick lines (e.g. C IV) is \(F_\nu(r)\Delta \nu/c,\) where \(F_\nu\) is the monochromatic flux at distance \(r\) and \(\Delta \nu\) is the Doppler shift due to the velocity gradient over a distance \(\Delta r = 1\) cm, so \(\Delta \nu = (\nu_0/c)(dv/dr)\Delta r.\) The force is proportional to the momentum of the absorbed radiation per unit volume and per unit mass is, \(f_{\text{rad}} \sim \rho^{-1} r^{-2}(dv/dr) \sim v(dv/dr).\) This example is of particular interest for hot massive stars. We will discuss in details this acceleration mechanism in paragraph 4.4.2.

The newly derived momentum equation is of the form,

\[
v \frac{dv}{dr} + \frac{1}{\rho} \frac{dp}{dr} + \frac{GM_*}{r^2} - c \cdot v \cdot \frac{dv}{dr} = 0,
\]

(4.14)

where \(c\) is a positive constant which accounts for the number of optically thick lines and on the flux at their wavenumbers. The velocity gradient can be re-written accordingly,

\[
\frac{1}{v} \frac{dv}{dr} = \left\{ \frac{2\alpha^2}{r} - \frac{GM_*}{r^2} \right\} / \left\{ v^2(1 - c) - a^2 \right\}
\]

(4.15)

The radiative acceleration, the last term in equation 4.14 introduces an extra factor of the form \((1-c)\) in the denominator of the momentum equation. The latter equation is similar to equation 4.4 if we transform \(v(r) \rightarrow v'(r) = v(r)(1 - c)^{-1/2}\) for \(c < 1.\) This implies that the properties of the critical point also apply here.

Therefore at the critical point \(r_c = GM_*/2\alpha^2,\) the velocity is given by, \(v(r_c) = \alpha/(1 - c)^{-1/2}\). The location of the critical point here is the same as in the wind without external forces. However, with a velocity decreased by a factor of \((1 - c)^{1/2}\).

The velocity transformation described above allows an easy derivation of the mass-loss rate from an isothermal wind with a radiative force of the form \(f = cv(dv/dr)\) and, one gets

\[
\dot{M} \approx \frac{4\pi \rho_0 \alpha r_0^2}{\sqrt{(1 - c)}} \left( \frac{\upsilon_{\text{esc}}}{2\alpha} \right)^2 \exp\left\{ - \frac{\upsilon_{\text{esc}}^2(r_0)}{2\alpha^2} + \frac{3}{2} \right\}
\]

(4.16)

The mass loss rate is a factor of \((1 - c)^{1/2}\) smaller than the one obtained with gas pressures only. With a velocity that is always larger by a factor of \((1 - c)^{-1/2}\) and a mass loss rate which is larger by the same factor, the density distribution will be identical to the one derived in the force-free case.
For $c > 1$ when the force is large, one derives a negative denominator of the momentum equation for all the values of $v$. So the velocity will increase in the region $r_0 < r < r_c$ reaching its maximum at $r_c$ and decrease outwards. This situation is physically unrealistic as we will see in section 4.4.

### 4.4 Line driven winds

Hot stars are emitting most of their radiation in the UV where the atmosphere of the star has many absorption lines. The opacity of the C IV resonance line at 1550 Å is much (almost a factor of a million) larger than the opacity of the continuum due to electron scattering.

A static atmosphere, with strong lines absorbing the radiation of the underlying photosphere, will absorb or scatter the radiation. Therefore, the outer layer will not receive direct radiation from the photosphere at the wavelength of the lines. As a result, the acceleration of the outer layer of the stellar atmosphere due to spectral lines will be significantly reduced. However, in the case of a moving atmosphere (outflow) the velocity gradient will allow the atoms in the atmosphere to ‘see’ the photosphere of the star redshifted. As a consequence, the atoms of the outer layers of the atmosphere will be able to absorb radiation from the photosphere that is not attenuated by the intermediate layers. Thus, the Doppler shift allows the atoms to absorb an unattenuated continuum in their spectral line transitions. This makes the radiative acceleration due to spectral line in the atmosphere of hot massive stars a very efficient driving mechanism.

#### 4.4.1 Sobolev Approximations

Absorption (and/or scattering) in an expanding atmosphere takes place in a very limited frequency window. This region is referred to as the ‘line interaction region’ defined by,

$$\nu_p - 1.5\Delta\nu_G \leq \nu_p \leq (\nu_0 + 1.5\Delta\nu_G)(1 + v_\infty/c)$$

(4.17)

where $\nu_p$ is frequency of the photon emitted by the photosphere, $\nu_0$ is the frequency of the transition line, $1.5\Delta\nu_G$ is defined as the 90% content of the line (assuming a gaussian line profile), $v_\infty$ is the terminal velocity of the wind, and $c$ is the speed of light. Photons with frequencies $\nu_p < \nu_0 - 1.5\Delta\nu_G$ will not have an interaction region within the wind, photons with frequencies $\nu_p > (\nu_0 + 1.5\Delta\nu_G)(1 + v_\infty/c)$ cannot be absorbed either. Specific geometry and velocity profile define the line interaction region geometrically.

The Sobolev approximation assumes that this interacting region is infinitely narrow. The limit can be reached when the width of the line profile function, $\phi(\Delta \nu)$, is so small that $\phi$ can be treated as a delta-function, $\phi(\Delta \nu) \rightarrow \delta(\Delta \nu)$. In this case, the optical depth depends only on the local conditions where the absorption occurs. Also, in Sobolev approximation the line interaction region tends to be a point. This is called the Sobolev point in frequency domain.

$$\nu_0 = \nu_p(1 - v_z(r_S)/c)$$

(4.18)

where $v_z(r_S)$ is the component of the wind velocity at $r_S$ in the direction of $z$ (Note: the observer is placed at $z = +\infty$).

A schematic illustration of the line profile and the corresponding optical depth is given in figure 4.6. The Sobolev approximation is shown in figure 4.6 (bottom) by representing the line profile by a $\delta$-Dirac function and the corresponding optical depth by a step function.
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4.4.2 A realistic approach: CAK/Sobolev model

The winds of hot luminous stars are driven by absorption in spectral lines and referred to as line driven winds. The bulk emission of hot stars is in the ultraviolet where the outer atmosphere of these stars have many absorption lines. Radiatively driver stellar wind were developed by Castor, Abbott & Klein (1975). This model assumes that UV resonance lines (like C IV, N IV, O IV, etc) are able to accelerate the stellar wind.

The net radiative force, accelerating the stellar wind, due to spectral transitions lines is given by

\[
\begin{align*}
    g_L &= \frac{2\pi}{c} \sum_l \kappa_l \int_{\mu_*}^{1} I_{\nu,l} \frac{1 - e^{-\tau_{\nu,l}}}{\tau_{\nu,l}} \mu d\mu \\
    &= \frac{2\pi}{c} \sum_l \kappa_l \int_{\mu_*}^{1} I_{\nu,l} \frac{1}{\tau_{\nu,l}} \mu d\mu 
\end{align*}
\]

(4.19)

The above equation add the contribution of each spectral line, denoted by the index \(l\).
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CAK assumes that the total radiative acceleration due to all spectral lines can be derived as a result of the radiative acceleration due to electron scattering times a multiplication factor, $M(t)$, which is called force multiplier.

$$g_L = g_e^{ref} M(t)$$  \hfill (4.20)

where,

$$g_e^{ref} = \sigma_{e}^{ref} \mathcal{F} = \frac{\sigma_{e}^{ref} L_*}{4\pi r^2 c}$$  \hfill (4.21)

where $\sigma_{e}^{ref} = 0.325 \text{ cm}^{-2} \text{ gr}^{-1}$ [Castor, Abbott & Klein 1975] is the reference value for the electron scattering opacity. The core problem is the investigation of the force multiplier, $M(t)$, which depends on the ionization, excitation, and chemical composition of the wind. The ionization is also affected by the stellar parameters (e.g. $T_{eff}$). The situation is getting more complicated in binary systems where the ionization is also affected by the compact object. This scenario is discussed in chapter 7.

CAK approximated the force multiplier by

$$M(t) = kt^{-\alpha}(10^{-11} n_e/W)^\delta$$  \hfill (4.22)

where the quantities $k$, $\alpha$, and $\delta$ are called the force multiplier parameters. The parameter $n_e$ is the electron density and $W(r)$ is called the geometrical dilution factor. Parameter $t \equiv \sigma_e^{ref} v_{th} \rho (dr/dv)$ is the dimensionless optical depth parameter, where $v_{th}$ is the mean thermal velocity of the protons in the wind with a temperature $T_{eff}$.

Therefore, the radiative acceleration due to spectral line can be re-written as

$$g_L = \frac{\sigma_{e}^{ref} L_*}{4\pi r^2} kt^{-\alpha}(10^{-11} n_e/W)^\delta$$  \hfill (4.23)

We used the VH1 hydrodynamic code (see chapter 7) to calculate the wind mass loss rate and the terminal velocity of the wind as a function of the CAK parameters. The only forces applied for acceleration are the gravity and the radiative force based on the CAK/Sobolev approximation. Several simulations were performed for various set of parameters (see tables 7.1 and 7.2). This simulation starts with an initial ($t = 0$) velocity field of 0 km s$^{-1}$ and follows the wind evolution. The wind relaxes to a stationary solution after after a few days. Figure 4.7 shows the wind velocity profile evolving with time for the parameters of Vela X-1/HD 77581 (CAK $k=0.35$, CAK-$\alpha=0.55$, and $\rho_{in} = 1E - 12 \text{ gr cm}^{-3}$). The wind was then fit with the $\beta$ velocity law (eq. 4.1) resulting in $v_\infty = 1.75 \times 10^8$ cm s$^{-1}$ and $\beta = 0.8$, corresponding to a mass loss rate of $\sim 2 \times 10^{-6} M_\odot \text{ yr}^{-1}$.

### 4.5 Stellar Wind Instabilities: Clumpy structures

#### 4.5.1 Observational evidences

The presence of clumping as extreme density fluctuations in hot stars was first invoked by Osterbrock & Flather (1959). Besides studying wind clumping in X-ray binaries (in’t Zand 2005; Walter & Zurita Heras 2007), Cherepashchuk, Khaliullin & Eaton (1984) observed V444 Cyg and first noticed differences in the shape and depth of eclipses in the UV and IR. This results could not be interpreted using a smooth wind. Individual density condensation were needed.
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Figure 4.7: Velocity profile as a function of radius for a number of time steps. Symbols show the velocity profile evolution while the solid line shows the fit to eq. 4.1. The resulting fit parameters are $v_\infty = 1.75 \times 10^8$ cm s$^{-1}$ and $\beta = 0.80$.

For OB stars, first investigations were carried out by Eversberg, Lepine & Moffat (1998) on the He II 4686 line in z Pup, which revealed outward moving inhomogeneities in its wind, starting near the stellar surface up to at least $\sim 2 R_\star$. The clumping properties of O and WR stars are similar. Lepine & Moffat (2008) showed that the moving sub-peaks identified on top of the broad emission lines in WR-stars appear also in the Of stars z Pup and HD93129A and concluded that stochastic wind clumping is a universal phenomenon in the radiation-driven, hot winds of massive stars. In addition, X-ray observation of Galactic O stars revealed that the emission line profile require the presence of a hot plasma embedded in a highly clumped cool wind (Oskinova, Feldmeier & Hamann 2006).

For O-stars, we have to rely mostly on indirect methods to address the clumping properties. By comparing the observed and predicted wind-momentum luminosity relationship (WLR) for a sample of galactic O-stars, Markova et al. (2004) demonstrated that a clumping factor, $f_{cl} \sim 5$, of the clumped matter, was needed resulting in a net reduction of the mass-loss rate by a factor of $\sim 3$. 
4.5.2 Theoretical predictions

Applying a perturbation analysis to the CAK/Sobolev steady state wind, the radiatively driven wind becomes highly unstable. The growth of perturbations with a length smaller than \( \eta_{th}/(dv/dr) \) creates small scale structures \( \text{(Owocki 1994)} \). These instabilities will lead to the creation of shocks \( \text{(Owocki, Castor & Rybicki 1988)} \). Clumpy wind can affect the interpretation of observable quantities (e.g. \( \dot{M} \)) by a factor of \( \sim 5 - 10 \).

Figure 4.8 (left panel) illustrates the results of a 1D simulation, starting from an initial condition set by a smooth, steady-state CAK/Sobolev model. Instabilities lead to extensive structure in both velocity and density. In the outer wind, the velocity variations become highly nonlinear, with amplitudes approaching 1000 km s\(^{-1}\), leading to formation of strong shocks. For most of the wind mass, the dominant overall effect of the instability is to concentrate material into dense clumps, leading to a density contract up to \( 10^{4-5} \).

The right panel of the same figure shows the resulting 2D density structure at fixed time intervals of 4000 sec starting from the CAK initial condition at the top.

Figure 4.9 shows the effect of clumping on spectral lines in O-star spectra (a clumping factor of \( f_{cl} = \sqrt{\langle \rho^2 \rangle / \langle \rho \rangle^2} = 50 \) was used in that model \( \text{(Bouret, Lanz & Hillier 2005b)} \)). The mass-loss rate derived in this example, assuming a clumpy wind, is reduced by a factor of \( \sim 7 \), when compared to the value obtained assuming a smooth wind. In general, mass loss estimates are reduced by \( f_{cl}^{-1/2} \) when clumpy wind are considered.
Figure 4.9: Black lines show observed line profiles of O V (1371 Å) and N IV (1718 Å) for an O4 star. The blue lines show the results of a clumpy stellar wind model. Dotted lines show the profiles predicted by a smooth wind model. Credit: Bouret, Lanz & Hillier (2005a)
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Chapter 5

INTEGRAL discovery of new HMXB systems

5.1 Introduction

INTEGRAL has been observing the galactic plane for a very long time since 2002. The large field of view of the INTEGRAL/IBIS imager (see chap. 2) and its hard X-ray sensitivity make of INTEGRAL an efficient tool to detect strongly obscured sources that could not be recognized in the X-rays and fast transients sources discovered serendipitously. Figure 5.1 shows the INTEGRAL/IBIS exposure map (in galactic coordinates) for the first 800 revolutions, from 2002 to 2009. The figure highlights that the galactic plane has been extensively observed.

Among the newly discovered sources two are of particular interest, i.e. IGR J16318 – 4848 and IGR J17544 – 2619. Both are the archetypes of heavily obscured persistent sgHMXB and supergiant fast X-ray transients, respectively. These source types have been revealed by INTEGRAL. Table 5.1 lists the sources discovered by INTEGRAL that are members of these two classes.

Figure 5.1: INTEGRAL exposure map. The exposure time is color-coded. Credit: ISDC.

Although INTEGRAL is a very efficient instrument to identify these sources, the source localization is limited to ~ 2 arcmin. Within this error box a large number of possible optical/IR counterparts could be found. Thanks to high resolution X-ray observatories, such as XMM – Newton, Chandra, and swift resolution of ~ arcsec could be
obtained. Follow-up observations allow to accurately pin-point the X-ray counterpart and then the optical/IR counterpart. Due to the heavy inter-stellar absorption in the direction of these sources (GC, galactic arms), most of the counterparts were detected in the near IR. The properties of the X-ray identified INTEGRAL sources were then determined through optical and IR spectroscopy (an extensive work has been carried out by [Masetti 2006][Masetti et al. 2006a][Masetti et al. 2008][Masetti et al. 2009][Masetti et al. 2010][Chaty et al. 2008][Rahoui et al. 2008]).

5.2 Population of sgHMXBs

A comprehensive study of the population of sources detected by INTEGRAL has been provided by [Bodaghee et al. 2007]. In the Galactic bulge one finds mostly LMXBs and a small number of HMXBs. Most HMXBs (in particular sgHMXBS) are found in the regions created by the spiral arms. Figure 5.2 (blue) shows the distribution of HMXBs across the galactic place, summed over the galactic latitude ($|b| < 6^\circ$). This plot also shows the number of star-forming complexes divided by 3 (red) and of ultra compact H II regions divided by 10 (black). The distribution of HMXBs shows two peaks at galactic longitude of $-40^\circ$ and $30^\circ$. These two peaks correspond roughly to the position of the tangent to the Norma and Scutum galactic arms ([Binney & Merrifield 1998]).

Figure 5.2: Distribution of HMXBs. Credit: Bodaghee et al. (2007).
5.3 Classical sgHMXB

Classical sgHMXBs have been studied extensively over the years (see chap. 1). The neutron stars are located at a distance of $\alpha \sim 1.5 - 2$ R$_*$. Typical mass-loss rates of $\sim 10^{-6}$ M$_\odot$ yr$^{-1}$ and wind terminal velocities of 1500 km s$^{-1}$ are observed in most of them. Blondin et al. (1990); Blondin, Stevens & Kallman (1991) modeled Vela X-1 (the prototype of the class) using hydrodynamic code and revealed that the wind of the massive star is heavily disrupted. The X-ray radiation from the neutron star ionizes the local material and can further disrupt the wind. High-resolution soft X-ray spectroscopy of the brightest sources revealed a number of lines in emission, constraining the ionization level of the gas (Watanabe et al., 2006).

5.4 Obscured sgHMXB

5.4.1 Overview

The new category of heavily obscured sgHMXBs shares some of characteristics of the classical sgHMXBs. The main difference between classical and obscured sgHMXBs is that the latter ones are much more absorbed in the X-rays. The absorbing column density ($N_H$) is, on average, 10 times larger than in classical systems and well above the galactic absorption in the direction of the sources. Spin periods, orbital periods, and donor's spectral type are similar to those of classical sgHMXBs. Walter et al. (2006) studied a number of these sources with XMM – Newton and showed that all of them are heavily obscured ($N_H \sim 10^{23}$ cm$^{-2}$) and feature prominent iron K$\alpha$ line.

5.4.2 Individual sources

IGR J17252 – 3616

IGR J17252 – 3616(=EXO 1722-363) is a heavily obscured sgHMXB. XMM – Newton observations revealed an absorbing column density, $N_H \sim 10^{23}$ cm$^{-2}$, almost ten times higher than the galactic absorption in this direction (Zurita Heras et al., 2006). Moreover, the INTEGRAL light-curves showed clearly that the source is an eclipsing binary. RXTE observations of the system are consistent with a spin period of 414 seconds and an orbit of $P \approx 9.74$ days with an upper limit for eccentricity $e < 0.2$ (Thompson et al., 2007; Manousakis & Walter, 2011). Optical and IR observations confirmed the supergiant nature and showed prominent P-Cygni profile (Chaty et al., 2008). Recent VLT observations suggested a B0-5I or B0-1Ia spectral type star and a distance of about 8 kpc (Mason et al., 2009a).

IGR J18027 – 2016

IGR J18027 – 2016 (=SAX J1802.7 – 2017) has been observed by XMM – Newton which revealed an absorbing column density of $N_H \sim 9 \times 10^{22}$ cm$^{-2}$ (Walter et al., 2006). The system hosts a neutron star with a spin period of about 140 sec orbiting its massive companion with an orbital period of about 5 days showing deep eclipses (Hill et al., 2005). Optical and IR observations revealed hydrogen and He I lines in emission with a rather tentative P-cyg profile suggesting a B supergiant at a distance of 12 kpc (Chaty et al., 2008).
The spectral type and the distance of the object were confirmed to be B1 Ib and \( \sim 12 \) kpc \cite{Torrejon:2010, Mason:2011}.

**IGR J19140 + 0951**

RXTE observation of IGR J19140 + 0951\(^{1}\)\(=\)EXO 1912+097 revealed an absorbed spectrum \( (N_H \sim 5 \times 10^{22} \text{ cm}^{-2}) \) and a strong iron line \cite{Swank:2003}. Additional RXTE observations revealed a sinusoidal modulation compatible with a period of 13.5 days \cite{Wen:2006}. There is no evidence for a spin period besides an unconfirmed pulsation at \( \sim 6.5 \) ksec \cite{in't Zand:2006}. Optical and nearIR observations revealed a number of line in emission (Paschen, Brackett Hydrogen lines, He I and He II) implying a supergiant nature of the companion \cite{Hannikainen:2007, Chaty:2008}. More recently, the nature of the object was confirmed as a supergiant B0.5 Ia at a distance of 3.5 kpc \cite{Torrejon:2010}. Based on simultaneous RXTE and INTEGRAL observations the evolution of absorbing column density was found to correlate with the orbit of the system and a weak mass loss rate of \( \sim 10^{-8} \text{ M}_\odot \text{ yr}^{-1} \) was inferred \cite{Prat:2008}.

**IGR J16320 – 4751**

IGR J16320 – 4751\(^{1}\)\(=\)AX J1631.9 – 4752) is a source exhibiting a high absorbing column density, \( N_H \sim 2 \times 10^{23} \text{ cm}^{-2} \) \cite{Rodriguez:2003}. X-ray observation revealed pulsation of \( \sim 1300 \) sec \cite{Lutovinov:2005} and an orbital period of about 8.9 days \cite{Corbet:2005}. An iron line at 6.4 keV and a soft excess are also detected \cite{Rodriguez:2006}. IR observations of the counterpart \cite{Negueruela:2007} revealed a number of Brackett lines with P-Cyg profile, indicating a supergiant OB nature \cite{Chaty:2008}. Mid-IR observation and SED fitting are consistent with an O8 I star, suggesting a distance to 3.5 kpc \cite{Rahoui:2008}.

**IGR J00370 + 6122**

IGR J00370 + 6122 \(^{1}\)\(=\)1RXS J003709.6 + 612131) has been observed with RXTE and revealed a highly variable absorbing column density \( N_H \sim (7 - 15) \times 10^{22} \text{ cm}^{-2} \) \cite{Hartog:2006}. XMM – Newton observations confirmed its absorbed nature \cite{Tomsick:2006}.

**IGR J16283 – 4838**

The source is absorbed in the X-rays with \( N_H \sim 5 \times 10^{22} \text{ cm}^{-2} \) without any indication for pulsations \cite{Markwardt:2005}. Subsequent observations with \textit{swift}, INTEGRAL revealed a variable absorbing column density in the range \( 5 - 15 \times 10^{22} \text{ cm}^{-2} \) with a flat spectrum \cite{Beckmann:2005} placing the system in the class of the obscured systems. ESO-NTT observations revealed that the most likely counterpart is an OB supergiant at a distance in the range 14 to 21 kpc \cite{Pellizza:2011}.

**IGR J16207 – 5129**

IGR J16207 – 5129 has been observed by \textit{Chandra} indicating a moderate absorbing column density \( N_H \sim 4 \times 10^{22} \text{ cm}^{-2} \), slightly higher than the galactic absorption towards the source direction \cite{Tomsick:2006}. XMM – Newton observations confirmed its absorbed nature.
nature with a lack of pulsation (Tomsick et al. 2009). Infrared spectroscopy revealed a B1 Ia companion, placing it at a distance of $\sim 6$ kpc (Nespoli, Fabregat & Mennickent 2008). Suzaku observation showed a strongly absorbed source $N_H = 1.6 \times 10^{23}$ cm$^{-2}$ with an evidence for a partial eclipse (Bodaghee et al. 2010).

**IGR J16393 – 4643**

IGR J16393 – 4643 (=AX J1639.0 – 4642) has been observed with INTEGRAL and XMM-Newton and revealed a pulse period of $\sim 912$ seconds. Spectroscopy also revealed an iron line at 6.4 keV and a highly obscured spectrum with $N_H = 2 \times 10^{23}$ cm$^{-2}$ (Bodaghee et al. 2006). Subsequent observations with RXTE showed an orbital period of 3.7 days and a spin period of 911 sec (Thompson et al. 2006). Mid-IR observations and spectral energy distribution fit (SED) revealed a B type star at a distance 10-20 kpc (Chaty et al. 2008).

**IGR J16318 – 4848**

IGR J16318 – 4848 was the first source discovered by INTEGRAL. It exhibits enormous absorption and features a prominent iron line at 6.4 keV (Walter et al. 2003). The source is persistently obscured with only small variations of $N_H = (1 - 2) \times 10^{24}$ cm$^{-2}$ (Ibarra et al. 2007). IGR J16318 – 4848 is the second HMXB with an sgB[e] mass donor (Filliatre & Chaty 2004). The distance to the source is constrained to 1.6 kpc through IR spectroscopy (Rahoui et al. 2008).

### 5.5 Supergiant Fast X-ray Transients

#### 5.5.1 Overview

The main property of an SFXT is its flaring activity. This activity lasts from several minutes to up several hours. The dynamic range of the outburst is $10^2$–$10^4$ when compared to the quiescent level. The luminosity (1-100 keV) during the outbursts reaches up to $10^{37}$ erg s$^{-1}$, which corresponds to an ingestion of mass of the order of $10^{22}$ gr. The outburst spectrum is similar to these of accreting pulsar. Some sources have large spin periods and orbital period of several weeks. The above characteristics place the SFXTs in a position between the wind accretors and the Be/X-ray binaries in the Corbet diagram.

The quiescent properties consist of minor variability in the range of $L_X \sim 10^{33}$–$10^{34}$ erg s$^{-1}$ (Sidoli et al. 2008). The lowest observed X-ray luminosity of SFXTs is about $10^{32}$ erg s$^{-1}$ and is related to a very soft spectrum (in’t Zand 2005; Bozzo et al. 2010). The flares rise fast in order of dozen of minutes and have a total duration of about an hour. Flares are separated by weeks, and their peak luminosity is $L_X \sim 10^{36}$–$10^{37}$ erg s$^{-1}$.

Pulsations are difficult to detect, or when detected are in general long, e.g. IGR J16465 – 4507 with spin period of 228 sec (Lutovinov et al. 2005), IGR J16418 – 4532 with spin period of 1246 sec (Walter et al. 2006). When non detected, the lack of pulsation during an outburst may imply that the spin period is longer than $\sim$ an hour. The possibility that some systems host a BH candidate can also not be ruled out.

Orbital period for SFXTs ranges between $\sim 3$ days (IGR J16479 – 4514 Jain, Paul & Dutta 2009) and 165 days (IGR J11215 – 5952 Romano et al. 2009). The variability of SFXTs is related to the perisatron passages. These flares could be related with accretion when also crosses a high-density area, or a clumpy wind (Leyder et al. 2007).
5.5.2 Individual sources

**IGR J18483 – 0311**

IGR J18483 – 0311 detected in 2007, shows an absorbed cut-off power-law spectrum (indication of an accretion pulsar) during its outbursts and is likely to be either a SFTX or a Be/X-ray binary, given its position in the Corbet diagram \( \text{[Sguera et al. 2007a]} \). Optical and IR observations revealed a supergiant companion star, B0.5Ia, to a distance of about 3 kpc \( \text{[Rahoui et al. 2008; Chaty et al. 2008; Torrejón et al. 2010b]} \). XMM – *Newton* and *swift* observations detected a 21 sec spin period. The X-ray flux variability was explained in terms of changes in the accretion rate rather than by eclipses \( \text{[Giunta et al. 2009]} \). Variation of an order of 1000 between peak flux and quiescence luminosity are explained in term of an accretion of an isotropic clump with a mass of \( 10^{18} – 21 \) gr \( \text{[Romano et al. 2009]} \).

**IGR J18410 – 0535**

IGR J18410 – 0535 (=AX J1841.0 – 0536) is an SFXT at a distance of about 3 kpc with a spin period at about 5 sec and shows a spin-up trend \( \text{[Sidoli et al. 2008; Nespoli, Fabregat & Mennickent 2008]} \). Swift monitoring revealed \( \text{[Romano et al. 2009]} \) a dynamical range of up to 2000 in flux variation, hard power-law spectrum with a high energy cut-off, harder during the outburst. Time-resolved analysis of a bright flare by *XMM – Newton* concluded that the flare was due to an ingestion of a clump of mass \( 10^{22} \) gr \( \text{[Bozzo et al. 2011]} \).

**IGR J18450 – 0433**

IGR J18450 – 0435 (=AX J1845.0 – 0433) is an SFXT observed with *INTEGRAL* and *swift* indicating fast flaring activity on timescales of minutes \( \text{[Sguera et al. 2007b]} \). Further *XMM – Newton* observations revealed a rather high \( 10^{35} \) erg s\(^{-1}\) quiescence luminosity (0.2-100 keV) and two short bright flares at a level of \( 10^{36} \) erg s\(^{-1}\) indicating a maximum dynamical range of about 50 \( \text{[Zurita Heras & Walter 2009]} \). In addition, soft excess and highly ionized iron is detected during quiescence.

**IGR J17544 – 2619**

IGR J17544 – 2619 was discovered in 2003 with a typical \( N_H \sim 10^{22} \) cm\(^{-2}\) and exhibits a repeating activity about every 2 hours \( \text{[González-Riestra et al. 2004]} \). Optical and IR observation revealed an O9Ib companion at a distance of about 3.5 kpc \( \text{[Pellizza, Chaty & Negueruela 2006; Rahoui et al. 2008]} \). A Suzaku observation revealed an intense flare with a peak flux about 10000 times larger than that of quiescence with a sudden increase of the absorbing column density and hardening of the spectrum during the outburst \( \text{[Rampy, Smith & Negueruela 2009]} \).

**IGR 17391 – 3021**

IGR 17391 – 3021 (=XTE J1739 – 302) is a SFXT with flaring activity lasting for minutes to hours \( \text{[Sguera et al. 2005]} \). Optical and IR observations suggest the presence of a supergiant companion at a distance of \( \sim 3 \) kpc \( \text{[Rahoui et al. 2008; Chaty et al. 2008]} \). The source tends to be absorbed, especially during flares \( \text{[Sidoli et al. 2008; Romano et al. 2009]} \).
INTEGRAL analysis (\(\sim 12\) Msec) revealed a modulation of about 50 days interpreted as a highly eccentric orbit (\(e \sim 0.8\)) orbit inside an inhomogeneous clumpy wind (Drave et al. 2010).

**IGR 16328 – 4726**

IGR 16328 – 4726 is a new member of the class of SFXTs. INTEGRAL observation revealed a dynamical range of about 200 with a sporadic emission behavior (Fiocchi et al. 2010). Using *swift/BAT* (15-100 keV) a 10d orbital modulation was found. The source shows signature of an intrinsic absorption (Corbet et al. 2010a).

### 5.5.3 Models of SFXTs outburst activity

Although a vast amount of observation was obtained, several issues concerning the nature of SFXTs are still open. The observed orbital period of SFTXs can be divided in two categories, i) long orbital periods (> 15 days) and ii) short orbital periods (< 15 days). Different phenomenology can arise from these categories. A number of possible scenarios have been proposed:

1. **Clumpy stellar wind**
   
   Many authors (in’t Zand 2005; Walter & Zurita Heras 2007; Ducci, Sidoli & Paizis 2010) proposed that clumps (from highly structured stellar winds) are swallowed by the neutron star. In short period systems are likely to orbit close to their companion stars and to accrete clumps. The X-ray variability of SFXTs provides insights on the wind clump structure. Parameters, such as the mass, the size, and the number of the clumps and the clumping parameters can be estimated (Walter & Zurita Heras 2007).

2. **Magnetar**
   
   Bozzo, Falanga & Stella (2008) explained SFXT with the interplay between a magnetar, having a magnetic field \(B \sim 10^{14}\) Gauss and a variable stellar wind. The variability is driven through Kelvin-Helmholtz instability. This model can explain fast variability with smaller density contrast than the pure clumpy wind model.

3. **Circumstellar disk**
   
   To explain long orbital period SFXTs Sidoli et al. (2007) proposed of a circumstellar disk, similar to those found in Be/X-ray binaries, but placed perpendicularly to the orbital plane. This can provide short outburst when the NS crosses the disk.
Table 5.1: Sample of INTEGRAL source. We list the name of the source, the region of the Galaxy (either *No* for Norma arm or *GC* for Galactic Center), their spin and orbital period, the interstellar absorbing column density (on the line of sight), the X-ray absorbing column density. Eclipsing srouces are marked with E.

<table>
<thead>
<tr>
<th>Source</th>
<th>P_s (s)</th>
<th>P_o (d)</th>
<th>N_H (10^{22} cm^{-2})</th>
<th>Type</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Obscured sgHMXBs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IGR J17252-3616</td>
<td>414</td>
<td>9.74</td>
<td>18</td>
<td>E</td>
<td>AM11, JZ07, RW06</td>
</tr>
<tr>
<td>IGR J18027-2016</td>
<td>140</td>
<td>4.5</td>
<td>9.1</td>
<td>E</td>
<td>H05, RW06</td>
</tr>
<tr>
<td>IGR J19140+0951</td>
<td>-</td>
<td>13.5</td>
<td>10</td>
<td>-</td>
<td>W06</td>
</tr>
<tr>
<td>IGR J16320-4751</td>
<td>1300</td>
<td>8.96</td>
<td>12</td>
<td>-</td>
<td>L05, C05, RW06</td>
</tr>
<tr>
<td>IGR J16393-4643</td>
<td>911</td>
<td>3.68</td>
<td>25</td>
<td>-</td>
<td>B06, RW06</td>
</tr>
<tr>
<td>IGR J00370+6122</td>
<td>-</td>
<td>15.6</td>
<td>13</td>
<td>-</td>
<td>W06</td>
</tr>
<tr>
<td>IGR J16283-4838</td>
<td>-</td>
<td>-</td>
<td>17</td>
<td>-</td>
<td>B05</td>
</tr>
<tr>
<td>IGR J16207-5129</td>
<td>-</td>
<td>-</td>
<td>4</td>
<td>-</td>
<td>T06</td>
</tr>
<tr>
<td>IGR J16318-4848</td>
<td>-</td>
<td>-</td>
<td>193</td>
<td>-</td>
<td>I07, RW06</td>
</tr>
<tr>
<td><strong>SFTXs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IGR J17544-2619</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>G04</td>
</tr>
<tr>
<td>IGR J18410-0535</td>
<td>5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>S08</td>
</tr>
<tr>
<td>IGR J17391-3021</td>
<td>-</td>
<td>50</td>
<td>3</td>
<td>-</td>
<td>D10</td>
</tr>
<tr>
<td>IGR J18493-0311</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>IGR J18450-0433</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>IGR J16328-4726</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

Chapter 6

The nature of the absorbing material in the highly obscured HMXB IGR J17253 − 3616

6.1 Introduction

In 1987, Ginga performed a pointed observations and revealed a highly variable X-ray source, X1722-363, with a pulsation period of $\sim 413.9$ sec (Tawara et al. 1989). Additional Ginga observations revealed the orbital period of 9-10 days and a mass of the companion star of $\sim 15 M_\odot$ (Takeuchi, Koyama & Warwick 1990). IGR J17252−3616 was detected as a bright hard X-ray source by ISGRI onboard INTEGRAL on February 9, 2004 among other hard X-ray sources. Both studies concluded that the system is a high mass X-ray binary (HMXB).

INTEGRAL and XMM−Newton observations of IGR J17252−3616, allowed Zurita-Heras et al. (2006) to identify the infrared counterpart of the system, to accurately measure the absorbing column density, and refine the spin period of the system. Thanks to the deep eclipses, an accurate orbital period could be derived from INTEGRAL data. Further RXTE observations helped identify a highly inclined system ($i \geq 61^\circ$) with a companion star of $M_* \lesssim 20 M_\odot$ and $R_* \sim 20 − 40 R_\odot$ (Thompson et al. 2007; Corbet, Markwardt & Swank 2005). Recent VLT observations help to infer the companion spectral type (between B0–B5 I and B0–B1 Ia) and radial velocity measurements (Mason et al. 2009a).

IGR J17252 − 3616 is discussed in detail in the paper that follows (sect. 6.2). We have observed IGR J17252 − 3616 with XMM − Newton for a total of 10 observations. The observations were scheduled to cover the orbit of IGR J17252 − 3616 which allowed to perform X-ray wind tomography. Phase-resolved spectroscopy revealed significant variations of the absorbing column density ($N_H$) and of the EW of the Fe Kα line. Other spectral components (e.g. cutoff energy, power-law index) remained constant throughout the orbit. An ad-hoc model of the wind and of a trailing tail were implemented to account for the observations. The main assumption of the model was that the wind terminal velocity is of the order of 500 km s$^{-1}$, significantly lower than what is usually expected for supergiant OB stars. If confirmed in the obscured system, it may turn out that half of the sgHMXB have stellar wind velocities several times lower than usually measured.
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ABSTRACT

Context. About ten persistently highly absorbed super-giant high-mass X-ray binaries (sgHMXB) have been discovered by INTEGRAL as bright hard X-ray sources lacking bright X-ray counterparts. Besides IGR J16318-4848, which has peculiar characteristics, the other members of this family share many properties with the classical wind-fed sgHMXB systems.

Aims. Our goal is to understand the characteristics of highly absorbed sgHMXB and in particular the companion stellar wind, which is thought to be responsible for the strong absorption.

Methods. We monitored IGR J17252–3616, a highly absorbed system featuring eclipses, with XMM-Newton to study the variability of the column density and the Fe Kα emission line along the orbit and during the eclipses. We also compiled a 3D model of the stellar wind to reproduce the observed variability.

Results. We first derive a refined orbital solution based on INTEGRAL, RXTE, and XMM-Newton data. We find that the XMM-Newton monitoring campaign reveals significant variations in the intrinsic absorbing column density along the orbit and the Fe Kα line equivalent width around the eclipse. The origin of the soft X-ray absorption is associated with a dense and extended hydrodynamical tail, trailing the neutron star. This structure extends along most of the orbit, indicating that the stellar wind has been strongly disrupted. The variability of the absorbing column density suggests that the wind velocity is smaller (υ < 400 km s⁻¹) than observed in classical systems. This may also explain the much stronger density perturbation inferred from the observations. Most of the Fe Kα emission is generated in the innermost region of the hydrodynamical tail. This region, which extends over a few accretion radii, is ionized and does not contribute to the soft X-ray absorption.

Conclusions. We present a qualitative model of the stellar wind of IGR J17252–3616 that can represent the observations, and we suggest that highly absorbed systems have lower wind velocities than classical sgHMXB. This proposal could be tested with detailed numerical simulations and high-resolution infrared/optical observations. If confirmed, it may turn out that half of the persistent sgHMXB have low stellar wind speeds.

Key words. X-rays: binaries – stars: winds, outflows – pulsars: individual: IGR J17252–3616 – supergiants

1. Introduction

High mass X-ray binaries (HMXB) consist of a neutron star or a black hole fueled by the accretion of the wind of an early-type stellar companion. Their X-ray emission, a measure of the accretion rate, shows a variety of transient to persistent patterns. Outbursts are observed on timescales from seconds to months and dynamical ranges varying by factors of 10⁴. The majority of the known HMXB are Be/X-ray binaries (Liu et al. 2006), with Be stellar companions. These systems are transient, featuring bright outbursts with typical durations on the order of several weeks (White 1989; White et al. 1995; Charles & Coe 2006). A second class of HMXBs harbor OB supergiant companions (sgHMXBs) that feed the compact object by means of strong, radiatively driven stellar winds or Roche lobe overflow. Thanks to INTEGRAL, the number of known sgHMXB systems has tripled in the past few years (Walter et al. 2006).

Highly absorbed sgHMXB were discovered by INTEGRAL (Walter et al. 2004) and are characterized by strong and persistent soft X-ray absorption (N_H > 10¹² cm⁻²). When detected, these systems have short orbital periods and long spin periods (Walter et al. 2006). They correspond to the category of wind-fed accretors in the Corbet diagram (Corbet 1986).

IGR J17252–3616 was detected by ISGRI onboard INTEGRAL on February 9, 2004 among other hard X-ray sources (Walter et al. 2004, 2006). The source was first detected by EXOSAT (EXO 1722-3616) as a weak soft X-ray source, back in 1984 (Warwick et al. 1988). In 1987, Ginga performed a pointed observations and revealed a highly variable X-ray source, X1722-363, with a pulsation period of ~413.9 s (Tawara et al. 1989). Additional Ginga observations revealed the orbital period of 9–10 days and a mass of the companion star of ~15 M_⊙ (Takeuchi et al. 1990). Both papers concluded that the system was a high mass X-ray binary (HMXB).

INTEGRAL and XMM – Newton observations of IGR J17252–3616 allowed Zurita Heras et al. (2006) to identify the infrared counterpart of the system, to accurately measure the absorbing column density, and refine the spin period of the system. Thanks to the eclipses, an accurate orbital period could be derived from INTEGRAL data. Further RXTE observations helped identify a highly inclined system (i > 61°) with a companion star of M_s ≤ 20 M_⊙ and R_s ~ 20–40 R_⊙.
Table 1. XMM-Newton observation log.

<table>
<thead>
<tr>
<th>ObsID</th>
<th>#</th>
<th>Revolution</th>
<th>Start time (UT)</th>
<th>Effective exposure (ks)</th>
<th>Source counts</th>
<th>Phase (±0.01)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0405640201</td>
<td>1</td>
<td>1231</td>
<td>2006-08-29T03:02:58</td>
<td>19.2</td>
<td>5.4 × 10^2</td>
<td>0.03</td>
</tr>
<tr>
<td>0405640301</td>
<td>2</td>
<td>1232</td>
<td>2006-08-31T16:37:44</td>
<td>4.1</td>
<td>1.4 × 10^4</td>
<td>0.27</td>
</tr>
<tr>
<td>0405640401</td>
<td>3</td>
<td>1234</td>
<td>2006-09-04T06:35:33</td>
<td>5.6</td>
<td>7.9 × 10^5</td>
<td>0.65</td>
</tr>
<tr>
<td>0405640501</td>
<td>4</td>
<td>1235</td>
<td>2006-09-06T19:33:10</td>
<td>5.4</td>
<td>9.5 × 10^4</td>
<td>0.91</td>
</tr>
<tr>
<td>0405640601</td>
<td>5</td>
<td>1236</td>
<td>2006-09-08T10:03:38</td>
<td>7.9</td>
<td>3.8 × 10^2</td>
<td>0.08</td>
</tr>
<tr>
<td>0405640701</td>
<td>6</td>
<td>1239</td>
<td>2006-09-15T07:23:45</td>
<td>2.8</td>
<td>1.7 × 10^6</td>
<td>0.79</td>
</tr>
<tr>
<td>0405640801</td>
<td>9</td>
<td>1247</td>
<td>2006-10-01T03:24:26</td>
<td>9.4</td>
<td>2.3 × 10^4</td>
<td>0.40</td>
</tr>
<tr>
<td>0405640901</td>
<td>8</td>
<td>1246</td>
<td>2006-09-28T14:36:53</td>
<td>11.3</td>
<td>1.9 × 10^4</td>
<td>0.15</td>
</tr>
<tr>
<td>0405640100</td>
<td>7</td>
<td>1245</td>
<td>2006-09-27T07:27:58</td>
<td>9.4</td>
<td>6.5 × 10^2</td>
<td>0.01</td>
</tr>
<tr>
<td>0206380401</td>
<td>10</td>
<td>785</td>
<td>2004-03-21T13:23:09</td>
<td>8.6</td>
<td>4.7 × 10^4</td>
<td>0.37</td>
</tr>
</tbody>
</table>

Notes. The revolution number, the start time, the effective exposure, the source counts, and the phase, calculated at the middle of each observation using the orbital solution obtained with fixed orbital period (table 3 are shown.

2. Data reduction and analysis

2.1. XMM-Newton

Pointed observations of IGR J17252–3616 were performed between August and October 2006 with XMM-Newton (Jansen et al. 2001). We scheduled 9 observations to cover the orbital phases 0.01, 0.03, 0.08, 0.15, 0.27, 0.40, 0.65, 0.79, and 0.91. In addition, we used one observation of 2004 with a phase of 0.37. The observations are summarized in Table 1.

The Science Analysis Software (XMM-SAS) version 9.0.0.1 was used to produce event lists for the EPIC-pn instrument (Strüder et al. 2001) by running epchain. Barycentric correction and good time intervals (GTI) were applied. Photon pile-up and/or out-of-time events were not identified among the data.

High level products (i.e., spectra and lightcurves) were produced using evselect. Spectra and lightcurves were built by collecting double and single events in the energy range 0.2–10 keV. The lightcurves were built using 5 s time bins. The spectra were re-binned to obtain 25 counts/bin for low count-rate observations and 100 counts/bin for high count-rate observations.

In one dataset (ObsID 0405640701, ∼19 ks), the count rate above 10 keV has a very peculiar behavior, increasing monotonically with time. As this does not affect the background subtracted source lightcurve significantly, we used the entire set of data in the pulse arrival-time determination. Standard GTI was used for spectral analysis.

2.2. INTEGRAL

We analyzed the hard X-ray lightcurve of IGR J17252–3616 obtained with ISGRI (Lebrun et al. 2003) on board INTEGRAL (Winkler et al. 2003). We extracted the 22–40 keV lightcurve using the HEAVENS interface (Walter et al., in prep.). The lightcurve includes all data available on IGR J17252–3616 from Jan. 29, 2003 06:00:00 to Apr. 8, 2009 00:28:48 UTC. The effective exposure time on source is ∼3.6 Ms.

3. Timing analysis and orbit determination

3.1. Orbital period from INTEGRAL

We used the Lomb-Scargle technique (Press & Rybicki 1989) technique to determine the orbital period from the INTEGRAL light-curve and obtained $P_{orb} = 9.742 ± 0.001$ days. Figure 1 shows (upper panel) the Lomb-Scargle power around the orbital period (dashed line). This period was used to refine the orbital solution (Sect. 3.3). The lower panel of Fig. 1 shows the light-curve folded with the newly derived orbital period. The eclipse is clearly detected with the count rate dropping to zero.

3.2. Pulse arrival times

Pulse arrival times (PATs, hereafter) were obtained from the broad-band 0.2–10 keV lightcurves obtained by XMM-Newton. Close to the eclipse ($\phi = 0.03, 0.08, 0.91, 0.01$), when the compact object is behind the massive star, pulses could not be detected. We did not extract PATs for the observation of 2004.

To determine the PATs, we used a pulse profile template. This template is derived by folding the lightcurve from observation 0405640801 with a period of 414.2 s, obtained using the Lomb-Scargle technique (Press & Rybicki 1989). This observation was selected because the source was very bright for a long and almost uninterrupted exposure.

A sequence of pulse profile template was fit to each individual lightcurve. This sequence is characterized by: (i) the time of a pulse at the middle of the observation; (ii) the pulse period; and (iii) the amplitudes of each pulse. This assumes that the pulse period is reasonably constant during each observation.

References:

(Thompson et al. 2007). Recent VLT observations help us to infer the companion spectral type (Chaty et al. 2008; Mason et al. 2009) and radial velocity measurements (Mason et al. 2010). Its spectral energy distribution can be characterized by a temperature of $T_e \sim 30$ kK and a reddening of $A_V \sim 20$ (Rahoui et al. 2008).

In this paper, we report on a monitoring campaign of IGR J17252–3616 performed with XMM-Newton along the orbit in order to estimate the structure of the stellar wind and the absorbing material in the system. We describe the data and their analysis in Sect. 2 and a refined orbital solution in Sect. 3, and we present the evolution of the X-ray spectrum during the orbit in Sect. 4. In Sect. 5, we present and discuss a 3D model of the stellar wind that can reproduce the observations and present our conclusions in Sect. 6.
The statistical errors in the pulse time and period are typically 0.01 s and 0.1 s, respectively. Table 2 lists the pulse times and the pulse period obtained at the middle of each observation.

The PAT accuracy is limited by the systematic error related to the assumed pulse profile template. Using a different pulse profile template (derived from observation 0405640901) produces PAT with an offset between 8 s and 12 s from the values listed in Table 2. We adopted a systematic error of 10 s.

### Table 2. Pulse arrival times and derived pulse period.

<table>
<thead>
<tr>
<th>ObsID</th>
<th>PAT (HJD)</th>
<th>Pulse period (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0405640301</td>
<td>53 978.74948</td>
<td>414.3 ± 0.1</td>
</tr>
<tr>
<td>0405640401</td>
<td>53 982.32329</td>
<td>414.0 ± 0.1</td>
</tr>
<tr>
<td>0405640701</td>
<td>53 993.45320</td>
<td>414.2 ± 0.2</td>
</tr>
<tr>
<td>0405640801</td>
<td>54 009.24191</td>
<td>414.2 ± 0.1</td>
</tr>
<tr>
<td>0405640901</td>
<td>54 006.75737</td>
<td>413.8 ± 0.1</td>
</tr>
</tbody>
</table>

3.3. Orbital solution

We derived the orbital solution using the PATs of the RXTE observation obtained by Thompson et al. (2007, Epoch 3, see Fig. 2), and the PATs derived above from XMM data.

The orbital solution was obtained by comparing the observed pulse arrival delays ($t_n - t_0 - nP_0 - \frac{2n}{P}P_n$) to the expected ones $\alpha_x \sin i \cos 2(\tau_{n-1} - T_0)/P_{\text{orb}}$ (Levine et al. 2004). The orbital parameters (the orbital period, $P_{\text{orb}}$; the projected semi-major axis, $a_x \sin i$; the reference time corresponding to mid-eclipse, $T_0$) were assumed to be constant. To account for pulse evolution, two sets of pulse parameters (spin period at time $t_0$, $P_0$; spin period derivative, $\dot{P}$) were used for the RXTE and XMM campaigns. The pulse number $n$ was given by the nearest integer to $n = (t_n - t_0)/(P_0 + 0.5\dot{P}(t_n - t_0))$.

We performed a combined fit of the RXTE and XMM observations. We derived the orbital solutions by (i) allowing all parameters to vary freely and (ii) fixing the orbital period to the value derived from the INTEGRAL data. The resulting parameters are listed in Table 3. We were also able to obtain an upper limit (90%) of $e < 0.15$ on the eccentricity by adding the first-order term in a Taylor series expansion in the eccentricity (Levine et al. 2004). The RXTE and XMM orbital solutions are comparable and the resulting parameters are consistent within the errors.

The folded lightcurve obtained with the INTEGRAL derived orbital period (Fig. 1, lower panel) results in a pulse fraction $\sim 100\%$. For the rest of the analysis, we used the orbital solution obtained with fixed $P_{\text{orb}}$ (Table 3).

Figure 2 shows the resulting pulse arrival-time delays (fixed $P_{\text{orb}}$) for both RXTE and XMM data together with the best-fit orbital solution.

### Table 3. Orbital solution for IGR J17252–3616.

<table>
<thead>
<tr>
<th>Units</th>
<th>Free $P_{\text{orb}}$</th>
<th>Fixed $P_{\text{orb}}$</th>
<th>RXTE Epoch 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{XMM}}$ (HJD)</td>
<td>53 761.73144</td>
<td>53 761.73142</td>
<td>53 761.73126</td>
</tr>
<tr>
<td>$P_{\text{RXTE}}$ s</td>
<td>413.889 ± 0.004</td>
<td>413.889 ± 0.005</td>
<td>413.894 ± 0.002</td>
</tr>
<tr>
<td>$P_{\text{RXTE}}$ μs s$^{-1}$</td>
<td>−0.010 ± 0.002</td>
<td>−0.010 ± 0.003</td>
<td>−0.0106 ± 0.0001</td>
</tr>
<tr>
<td>$P_{\text{XMM}}$ (HJD)</td>
<td>53 978.74949</td>
<td>53 978.7495</td>
<td>–</td>
</tr>
<tr>
<td>$P_{\text{XMM}}$ s</td>
<td>413.86 ± 0.04</td>
<td>413.84 ± 0.04</td>
<td>–</td>
</tr>
<tr>
<td>$P_{\text{XMM}}$ μs s$^{-1}$</td>
<td>0.98 ± 0.04</td>
<td>1.01 ± 0.03</td>
<td>–</td>
</tr>
</tbody>
</table>

Notes. The errors have been calculated at 90% confidence level. The errors in the arrival times $t_n$ are 0.00001 and 0.0001 days for RXTE and XMM, respectively. The last column shows the result from Thompson et al. (2007) for comparison.

4. Spectral analysis

The spectral analysis was performed using the XSPEC package version 11.3.2ag (Arnaud 1996). To use the $\chi^2$ statistics, we grouped the data to have at least 25 (faint spectra) and up to 100 (bright spectra) counts per bin. We initially fitted the observed spectra using a phenomenological model made of an intrinsically absorbed cutoff power-law, a blackbody soft excess, and a gaussian Fe Kα line ($wabs*(bb+gauss+vphabs*cutoff)$). The
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Fig. 2. Delays (top) and residuals (bottom) derived from the fixed $P_{\text{orb}}$ orbital solution compared to the data. Left: RXTE data are taken from Thompson et al. (2007). Right: XMM–Newton data from this work.

centroid of the iron line is compatible with $E_c \sim 6.40 \pm 0.03$ keV at all epochs.

The spectra are always strongly absorbed below $\sim 3$ keV and display an iron K-edge at $\sim 7.2 \pm 0.2$ keV. We first fit each spectrum by assuming all parameters to be free, apart from the Galactic absorption, which was fixed to $N_H = 1.5 \times 10^{22}$ cm$^{-2}$ (Dickey & Lockman 1990).

Some parameters (photon index, cutoff energy, blackbody temperature, and absorber Fe metallicity) did not vary (within the 90% errors) among the observations and were fixed to their average values of $E_C = 8.2$ keV, $\Gamma = 0.02$, and $kT_{\text{BB}} = 0.5$ keV, $Z = 1 Z_\odot$. The Fe line was fixed to an energy of 6.4 keV, with a narrow width. Two representative spectra are displayed in Fig. 3.

The intrinsic absorbing column density and the normalization of each component were allowed to vary freely. The best-fit model parameters are listed in Table 4. Figure 4 shows the variation in all these parameters and in both the unabsorbed 2–10 keV flux and Fe K\alpha equivalent width ($EW$). The unabsorbed Fe K\alpha $EW$ was calculated by setting the intrinsic absorbing column density to zero. All the spectral fits were good resulting in $\chi^2 = 0.8 - 1.4$, apart from the $\phi = 0.03$ observation for which a poor fit was obtained. For the observations made during the eclipse, some parameters are poorly constrained.

The unabsorbed continuum flux (Fig. 4f) is on the order of $\sim 5 \times 10^{-11}$ erg cm$^{-2}$ s$^{-1}$ outside the eclipse. Variations are observed across the range $(2-10) \times 10^{-11}$ erg cm$^{-2}$ s$^{-1}$ and can be interpreted as variations in the accretion rate ($\dot{M}$). During the eclipse, the continuum flux drops by a factor of...
For the eclipse duration of α\textsubscript{M}\varphi\textsubscript{14} ≈ 0.21, ruling out a spherical geometry.

The intrinsic absorbing column density (Fig. 4b) is persistently high (≥10\textsuperscript{23} cm\textsuperscript{-2}). Significant variations are detected for φ = 0.2−0.4 and close to the eclipse, reaching values of N\textsubscript{H} ≈ 9 × 10\textsuperscript{23} cm\textsuperscript{-2}.

The normalization of the blackbody component (Fig. 4c) does not show any variability, although the low energy part of the spectrum is poorly constrained. The normalization of the blackbody component is compatible with ~10\textsuperscript{38} erg s\textsuperscript{-1} assuming a distance of 8 kpc. The very high intrinsic absorbing column density rules out the neutron star as the origin of the soft excess.

The flux and EW of the Fe Kα line are displayed in Figs. 4d and 4e, respectively. Both components display significant variations indicating that the emitting line is at least partially obscured by the mass-donor star.

As the X-ray continuum illuminating the gas emitting the Fe fluorescent line cannot be measured during the eclipse, we calculated a corrected Fe Kα EW by assuming a constant continuum flux of 1.8 × 10\textsuperscript{−3} ph keV\textsuperscript{-1} cm\textsuperscript{-2} s\textsuperscript{-1} (Table 4).

5. Discussion

5.1. Constraining the physical parameters of the system

In the previous sections, we have derived an orbital solution (Table 3) yielding a mass function f = 4π\textsuperscript{2}(a\textsubscript{e} sin i)/GP\textsuperscript{2} = M\textsubscript{OB} sin\textsuperscript{2} i/(1 + q)\textsuperscript{2} ≈ 11.7 ± 0.7 M\textsubscript{⊙}. This is consistent with a high mass X-ray binary system.

Adopting an inclination i = 90°, we infer a mass M\textsubscript{OB} ≈ 14 M\textsubscript{⊙} for the donor star. Radial velocity observations showed that q = M\textsubscript{K}/M\textsubscript{OB} ≈ 0.1 (Mason et al. 2010). Using an upper limit on the mass of ~20 M\textsubscript{⊙} (Thompson et al. 2007) constrains the inclination of the orbit i > 70°. Mason et al. (2010) estimated an inclination i ≈ 75°−90°. Within this range, the mass of the donor star is constrained to be M\textsubscript{OB} = 14−17 M\textsubscript{⊙}. The mass ratio and the donor mass imply a neutron star mass of M\textsubscript{NS} = 1.4−1.7 M\textsubscript{⊙}. The masses of both the donor star and the compact object are roughly similar (within a factor of 2) to that of Vela X-1 (Quaintrell et al. 2003; van Kerkwijk et al. 1995).

The separation of the system could be derived from the duration of the eclipse and the inclination (Joss & Rappaport 1984). For the eclipse duration of Δφ ≈ 0.18 ± 0.02 (i.e. 1.75 days), we can estimate the separation to be α\textsubscript{e} ≈ 1.7−1.8 R\textsubscript{⊙}. The Roche lobe of the system is R\textsubscript{L} ≈ 0.99−1.06 R\textsubscript{⊙}, assuming a synchronous rotation (Joss & Rappaport 1984). This means that the system is very close to filling its Roche lobe and to forming an accretion disk, although no significant spin-up has been observed.

Using our VLT observations, Mason et al. (2009) performed near-IR spectroscopy of IGR J17252−3616 and concluded that the donor star is between B0−B5 I and B0−B1 Ia with an effective temperature T\textsubscript{eff} = 22−28 k\textsuperscript{−1} and a stellar radius of R\textsubscript{⋆} = 22−26 R\textsubscript{⊙}. On the basis of this spectroscopic determination, we obtain absolute numbers for the separation (α\textsubscript{e} ≈ 37−64 R\textsubscript{⊙}) and the Roche lobe radius (R\textsubscript{L} ≈ 22−38 R\textsubscript{⊙}).

The unabsorbed 2−10 keV source flux is in the range (0.2−1.3) × 10\textsuperscript{−10} erg s\textsuperscript{-1} cm\textsuperscript{-2}. Adopting a mean value of (0.8 ± 0.3) × 10\textsuperscript{39} erg s\textsuperscript{-1} cm\textsuperscript{-2} and assuming a distance of 8 kpc (Mason et al. 2009), the inferred 2−10 keV unabsorbed luminosity is L\textsubscript{x} ≈ 10\textsuperscript{39} erg s\textsuperscript{-1}. Assuming accretion as the source of energy (where L\textsubscript{x} = εM\textsubscript{e}c\textsuperscript{2}), we can estimate a mass accretion rate of M ≈ ~10\textsuperscript{−9} M\textsubscript{⊙} yr\textsuperscript{-1}, which is similar to that of Vela X-1 (Fürtle et al. 2010).

During the eclipse, the X-ray luminosity drops by a factor of ~200 resulting in L\textsubscript{x} ≈ 5 × 10\textsuperscript{37} erg s\textsuperscript{-1}. As OB stars emit X-rays in a luminosity L\textsubscript{x} ≈ 10\textsuperscript{31−32} erg s\textsuperscript{-1} (Güdel & Nazé 2009), this emission is probably dominated by X-ray scattering in the stellar wind (Haberl 1991). Hickox et al. (2004) discussed the origins of the soft X-ray excesses of many types of accreting pulsars. It is likely that the fairly constant soft X-ray excess observed in IGR J17252−3616 is emitted by recombination lines (Schulz et al. 2002) in a region of the wind larger than the stellar radius (Watanabe et al. 2006).

For a spherically symmetric stellar wind, one would expect to have smooth and predictable variations in the absorbing column density along the orbit. In particular, observations along the same line of sight or symmetric when compared to the eclipse must result in different, respectively identical, column densities. Our observing strategy resulted in N\textsubscript{H}\textsubscript{e}(φ = 0.15) > N\textsubscript{H}\textsubscript{d}(φ = 0.37), N\textsubscript{H}\textsubscript{d}(φ = −0.35) > N\textsubscript{H}\textsubscript{e}(φ = 0.37) and N\textsubscript{H}\textsubscript{e}(φ = −0.35) ≈ N\textsubscript{H}\textsubscript{d}(φ = −0.21), ruling out a spherical geometry.

5.2. Stellar wind structure

We constructed a 3D model of the OB supergiant stellar wind to simulate the variability of the intrinsic column density (N\textsubscript{H})...
Fig. 4. Spectral variability along the orbit illustrated by a) the cut-off power-law normalization at 1 keV, b) the intrinsic hydrogen column density, c) the soft excess blackbody luminosity, assuming a distance of 8 kpc, d) the iron line flux, e) the iron line equivalent width calculated for the unabsorbed continuum, and f) the unabsorbed flux. Dashed vertical lines indicate the eclipse boundary.
and the Fe Kα line equivalent width (EW), during the orbit, and compare them with the observations. We assumed a distance $D = 8$ kpc (Mason et al. 2009), a circular orbit ($e = 0$), and an edge-on geometry ($i = 90°$).

Variability of absorption along the orbit

We first investigated the behavior of the intrinsic column density, $N_H$, as a function of phase, to identify the structure of the wind during the orbit. We approximated the wind structure with two components, the unperturbed wind ($\rho_{\text{wind}}$) and a tail-like hydrodynamic perturbation ($\rho_{\text{tail}}$) related to the presence of the neutron star. Tail-like structures are expected for the photoionization and heating of the wind leading to strong shock formation and dense sheets of gas trailing the neutron star (Fransson & Fabian 1980). These shocks are produced by hydrodynamical simulations (Blondin et al. 1990) but produce a $N_H$ of up to $\sim 10^{22}$ cm$^{-2}$, which is too small to account for the variability observed in IGR J17252–3616.

The unperturbed stellar wind was modeled by assuming a standard wind profile (Castor et al. 1975)

$$v(r) = v_\infty \left(1 - \frac{R}{r}\right)^\beta,$$

where $v(r)$ is the wind velocity at distance $r$ from the stellar center, $v_\infty$ is the terminal velocity of the wind, and $\beta$ is a parameter describing the wind gradient. The conservation of mass provides the radial density distribution of the stellar wind. The unperturbed stellar wind is a good approximation within the orbit of the neutron star. Hydrodynamical simulations (Blondin et al. 1990, 1991; Blondin 1994; Blondin & Woo 1995; Mauche et al. 2008) of HMXB have shown that the wind can be highly disrupted by the neutron star beyond the orbit.

To estimate the terminal velocity of the unperturbed wind, we studied the $N_H$ variability using three different sets of parameters (Fig. 5). The mass-loss rate and terminal velocity are constrained by the data to be in the range $M_\text{orb}/v_\infty \sim (0.7–2) \times 10^{-10}$ $M_\odot$/km, keeping all the other parameters fixed. The solid black line shows the total $N_H$ consisting of the unperturbed wind (green line) and the tail-like extended component. The observations during the eclipse have been omitted.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q$</td>
<td>$M_\text{Fe}/M_\text{OB}$</td>
<td>0.1</td>
</tr>
<tr>
<td>$M_\text{orb}$</td>
<td>$15 M_\odot$</td>
<td>Takeuchi et al. (1990)</td>
</tr>
<tr>
<td>$i$</td>
<td>1.75 $R_\odot$</td>
<td>This work.</td>
</tr>
<tr>
<td>$M$</td>
<td>$10^{-9} M_\odot$/yr</td>
<td>This work.</td>
</tr>
</tbody>
</table>

Figure 5 displays the simulated $N_H$ variability from the above density distribution together with the observed data points. The data and the model shows that the tail-like perturbation is essential to understand the observed variations.

Variability of the Fe Kα line during the orbit

Assuming that the intrinsic X-ray flux is unaffected by the eclipse, the Fe Kα equivalent width drops by a factor of $\sim 10$ during the eclipse in an orbital phase interval of $\sim 0.1$. This indicates that the radius of the region emitting Fe Kα is smaller than half of the stellar radius ($<10^{12}$ cm) and far more compact than the tail structure responsible for the absorption variability profile.

Vela X-1 shows a similar behavior, which was interpreted as an emitting region of the size of $\sim 10^{12}$ cm$^{-2}$ (Ohashi et al. 1984), or even within (Endo et al. 2002) the accretion radius.

Outside the eclipse, the equivalent width of the Fe Kα line is of the order of 100 eV. Following Matt (2002) and assuming a spherical transmission geometry, this corresponds to a column density of $N_H \sim 2 \times 10^{23}$ cm$^{-2}$. As this additional absorption...
is not observed, the region emitting Fe Kα must be partially ionized.

An ionization parameter \( \xi = L/nR^2 \) in the range 10–300 is required to fully ionize light elements contributing to the soft X-ray absorption and keep an Fe Kα line at the energy of 6.4 keV (Kallman et al. 2004; Kallman & McCray 1982). The density of the Fe Kα emitting region is therefore \( \sim \xi R_{12}^{-1} \times 10^{23} \text{ cm}^{-3} \), where \( R_{12} \) is the distance from the neutron star in units of 10^{12} cm. As \( N_{\text{H}} = nR \sim 2 \times 10^{23} \text{ cm}^{-2} \), we have \( \xi \sim 5/R_{12} \). A dense cocoon is therefore needed around the neutron star with a size \( 0.5 > R_{12} > 0.02 \) and a density \( 10^{11} \text{ cm}^{-3} < n < 3 \times 10^{12} \text{ cm}^{-3} \).

The majority of the Fe Kα is formed in a region that is small enough to allow for pulsation of the Fe Kα line, as observed in Cen X–3 (Day et al. 1993) and Her X–1 (Choi et al. 1994). We searched for such pulsations in our longest and almost uninterrupted observation (obsID 0405640630; \( \phi = 0.49 \)). Folded lightcurves were built in the energy bands 6.2–6.7 keV, 2–6.1 keV, and 6.8–10 keV and resulted in a pulse fraction of 49 ± 5%, 58 ± 3%, and 57 ± 4%, respectively. The ratio of the line flux to the continuum in the energy range 6.2–6.7 keV is \( \sim 0.25 \). Assuming that the line is not pulsed, we infer an Fe Kα line fraction of \( \sim 50\% \), which is in agreement with the above measurement. Weak Fe Kα pulsation can be explained if the cocoon is isotropic.

To match the observed column density variability, the radius and the density of the inner region of the tail structure were set to \( 4 \times 10^{11} \text{ cm} \) and \( 3 \times 10^{11} \text{ cm}^{-3} \), respectively. It is therefore likely that the dense cocoon corresponds to the inner and ionized region of the hydrodynamic tail. We thus added this partially ionized cocoon in our simulations, using a density of \( 3 \times 10^{11} \text{ cm}^{-3} \) within a radius of \( 6 \times 10^{11} \text{ cm} \). The Fe Kα emissivity map (Fig. 8) was calculated by applying an illuminating radiation field (\( \sim 1/r^2 \)) to the density distribution. Figure 7 displays the resulting simulated profile of the Fe Kα equivalent width together with the observed data. The green curve shows the variations in the Fe Kα equivalent width expected from the wind density profile excluding the central cocoon, which obviously could not reproduce the data. The black curve accounts for the dense central cocoon. The exact profile of the eclipse is related to the size and density profile of the cocoon. No effort has been made to obtain an exact match to the data.

The ionized cocoon is expected to produce an iron K-edge at \( \sim 7.8 \text{ keV} \). For a column density of \( N_{\text{H}} \sim 2 \times 10^{20} \text{ cm}^{-2} \), its optical depth \( \tau \sim 0.2 \) (Kallman et al. 2004) remains difficult to detect. Even our observation at an orbital phase 0.15 (the best candidate for the detection of the ionised edge) does not have enough signal.

The mass of the tail-like structure \( M_{\text{tail}} \sim 10^{-8} M_{\odot} \) can be accumulated in \( t_{\text{acc}} = M_{\text{tail}}/M \), where \( M = (\pi r_{\text{eff}}^2/\lambda_0 R_{12}^2)M_n \) and \( r_{\text{eff}} \) is an effective radius for the funneling of the wind in the tail. For a tail accumulation timescale \( t_{\text{tail}} \) comparable to the orbital period of \( \sim 10 \text{ days} \), this effective radius is 12 \( R_{\text{acc}} \).

The orientation of the tail-like structure depends on the wind and orbital velocities. The angle between the wind velocity and the orbital velocity is given by \( \tan(\alpha) = \nu/v \). The tail obtained in our simulations is tilted by \( \alpha \approx 80^\circ \). This corresponds to \( \nu \sim 0.2 \nu_{\text{orb}} \approx 50 \text{ km s}^{-1} \), which is lower than \( \nu(R_{\text{orb}}) \approx 250 \text{ km s}^{-1} \) because of the ionization of the stellar wind in the vicinity of the neutron star.
6. Conclusions
We have presented the analysis of an observing campaign performed with XMM-Newton on the persistently absorbed sgHMXB IGR J17252–3616. Nine observations have been performed over about four weeks, distributed across various orbital phases. Three of them were scheduled during the eclipse of the neutron star by the companion star.

We first refined the orbital solution, using in addition archival INTEGRAL and RXTE data and found an orbital period of 9.74 ± 0.97 days and a projected orbital radius of 101 ± 2 lt-s. The pulsar spin period varies between 414.3 and 413.8 s during the observing campaign.

The X-ray spectrum (0.2–10 keV), which varies during the orbit, was successfully fitted using an absorbed cut-off power-law continuum, a soft excess, and a gaussian emission line. The soft excess, modeled with a black body, remained constant. The continuum component varies in intensity (a measure of the instantaneous accretion rate) but displays a constant spectral soft excess, modeled with a black body, remained constant.

The absorbing column density and the Fe Kα emission line of IGR J17252–3616 show remarkable variations. The column density, always above the instantaneous accretion rate) but displays a constant spectral soft excess, modeled with a black body, remained constant. The X-ray spectrum (0.2–10 keV), which varies during the orbit, was successfully fitted using an absorbed cut-off power-law continuum, a soft excess, and a gaussian emission line. The soft excess, modeled with a black body, remained constant. The continuum component varies in intensity (a measure of the instantaneous accretion rate) but displays a constant spectral soft excess, modeled with a black body, remained constant.

The absorbing column density and the Fe Kα emission line of IGR J17252–3616 show remarkable variations. The column density, always above $10^{23}$ cm$^{-2}$, increases towards $10^{24}$ cm$^{-2}$ close to the eclipse, as expected for a spherically symmetric wind. The wind velocity is unusually small close to $\nu_{\text{crit}} = 400$ km s$^{-1}$. An additional excess of absorption of $2 \times 10^{23}$ cm$^{-2}$ is observed for orbital phases $\phi > 0.3$, which is found to represent a hydrodynamical tail trailing the neutron star.

During the eclipse, the equivalent width of the Fe Kα line drops by a factor >10 indicating that most of the line is emitted in a cocoon surrounding the pulsar, with a size of a few accretion radii. This cocoon is ionized and corresponds to the inner region of the hydrodynamical tail.

The parameters of the IGR J17252–3616 are very similar to those of Vela X-1, except for the smaller wind velocity. We argue that the persistently large absorption column density is related to the hydrodynamical tail, which has been strengthened by the low wind velocity. The tail is a persistent structure dissolving on a timescale comparable to the orbital period.

Our interpretation can be tested using numerical hydrodynamical simulations and high resolution optical/infrared spectroscopy. If confirmed, it may turn out that half of the persistent sgHMXB have stellar wind speeds several times lower than usually measured.
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6.3 Pulse Arrival Times

To obtain the pulse arrival times (PATs) for IGR J17252 − 3616 we have used XMM-Newton light-curves in the energy range 0.2-10 keV. We derived a pulse profile template obtained for the longest and least interrupted observation (obsID 0405640801). Performing a Lomb-Scargle (Press & Rybicki 1989) periodogram, we obtained a period of 414.2 sec. The pulse profile template was obtained by folding the observed light-curve using this period.

A sequence of profile template was constructed in order to fit each observation separately. Figure 6.1 shows a sequence of profile template characterized by the initial shift ($t_1$), the period ($P$), and the amplitude of each pulse ($\alpha_N$). The parametrized sequence was then fit to each observation individually, to obtain a series of periods and PATs for a pulse at the middle of each observation. An example of this technique on observation 0405640801 is shown in figure 6.2. With this technique we could produce PATs with an accuracy of about 10 sec. If we would have fit each pulse separately, the resulting accuracy on each PAT would have been limited to 60-100 sec, roughly 1/4th of the spin period.

With the PATs, we are able to constrain the orbital solution, indeed for a circular orbit, the $n$-th pulse arrival time is given by,

$$t_n = t_0 + n P_0 + \frac{1}{2} n^2 P_0 \dot{P} + \frac{1}{c} \alpha_x \sin i \cos [2\pi (t_n - T_{90})/P_{\text{orb}}]$$  \hspace{1cm} (6.1)

where $n$ is given by the nearest integer to $n = (t_n - t_0)/(P_0 + 0.5 \dot{P}(t_n - t_0))$, where $P_0$ is the period at the arrival time $t_0$, $\dot{P}$ is the period derivative, $\alpha_x \sin i$ is the projected semi-major axis, $P_{\text{orb}}$ is the orbital period, and $T_{90}$ is the reference time corresponding to mid-eclipse. To test the eccentricity, we added a Taylor expansion term in eq. 6.1 of the form, $-\frac{1}{2} \alpha_x \sin i \sin [4\pi (t_n - T_{90})/P_{\text{orb}} - \omega_p]$, where $e$ is the eccentricity and $\omega_p$ is the longitude of the periastron. By adding this perturbation, we were able to obtain an upper limit on the eccentricity $e < 0.15$ at a 90% confidence level. We obtained a $T_{90} = 53761.69$ HJD for the mid-eclipse and an orbital period of $P = 9.742$ days.

With the above parameters, we can determine the mass function of the system,

$$f(M) = \frac{4\pi^2 (\alpha_x \sin i)^3}{G P_{\text{orb}}^2} = \frac{M_{\text{OB}} \sin^3 i}{1 + q^2}$$  \hspace{1cm} (6.2)

where, $M_{\text{OB}}$ is the mass of the donor star, and $q = M_X/M_{\text{OB}}$ is the mass ratio. For IGR J17252 − 3616, $f(M) = 11.7 \pm 0.7$.
6.4 Phase resolved spectroscopy

The \textit{XMM–Newton} observations were scheduled to cover the orbital phases, 0.01, 0.03, 0.08, 0.15, 0.27, 0.37, 0.40, 0.65, 0.79, and 0.91 inferred from the orbital solutions. The spectra are always heavily absorbed below $\sim 3$ keV and contain an iron K-edge at 7.2 keV. We have used XSPEC (Arnaud 1996) to perform the spectral analysis. The model is characterized by an absorbed high-energy cut-off power-law, a gaussian line and a blackbody component. The overall spectrum is absorbed by the interstellar absorption. The model in XSPEC is written, \texttt{wabs*(bbody+vphabs*(cutoffpl+gauss))}. Throughout our observations an iron K$\alpha$ line, at 6.40$\pm$0.03 keV, is always present. Some parameters (photon index, cut-off energy, blackbody temperature) did not vary significantly among the observations. To search for spectral variability we decided to fix them to their average values ($E_C=8.2$ keV, $\Gamma = 0.02$, $kT_{BB}=0.5$ keV). The model was built by using an intrinsically absorbed high energy cut-off power-law with a gaussian line, a black-body component responsible for the observed soft X-ray excess, and an overall absorption responsible for the interstellar absorption fixed to the Galactic absorption $N_H=1.5\times10^{22}$ cm$^{-2}$ (Dickey & Lockman 1990). Figure 6.3 shows the XMM-Newton spectra of two observations at orbital phases $\phi = 0.65$ (black) and $\phi = 0.91$ (red).

6.5 The absorber distribution

For IGR J17252 – 3616, we found that the iron edge is at 7.2 $\pm$ 0.2 keV. Figure 6.4 illustrates the energies of the Fe K edge and the Fe K$\alpha$ line as a function of ionization.
6.5. The absorber distribution

Figure 6.3: A sketch of the observation as a function of orbital phase (left) and the representing spectra (right). The points show the observations. Red and black point (left) correspond to the spectra (right).

From figure 6.4a, we see that for the iron edge energy at $7.2 \pm 0.2$ keV we conclude an ionization level up to Fe VI (or Fe X, for the upper limit of 7.4 keV). The corresponding ionization parameter is $\xi \sim 300$ erg cm s$^{-1}$ (see fig 3b from Kallman & McCray 1982), for which the light elements do not contribute to the X-ray absorption.

We, therefore, expect a dense, but not absorbing cocoon around the neutron star. The likely geometry is illustrated in figure 6.5 (left panel) together with the corresponding curve of growth (equivalent width of the iron line vs $N_H$). For a centrally illuminating source, which is the case for IGR J17252 – 3616 (grey point in both figures), a more detailed curve of growth is shows in figure 6.5 (right panel), for different metallicities (for 0.5, 1.0 and 2.0 $Z_\odot$).

A tail, far away from the highly ionized region, completes the model. The tail accounts for the accretion wakes formed within the wind of the OB star, trailing the NS.
Figure 6.5: In both figures we show the relation between absorbing column density and the equivalent width of the iron Kα line. Left: Monte-Carlo calculation of the $N_H$ vs Fe Kα EW for different geometries (illustrated from I to III). Left: The same as previous, for a spherically symmetric. The position of IGR J17252−3616 is shown by a red filled circle. Credits: Makishima (1986) (for the left) and Matt (2002) (for the right) modeling of the accretion wake is presented in chapter 7.
Chapter 7

Hydro-dynamical simulations of absorbed HMXBs

7.1 Introduction

A fluid, free to flow ideally, can be described by four parameters: density, pressure, velocity, and energy. The density ($\rho$) changes as the fluid moves. The velocity field ($\mathbf{u}$) is the mass-weighted average of all the individuals velocities within a microscopic cell. The pressure, $p$, gives the momentum flux of particles across an infinitesimal element of area. Since the kinetic energy may be stored temporally in atomic excitation, the internal energy ($e$) includes both the kinetic and excitation energy, to make $e$ a conserved quantity.

Euler Equation

The motion of the fluid is described by the Euler equations which assume that the mass of all particles is conserved, the total momentum of the particles is conserved, and that the internal energy in the cell is described by the first law of thermodynamics.

For the conservation of mass, the rate of change of mass in a given volume $V$ is the (negative) of the mass flux over the surface of the volume $V$.

$$\frac{d}{dt} \int_V \rho dV = - \int_S \rho \mathbf{u} \cdot d\mathbf{A}$$

By applying the divergence theorem\(^1\) we can re-write the above to obtain the first Euler equation,

$$\partial_t \rho + \nabla \cdot (\rho \mathbf{u}) = 0 \quad (7.1)$$

where, for simplicity, we use $\partial_t = d/dt$ hereafter.

The momentum conservation is therefore, $\partial_t (\rho \mathbf{u}) + \nabla \cdot (\rho \mathbf{u} \mathbf{u}) + \nabla p = \mathbf{F}$. Here, the surface integral contains not only the flux of momentum being carried out across the boundary, $-(\rho \mathbf{u}) \mathbf{u} \cdot d\mathbf{A}$, but also the momentum flux related to the pressure, $-pdA$. An additional force ($\mathbf{F}$) can be a momentum source per unit volume.

---

\(^1\) The divergence theorem is also known as Gauss theorem. Assume a compact volume ($V$) which has a smooth boundary surface ($A$). If $\mathbf{f}$ is a (continuously differentiable) vector field in the neighborhood of $V$, then $\iiint_V (\nabla \cdot \mathbf{f}) dV = \oint_S (\mathbf{f} \cdot \mathbf{n}) dA$, where $\mathbf{n}$ is the outward unit vector.
The conservation of energy can therefore be derived. Following the 1st law of thermodynamics, the Lagrangian rate of change of the specific internal energy plus the rate per unit mass at the point that the pressure is doing work, equals the rate per unit mass at which heat is being deposited from the external sources, $q$.

$$
\frac{De}{Dt} + p \frac{D(1/\rho)}{Dt} = q
$$

Here we can re-write the above conservation law as follows,

$$
\partial_t \left( \rho e + \frac{1}{2} \rho u^2 \right) + \nabla \cdot \left( \rho u e + \frac{1}{2} \rho u u^2 + p u \right) = q \rho + u \cdot F \tag{7.2}
$$

The sum of the internal and of the kinetic energies is equal to the energy flux, as part of advection with fluid and another part due to the pressure.

### The Hydrodynamic Code, VH-1

The code used here, VH1 (Written by John Blondin) is written as a Lagrangian hydrodynamics code coupled with a remap onto the original Eulerian grid (PPMLR).

Let us now consider the equations of ideal hydrodynamics in Lagrangian coordinates in 1-D, planar geometry an with no source terms. The conservation laws can be written as,

$$
\begin{align*}
\partial_t V - \partial_m u &= 0 \\
\partial_t u + \partial_m p &= 0 \\
\partial_t E + \partial_m u p &= 0
\end{align*}
$$

where, $\rho = 1/V$, $E = e + u^2/2$, and $p = (\gamma - 1)\rho e$.

The above equation can be finite differenced as,

$$
\begin{align*}
\rho_j^{n+1} &= \rho_j^n + \Delta t \bar{u}_j^{1/2} \\
u_j^{n+1} &= u_j^n + \frac{\Delta t}{\Delta m_j} (\bar{p}_j^{1/2} - \bar{p}_j^{1/2}) \\
E_j^{n+1} &= E_j^n + \frac{\Delta t}{\Delta m_j} (\bar{u}_j^{1/2} \bar{p}_j^{1/2} - \bar{u}_j^{1/2} \bar{p}_j^{1/2})
\end{align*}
$$

where the subscript $j$ refers to the zone averaged values, and subscript $j - 1/2$ and $j + 1/2$ refer to values at the left and right boundary of the zone, respectively. The superscript $n$ refer to the time step. The values $\bar{u}$ and $\bar{p}$ are the time-averaged values of the velocity and pressure at the Lagrangian zone interfaces. Accurate and stable estimates of these quantities are essential.

---

2 Here we have to start with the Lagrangian framework to define the first law of thermodynamics. The time derivative, taken into account the fluid motion, can be define as $Df/Dt = \partial_t + u \cdot \nabla f$. We also assume that the volume occupied by the unit mass is $1/\rho$. The volume of this parcel of mass is therefore given by $D(1/\rho)/Dt$.

3http://astro.physics.ncsu.edu/pub/VH-1/
Godunov (1959) tried to obtain time-averaged quantities by approximating the flow at each zone interface during each time-step with a Riemann shock tube problem. At the beginning of the time-step, the zone interface is modelled as a discontinuity separating two uniform stages given by the zone averages on the left and right side of the zone (e.g. $i-1$ and $i$). This constructed Riemann problem is therefore solved to derive the time-averaged value of the velocity and the pressure at the discontinuity. The solution of the non-linear problem demands an iterative procedure.

The piece-wise parabolic method (PPM, hereafter) improves upon this method by using more accurate guesses for the input states to the Riemann problem (the values on either side of the interface). Using a quadratic interpolation of the fluid variables in each zone, the Riemann input states are taken to be the average over that part of the zone that can be reached by a sound wave in a time $dt$, i.e., the characteristic domain of dependence. PPMLR (Colella & Woodward 1984) is a higher order extension of Godunov (1959) method. The integration and interpolation steps are performed in Lagrangian framework (co-moving), which is followed by a remap onto the fixed computational grid (Euler). VH-1 uses the PPMLR implementation of Colella & Woodward (1984).

Once the hydrodynamic equations have been differenced to obtain the values at $t+dt$, the fluid variables can be instantaneously remapped from the Lagrangian coordinate system to the stationary Eulerian grid. This remap step uses the same quadratic interpolation method that was used in the hydrodynamics step.

7.2 Modeling High Mass X-ray Binaries

Building a model to simulate and reproduce observable quantities of a HMXB system is a tricky and difficult job. In order to reproduce the observed absorption profile of HMXB we use the Virginia Hydrodynamic code (VH1) written by John Blondin in 1990. The code has been used in 1-D and 2-D mode. In 2-D we use spherical co-ordinates ($r, \theta$) where the code solves the hydro equation along the orbital plane. This simulations assume an ideal gas with an adiabatic index $\gamma = 5/3$.

A test particle will be affected by the effective gravity force of the two stars (the massive star and the neutron star; $F_{\text{grav}}$) and by the force related to the photon absorption ($F_w$) from the underlying photosphere of the main star. The ionizing X-ray radiation of the neutron star is taken into account to determine where the wind acceleration stops, within the Strömgren sphere.

X-ray heating and radiative cooling of the wind (Kallman & McCray 1982, Blondin et al. 1990) are also implemented in the code. The heating of the wind occurs through, (i) photo-ionization, (ii) Compton effect, and (iii) collisional excitation. The cooling mechanisms are, (i) recombination, (ii) bremsstrahlung, (iii) collisional ionization, and (iv) collisional de-excitation. The modeling of heating/cooling requires much more spatial and temporal resolution resulting in demanding computing time. For this reason we have not used it in this thesis. The X-ray Heating and radiative cooling can create additional instabilities in the wind. This can make the wind more variable, unstable, and create asymmetries in the trailing tail, such as filamentary structure. The impact of the heating

---

4 The shock tube problem is the best shock wave example, often used as a test problem. In a laboratory, we can use a long gas cell initially at a high pressure gas on one side and a lower pressure gas on the other side separated by a membrane.

5 The equation of state for an ideal gas is given by, $pV = nRT$, where $p = \rho(\gamma - 1)e$. The adiabatic index is $\gamma = C_p/C_v$ and $e$ is the internal energy.
Figure 7.1: Time-averaged absorbing column (thick line) density for Vela X-1 using VH1: a) $N_H$ variation when heating and cooling is not taken into account; b) shows the $N_H$ variation when heating and cooling is taken into account; thin lines shows the column density at different times. Dashed line indicated the $N_H$ from an unperturbed wind. Credit: Blondin et al. (1990)

and cooling is shown in figure 7.1 which can vary by a factor up to 3-4 with respect to the mean value.

We have assumed a circular orbit and a system viewed edge-on (i.e. $i = 90^\circ$) when deriving observable quantities (e.g. $N_H$). The computational grid is an important parameter. In 2-D, the key parameter of the grid is the resolution at the position of the neutron star. Resolution is also needed close to the surface of the companion star to model the acceleration of the wind. A higher resolution reveals small-scale structure close to the vicinity of the NS. In order to optimize and save computational time, the grid is denser close to the surface of the primary and in the neighbor of the NS, and the cells become wider as we go away from these regions. Typical resolution used in our analysis are at the order of $\sim 10^{10}$ cm $\sim r_{acc}/3$ for IGR J17252 − 3616, close to the neutron star. Figure 7.2 shows the grid used for the simulations.

Figure 7.2: The VH1 Grid of the simulation in the vicinity of the neutron star (X).
Apart from the discretization of the grid, the model depends on number of parameters, describing the binary system. The main parameters describing the geometry of the system are:

- Mass of the primary star, $M_{OB}$
- Mass of the compact object $M_{NS}$
- Separation, the distance between the two object, $\alpha$
- The radius of the primary star, $R_{OB}$

Another set of parameter describes the acceleration of the wind using the CAK/Sobolev approximation,

- The CAK $k$ parameter
- The CAK $\alpha$ parameter
- The luminosity of the primary star, $L_{OB}$
- The temperature of the primary star, $T_{OB}$
- The density at the stellar surface, $\rho_{in}$

Up to now, we have not used the fact the the compact object accretes matter and therefore emits hard X-rays with luminosities, $L \sim \dot{M}$. These X-rays can efficiently ionize the local environment and stop the acceleration of the wind as we see further in this chapter. The ionization stage and the point at which the wind is no more accelerated are described by

- The X-ray luminosity of the neutron star, $L_X$
- A critical $\xi = \frac{L_X}{n_{m2}}$, at which material is highly ionized, $\xi_{crit} = 300 \text{ erg cm s}^{-1}$.

Figure 7.3 shows the ionization structure of a number of elements as a function of the ionization parameter $\xi$. We see that most of the heavy ions (bottom lines) are fully ionized at $\xi \sim 100 - 1000$ or even larger. The above parameters control the simulation. A number of them are well constrained from the observations (e.g. the geometry). Some parameters (i.e. CAK $k$, CAK $\alpha$, and $\rho_{in}$) are not related to observed quantities and need to be constrained from wind terminal velocity and mass-loss rate.

**Tuning the Parameters**

The parameters describing the geometry are relatively well known, for the two systems (Vela X-1 and IGR 17252 – 3616) that we have studied in this chapter. These parameters are listed in table 7.1.

The parameters related to the radiatively driven winds are not known. We started with the 1-D code simulating only the companion star for a range of CAK parameters to obtain the velocity field and mass-loss rate. We started with $k$ and $\alpha$ parameters in the range 0.05 to 0.5 [Lamers & Cassinelli 1999] and $\rho_{in} = 10^{-(13-10)} \text{ gr cm}^{-3}$, in order to obtain a steady wind. The wind terminal velocity and mass-loss rate can be measured for each simulation.
Figure 7.3: Ionization stages for a number of (light) elements. Those at the bottom (O, C, N) are responsible for the wind accelerations. Credit: Kallman & McCray (1982).

The parameters derived for IGR J17252 − 3616 are listed in table 7.2. For Vela X-1 we used only one set of parameters ($k=0.35$, $\alpha=0.55$, $\rho_{in}=1E-12$) as the wind terminal velocity and mass-loss rate are well known.

We have run the 1-D code for a typical mass loss rate of $\sim 10^{-6} M_\odot$ yr$^{-1}$ for both $v_\infty = 1700$ km s$^{-1}$ (e.g. Vela X-1) and for a slower wind $v_\infty = 500$ km s$^{-1}$ (IGR J17252 − 3616). The wind-related parameters are listed in table 7.2. Figure 7.4 shows the wind velocity when the wind is relaxed, after some time ($t >> 1$ orbit). In both plots we have fitted the parameters using $\beta = 0.8$. The fit is represented by the solid black line. To demonstrate the influence of ionization we also plotted the velocity distribution disrupted by the presence of the X-ray radiation field for $\zeta_{crit} = 1000$ ergs cm s$^{-1}$.

### 7.3 Testing the code using Vela X-1

Vela X-1 is the prototype of the classical sgHMXB. It is an eclipsing binary with an orbital period of about 8.96 days, a spinning pulsar, P$\sim$ 280 sec, orbiting in a close configuration with a distance to its primary star of $\alpha=1.78 R_\odot$. Vela X-1 has been studied over the years in all regimes, from the radio to extreme gamma rays. The donor star is a B 0.5 Ib. The parameters are summarized in the table 7.1.

We ran the 2-D simulation over 4.5 orbital periods. Figure 7.5 shows the density distribution obtained after $t = 2$ P$_{orb}$, where accretion structures trailing behind the neutron star can be observed. Figure 7.6 shows the absorbing column density ($N_H$) variations with phase. The tail-like structure following the NS can be traced in these variations. Past work has shown that the strength of the tail structure is related to the binary separa-
7.4 Application to IGR J17252-3616

The sgHMXB, IGR J17252–3616 has been observed with XMM–Newton and INTEGRAL. The source is an eclipsing binary with an orbital period of 9.74 days, a pulsar spinning with $P \sim 414$ sec, orbiting in a close configuration with a distance to its primary star of $\alpha = 1.75 R_*$ with an intrinsic absorbing column density persistently high ($\gtrsim 10^{23}$ cm$^{-2}$).
Figure 7.4: Velocity field adopted for a classical sgHMXB (right) and an absorbed (left). The red lines indicate the velocity field perturbed by the X-ray ionization. One can notice the presence of a minimum at the position of the neutron star, $\alpha \sim 2 R_*$, similar for the two systems.

Ground-based observations (Mason et al. 2009b,a) showed that the donor star is likely of spectral type B0-5I or B0-1 Ia. Typical wind terminal velocities of these stars are at the order of 1500 km s$^{-1}$. Manousakis & Walter (2011) suggested that the wind terminal velocity of the system is significantly lower, of the order of $v_\infty \sim 500$ km s$^{-1}$. An ad-hoc modeling of the trailing tail allowed to reproduce the observed column density profile and the observed iron Fe K$\alpha$ line emissivity.

We performed hydrodynamic simulations using the parameters of this particular system, with the aim to confirm or rule-out the hypothesis of a low terminal velocity. We have run the code for different wind parameters, for a terminal velocity between 500 km
7.5 Wind velocity and shocks

We have used the 2D code to identify the impact of a slow wind velocity. The physical parameters are selected for IGR J17252 – 3616. Figure 7.7 shows the density distribution for different wind configurations. One can see that the orientation of the accretion wake depends on the wind parameters. The slower is the wind, the more enhanced is the hydrodynamical tail. Figures 7.8 to 7.13 shows the time-averaged $N_H$ for different wind configurations. This series of figures demonstrate the sensitivity of the obscuration on the wind parameters. The slower the wind, the larger the amount of obscuration. In addition, figure 7.14 shows results of all the wind configuration (for a given NS mass, $M_X=1.95$ $M_\odot$) plotted with the data from IGR J17252 – 3616. The parameters of the simulations can be constrained by the observations. We adopt a value of wind terminal velocity of $v_\infty = 500$ km s$^{-1}$ and a mass-loss rate of $\dot{M} = 10^{-6}$ $M_\odot$ yr$^{-1}$.
The geometry the shock, formed around a neutron star, is affected by the wind parameters (Fransson & Fabian 1980). In a highly ionized environment, close to the neutron star, the wind acceleration stops (Stevens & Kallman 1990; Stevens 1991) and can create shocks by pilling up at that boundary (see fig. 7.4a for a slow wind and fig. 7.4b for a typical wind). The wind parameters and the relative motion of the neutron star within the wind allows to estimate the orientation of the forming shock, which depends on the mass of the NS (see section 7.6).

### 7.6 Neutron star mass

We investigated the dependency of the absorbing column density, \(N_H\), profile on the mass of the neutron star. Figure 7.15 shows the density distribution of a moderate \(M_w \sim 10^{-6} \text{ M}_\odot \text{ yr}^{-1}\) and a slow wind velocity \((v_\infty = 500 \text{ km s}^{-1})\) for a neutron star mass between 1.5 and 2.0 \(\text{M}_\odot\), with a step of 0.1 \(\text{M}_\odot\). The corresponding time-averaged absorbing column density is plotted in figure 7.16. The heavier the neutron star, the more tilted is the hydrodynamical tail. This affects the orbital phase dependence of \(N_H\) by moving the minimum of \(N_H\) earlier in phase. The jump of \(N_H\) at mid-orbital phase is also getting larger when the neutron star mass is higher, reaching almost \(N_H \sim 10^{24} \text{ cm}^{-2}\).

The comparison of the variation of \(N_H\) with orbital phase derived from observations and hydrodynamical simulations allow to evaluate the mass of the neutron star. From figure 7.16, we see that the mass of the neutron star is in the range \(M_X = 1.9 - 2.0 \text{ M}_\odot\). This mass is well bellow the (theoretical) maximum mass of a neutron star, \(M_{\text{max}}^{\text{NS}} \lesssim 3 \text{ M}_\odot\) (Müller & Serot 1996).

The neutron star mass derived above is independent from the mass function derived from the dynamical studies with the analysis of spectral lines. However, it is model-dependent. The uncertainties on the parametrization of the wind will impact on the neutron star mass determination. For a velocity of \(v_\infty = 500 \text{ km s}^{-1}\) the simulated \(N_H\) moves, in rough terms, vertically in figure 7.16. Therefore, the mass-loss rate can be rather well constrained with an accuracy of a factor 2, resulting in the range \(M \approx (0.5 - 2) \times 10^{-6} \text{ M}_\odot \text{ yr}^{-1}\). Estimates of the uncertainty of the terminal velocity is more complicated to obtain. First, a 1-D model should be built to derive a stable wind parameter which should be fed in the 2-D code. This will be performed for the publication of these results. We see in figures 7.8 to 7.13 that the dependency on the neutron star mass is significant when the wind is slow whereas it is less significant for a typical wind velocity.

Measurement of the mass (or radius) of a neutron star can strongly constrain the equation of state (EOS) of dense matter and theoretical models of their composition (Lattimer & Prakash 2007, and references therein). Demorest et al. (2010) used radio observations to estimate the mass of the pulsar PSR J1614-2230 using the Shapiro delay. The Shapiro delay (Shapiro 1964) is an effect of general relativity (light bending), maximized during the eclipse of the pulsar by the primary star. Comparison between the observed pulse arrival times and model predictions allowed them to obtain the parameters of the binary system and to constrain the mass of the pulsar to \(M = 1.97 \pm 0.04 \text{ M}_\odot\).

The neutron star mass of IGR J17252 − 3616 is in the same range as that of PSR J1614-2230. Figure 7.17 shows the mass-radius diagram for a number of EOSs. The lower mass derived for IGR J17252 − 3616 is shows by a red line, while the upper mass coincides with the mass of PSR J1614 − 2230. Any of the proposed EOS whose trajectory does not intersect with the two lines can be ruled out by these mass estimate. For example, models...
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\[ (a) \nu_\infty \approx 500 \text{ km s}^{-1} \ ; \ \dot{M}_w \sim 2 \times 10^{-7} \text{ M}_\odot \text{ yr}^{-1} \]

\[ (b) \nu_\infty \approx 1200 \text{ km s}^{-1} \ ; \ \dot{M}_w \sim 2 \times 10^{-7} \text{ M}_\odot \text{ yr}^{-1} \]

\[ (c) \nu_\infty \approx 500 \text{ km s}^{-1} \ ; \ \dot{M}_w \sim 1 \times 10^{-6} \text{ M}_\odot \text{ yr}^{-1} \]

\[ (d) \nu_\infty \approx 1200 \text{ km s}^{-1} \ ; \ \dot{M}_w \sim 1 \times 10^{-6} \text{ M}_\odot \text{ yr}^{-1} \]

\[ (e) \nu_\infty \approx 500 \text{ km s}^{-1} \ ; \ \dot{M}_w \sim 5 \times 10^{-6} \text{ M}_\odot \text{ yr}^{-1} \]

\[ (f) \nu_\infty \approx 1200 \text{ km s}^{-1} \ ; \ \dot{M}_w \sim 5 \times 10^{-6} \text{ M}_\odot \text{ yr}^{-1} \]

Figure 7.7: Density distribution (g cm$^{-3}$) in the plane of the orbit after \( \sim 3 \) orbits with a terminal velocity of \( \nu_\infty \approx 500 \text{ km s}^{-1} \) or \( 1200 \text{ km s}^{-1} \) and a mass-loss rate \( \dot{M}_w \approx 0.2, 1, 5 \times 10^{-6} \text{ M}_\odot \text{ yr}^{-1} \). The mass of the neutron star is \( M_X=1.9 \text{ M}_\odot \). The color bar indicates the density.
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Figure 7.8: Time-averaged absorbing column density ($N_H$) for IGR J17252 – 3616 simulations. The stellar wind is characterized by a mass-loss rate of $\dot{M} = 2 \times 10^{-7} \, M_\odot \, \text{yr}^{-1}$, a wind terminal velocity of $v_\infty = 1200 \, \text{km s}^{-1}$, and $M_X = 1.55, 1.75, 1.95 \, M_\odot$. We also over-plotted the data from Manousakis & Walter (2011).

Figure 7.9: Same as figure 7.8 for $\dot{M} = 1 \times 10^{-6} \, M_\odot \, \text{yr}^{-1}$, $v_\infty = 1200 \, \text{km s}^{-1}$ and $M_X = 1.55, 1.75, 1.95 \, M_\odot$.

include the appearance of exotic hadronic matter, such as hyperons or kaon condensates (GS1 and GM3 in fig. 7.17) seems to be ruled out.
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Figure 7.10: Same as figure 7.8 for $\dot{M} = 5 \times 10^{-6} \, M_\odot \, \text{yr}^{-1}$, $v_\infty = 1200 \, \text{km s}^{-1}$, and $M_X = 1.55, 1.75, 1.95 \, M_\odot$.

Figure 7.11: Same as figure 7.8 for $\dot{M} = 2 \times 10^{-7} \, M_\odot \, \text{yr}^{-1}$, $v_\infty = 500 \, \text{km s}^{-1}$, and $M_X = 1.55, 1.75, 1.95 \, M_\odot$. 
Figure 7.12: Same as figure 7.8 for $\dot{M} = 1 \times 10^{-6} \, M_\odot \, \text{yr}^{-1}$, $v_\infty = 500 \, \text{km s}^{-1}$, and $M_X = 1.55, 1.75, 1.95 \, M_\odot$.

Figure 7.13: Same as figure 7.8 for $\dot{M} = 5 \times 10^{-6} \, M_\odot \, \text{yr}^{-1}$, $v_\infty = 500 \, \text{km s}^{-1}$, and $M_X = 1.55, 1.75, 1.95 \, M_\odot$. 
7.6. Neutron star mass

Figure 7.14: Same as figure 7.8 for a neutron star mass of $M_X = 1.95 \, M_\odot$ and a number of different stellar winds.
Figure 7.15: Density distribution (gr cm$^{-3}$) at the plane of the orbit after $\sim$ 3 orbits with a terminal velocity of $v_\infty \approx 500$ km s$^{-1}$ and a mass-loss rate $\dot{M}_w \approx 10^{-6}$ M$_\odot$ yr$^{-1}$. The color bar indicated the density (in gr cm$^{-3}$). The dependency on the mass of the compact object can be resolved. See the text for more details.
Figure 7.16: Time-averaged absorbing column density ($N_H$) for IGR J17252 − 3616 simulation. The stellar wind is characterized by $M = 1 \times 10^{-6} \text{ M}_\odot \text{ yr}^{-1}$ and $v_\infty = 500 \text{ km s}^{-1}$. The neutron star mass is $M_X = 1.5, 1.6, 1.7, 1.8, 1.9, 2.0 \text{ M}_\odot$. We also over-plotted the from Manousakis & Walter (2011).

Figure 7.17: Neutron star mass-radius diagram for typical EOSs (blue, nucleons; pink, nucleons + exotic matter; green, strange quarks). The horizontal band (red) shows the observational constraint for J1614-2230 mass measurement ($1.97 \pm 0.04 \text{ M}_\odot$). A red line gives the lower mass value for IGR J17252 − 3616 Credit: Demorest et al. (2010).
Chapter 8

Accretion disk geometry in XMMU J054134.7 − 682550

8.1 Introduction

The X-ray spectra of Be/X-Ray binaries can be characterized by a cutoff power-law. In a few systems, when the interstellar absorption is low, there is an evidence of a soft excess below 2 keV, often modeled as a blackbody component. It has been shown that the soft excesses observed in luminous X-ray sources ($L_X > 10^{38}$ erg s$^{-1}$) can only be explained by reprocessing of hard X-rays by optically thick material, near the inner edge of the accretion disk (Hickox, Narayan & Kallman [2004] and references therein). Only a handful of systems, i.e., LMC X-4, SMC X-1, Her X-1, have been observed in the past, featuring remarkable soft X-ray excess.

The system XMMU J054134.7 − 682550, located in the Large Magellanic Cloud - LMC, featured a Type II outburst in August 2007. XMMU J054134.7 − 682550 had been proposed as a likely HMXB by Shtykovskiy & Gilfanov [2005]. Palmer, Grupe & Krimm [2007] found XMMU J054134.7 − 682550 in a flaring state during a routine scan of the Swift-BAT data on August 3, 2007 at a level of $\approx 50$ mCrab. Subsequent RXTE observations on August 9, 2007 revealed X-ray pulsations ($P_\alpha \approx 61.601 \pm 0.017$s) and cyclotron feature at 10 keV [Markwardt, Swank & Corbet [2007]. Assuming a Be system having a type II outburst, Markwardt, Swank & Corbet [2007] estimated an orbital period of about 80 days (within a factor of $\sim 2$) based on the Corbet diagram. The average PCA (Proportional Counter Array on board RXTE) spectrum could be fit with a cut-off power law, with photon index 0.47 and an e-folding cut-off energy of 16 keV [Markwardt, Swank & Corbet [2007]. Serendipitous observations with XMM − Newton revealed significant soft excess at energies less than 2 keV and confirmed a cyclotron line at 9 keV.

The observability of the soft excess depends on the absorbing column density ($N_H$) and flux. One can assume that soft excesses are present in other accreting pulsars but not detectable due to too low flux or high $N_H$ (Hickox et al. 2004). Sources far away from the galactic plane suffers less absorption than those in the galactic plane. Figure 8.1 shows flux vs $N_H$ for a number of accreting pulsars. The left panel of figure 8.1 shows a sample of sources with detected soft excess (stars) or not detected (filled boxes). A clean boundary between the two kind of sources is seen. In the right panel, the over-plotted contour levels of $\chi^2$ fitted by a simple absorbed power law supports this idea. Sources with high $\chi^2$ shows soft excess while sources with $\chi^2 \sim 1$ do not show soft excess. Thanks
to the type II outburst and its position in the LMC, we were able to detect a soft excess in XMMU J054134.7 – 682550.

Figure 8.1: Top: Observed $N_H$ and unabsorbed fluxes for X-ray binary pulsars. Sources with soft excess are shown as stars, without soft excess with filled boxes. Bottom: Observability of the soft excess as a function of $N_H$ and unabsorbed fluxes. The contours show the fits of simple absorbed power law. Credit: Hickox, Narayan & Kallman (2004)

The soft X-ray excess, observed in several Be/X-ray binaries, has been interpreted as the signature of hard X-ray reprocessing in the inner accretion disk. Thanks to the cyclotron line of XMMU J054134.7 – 682550, we were able to constrain the magnetic field, and therefore the magnetospheric radius. We have analyzed series of simultaneous observations obtained with XMM-Newton/EPIC-MOS and RXTE/PCA in order to derive spectral and temporal characteristics of the system, before, during and after the giant outburst. The geometry of the system could be understood by studying the soft X-ray pulsed to the hard X-ray pulses. We found that the reprocessing region corresponds to the inner edge of the accretion disk, because the soft X-ray emission showed a sinusoidal modulation, wider than of hard X-rays (Manousakis et al. 2009).
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ABSTRACT

Aims. Soft X-ray excesses have been detected in several Be/X-ray binaries and interpreted as the signature of hard X-ray reprocessing in the inner accretion disk. The system XMMU J054134.7-682550, located in the LMC, featured a giant Type II outburst in August 2007. The geometry of this system can be understood by studying the response of the soft excess emission to the hard X-ray pulses.

Methods. We have analyzed series of simultaneous observations obtained with XMM-Newton/EPIC-MOS and RXTE/PCA in order to derive spectral and temporal characteristics of the system, before, during and after the giant outburst. Spectral fits were performed and a timing analysis has been carried out. Spectral variability, spin period evolution and energy dependent pulse shapes are analysed.

Results. The outburst (LX = 3 × 1037 erg/s = Ledd) spectrum could be modeled successfully using a cutoff powerlaw, a cold disk emission, a hot blackbody, and a cyclotron absorption line. The magnetic field and magnetospheric radius could be constrained. The thickness of the inner accretion disk is broadened to a width of 75 km. The hot blackbody component features sinusoidal modulations indicating that the bulk of the hard X-ray emission is emitted preferentially along the magnetic equator. The spin period of the pulsar decreased very significantly during the outburst. This is consistent with a variety of neutron star equations of state and indicates a very high accretion rate.

Key words. X-rays: binaries – stars: emission-line, Be – accretion, accretion disks – Magelanic Clouds

1. Introduction

Be/X-ray binaries consist of a neutron star orbiting a Be star, which is defined as a non-supergiant B-type star whose spectrum shows (or showed, at some time) one or more Balmer lines in emission. Be/X-ray binaries display X-ray pulsations, a signature of the strong magnetic field (B ~ 1012 G) of the neutron star orbiting a massive star companion. Most known Be/X-ray binaries undergo outbursts in which their X-ray luminosity suddenly increases by a factor of ~10−104 with respect to the quiescence level.

They can feature two types of outbursts: type I (or normal) X-ray outbursts of moderate intensity (LX ~ 1036 erg s−1) occurring during the periastron passage of the neutron star and type II (or giant) X-ray outbursts of higher intensity (LX ~ 1037−38 erg s−1) lasting for several weeks or even months. Generally, type II outbursts start shortly after periastron passage, but do not show any other correlation with orbital parameters (Finger & Prince 1997). A small fraction of Be/X-ray binaries are persistent sources (the prototype being X-Per), with a low luminosity LX ~ 1034 erg s−1 at an almost constant emitting level (Reig & Roche 1999).

During giant outbursts, the spin period of the neutron star has been observed to decrease (neutron star spin-up), indicating that angular momentum is transferred from the accreted material to the neutron star, through an accretion disk (Finger et al. 1999; Wilson et al. 2003).

Corbet (1986) has shown that Be/X-Ray binaries fall into a narrow area in the Pspin – Porb diagram. This correlation has been interpreted as a result of the rotation of the neutron star at the equilibrium velocity between the spin-up, and the spin-down led by centrifugal effects of the strong magnetic field (Waters & van Kerkwijk 1989).

The X-ray spectra of Be/X-ray binaries are very close to those of accreting pulsars, although these depend on the physical conditions close to the neutron star. The spectra can be characterized by cutoff powerlaws. In a few systems with low interstellar absorption, there is evidence for soft excesses at low energies, often modeled as blackbody components (White et al. 1983; Hickox et al. 2004; Paul et al. 2002; Endo et al. 2000). Hickox et al. (2004) showed that the soft excesses observed in luminous X-ray sources (LX > 1038 erg s−1) can only be explained by reprocessing of hard X-rays by optically thick material, near the inner edge of the accretion disk. Many, if not all, bright sources with low absorption have shown this feature.

XMMU J054134.7-682550, located in the Large Magellanic Cloud – LMC, has been proposed as a likely HMXB by Shoykutyksiy & Gilfanov (2005). Palmer et al. (2007) found XMMU J054134.7-682550 in a flaring state during a routine scan of the Swift-BAT data on August 3, 2007 at a level of ~50 mCrab. Subsequent RXTE observations on August 9, 2007 revealed X-ray pulsations (P ~ 61.601 ± 0.017 s) and cyclotron features at 10 keV (Markwardt et al. 2007). Assuming that this source is a Be system having a (giant) type II outburst,
Markwardt et al. (2007) estimated an orbital period of about 80 days (within a factor of ~2) based on the Corbet diagram. The average PCA (Proportional Counter Array on board RXTE) spectrum could be fit with a cut-off power law, with photon index 0.47 and an e-folding cut-off energy of 16 keV (Markwardt et al. 2007).

In this paper we present XMM-Newton and RXTE data revealing a soft pulsed thermal emission. In Sect. 2, we present the observations and data reduction; in Sect. 3, the spectral and timing analysis. In Sect. 4, we discuss the source reprocessing geometry and summarize our results.

2. Observations and data reduction

2.1. Observations

Figure 1 displays the long-term RXTE/ASM light curve of XMMU J054134.7-682550, featuring an outburst with a duration of about 50 days (Markwardt et al. 2007). The four observing runs used in this work were carried out using the PCA on board the *Rossi X-ray Timing Experiment* (RXTE) and EPIC-MOS on board *XMM-Newton* (XMM) (Jansen et al. 2001). Table 1 lists the start time, exposure, and number of source counts for each observation. For observation 2 and 3 the XMM and RXTE exposures were performed quasi-simultaneously. RXTE/PCA data were not available for observations 1 and 4.

2.2. Data reduction

*Rossi X-ray Timing Experiment* (RXTE)

We used data from RXTE obtained in late August 2007 and early October 2007 (Table 1). The PCA (Jahoda et al. 2006) instrument consists of 5 identical multianode Proportional Counter Units (PCU), operating in the 2–60 keV energy band, with an effective area of approximately 6500 cm² and a 1 degree FWHM field of view. PCA spectra and light-curves were extracted using standard FTOOLS (HEASOFT¹ version 6.3.1). Data were accumulated from Standard-2 mode². The Bright Background model (>40 cts s⁻¹ PCU⁻¹) was used for observation 2 at the peak of the outburst, and the Faint Background model was used for observation 3. We applied good time intervals (GTI) with an elevation greater than 10 degrees and a pointing offset angle less than 0.02 degrees. Response matrices were created using the tool pcarssp.

*XMM-Newton*

Serendipitous observations of XMMU J054134.7-682550 were performed by EPIC-MOS on board *XMM-Newton* for four

---

Table 1. XMMU J054134.7-682550 observing runs. The table lists the initial time of the exposure, the exposure time, and the number of source counts. In the case of XMM-Newton, the number of counts is the sum obtained for both EPIC-MOS detectors.

<table>
<thead>
<tr>
<th>Observation</th>
<th>XMM-Newton Start</th>
<th>Exposure (ks)</th>
<th>Counts</th>
<th>RXTE Start</th>
<th>Exposure (ks)</th>
<th>Counts</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2007-07-06T23:32:48</td>
<td>10.4</td>
<td>15,241</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2007-08-21T15:12:12</td>
<td>7.5</td>
<td>33,184</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2007-10-05T23:50:15</td>
<td>17.0</td>
<td>22,576</td>
<td>2007-08-21T19:07:28</td>
<td>3.5</td>
<td>192,650</td>
</tr>
</tbody>
</table>

---


---

Fig. 1. RXTE/All-Sky-Monitor long term light-curve (2 days average) of XMMU J054134.7-682550. The pointed observations of XMM-Newton and RXTE are indicated by solid and dashed vertical lines, respectively.
(diskBB). This additional spectral component improves the fit
very significantly, providing $\chi^2 \sim 1.2$ for diskBB and $\chi^2 \sim 1.5$
for bbody, and a cross-calibration factor of ~0.9 in both cases.

The best fit column density $N_H \sim 2.1 \times 10^{20}$ cm$^{-2}$ is,
however, less than the galactic value in the source direction
$N_{\text{Hgal}} \sim 6.32 \times 10^{20}$ cm$^{-2}$ (Dickey & Lockman 1990).
Fixing the column density to the galactic value, and using only one thermal
model, an additional excess is observed below ~0.5 keV, indicating
that one thermal model is not adequate to represent the data.
The model can be further improved by adding both disk
and blackbody spectral components. To better constrain the pa-
tameters, we decided to fix the disk’s inner radius to the radius
of the magnetosphere, $R_{\text{in}} \sim 1.3 \times 10^8$ cm, inferred from the
cyclotron line. The disk component turned out to be the softer (and
cooler) than the single blackbody emitting region.

We finally added a sixth model component, a cyclotron
line to account for the residuals observed around ~10 keV.
This model (const*wabs*(cutoff*cyclabs+diskBB)) fits the data very well (Fig. 3) providing $\chi^2 = 1.04$, and a cross-
calibration factor ~0.9. Table 2 lists the best fit parameters. The
continuum, characterised by $\Gamma = 0.2$ and $E_C = 12$ keV, is typ-
ical for an accreting pulsar. The energy of the fundamental line
(9.0 ± 0.4 keV) is consistent with the value derived from the
RXTE data alone (Markwardt et al. 2007). We do not find evidence
for cyclotron harmonic lines.

Figure 4 shows the $E \times f(E)$ model, unfolded spectrum, and
the additive components of the model. The relative contribu-
tion of each component is also plotted. Above 5 keV the powerlaw
cutoff component (blue dotted line) dominates the spectrum. At
low energies, the blackbody (red dotted line) and the disk emis-
sion (green dotted line) dominates at 1 keV and below 0.5 keV,
respectively.

Based on this model, we estimated the unabsorbed flux
for each component in the energy range 0.2–30 keV as, $F_\text{unabs} \sim 3 \times 10^{38}$ erg s$^{-1}$, $L_{\text{BB}} \sim 10^{37}$ erg s$^{-1}$, $L_{\text{diskBB}} \sim 10^{37}$ erg s$^{-1}$, given the distance to the LMC.

The residuals show some significant broad emission feature
at 1 keV. Such features, possibly an Fe L line complex
(Oosterbroek et al. 1997; McCray et al. 1982), have been de-
tected in other X-ray binary pulsars (Endo et al. 2000).

3.2. Spectral variability

To search for spectral variability during and outside of the out-
burst, we used a simple model to fit and compare the data of
high and low signal to noise. To achieve this we removed the
cyclotron line and the single blackbody component. The resulting
model (const*wabs*(diskBB+cutoff)) was first fit to the
outburst data with all parameters free except $N_H$, fixed to the
galactic value. For the pre- and post-outburst data several pa-
tameters were fixed to those obtained for the outburst spectrum:
$kT = 0.25$ keV, $\Gamma = 0.42$, and $E_C = 14$ keV. $C_{\text{MOS1}} = 0.89,$
and $C_{\text{MOS2}} = 0.88$. The remaining free parameters are the nor-
malization of the blackbody, and of the cut-off power law. Table 3 lists the results of our fits including the corresponding
$\chi^2$ and the relative strength of the soft and hard components
in the 0.2–1 keV energy band. The latter peaked to a value of 3.2
for observation 2, during the outburst. The ratio was about 1.0 in
observation 1 and 3 obtained close to the beginning and end of
the outburst. Later on, during observation 4, this relative strength
decreased to 0.4. The outburst is characterized by a global soft-
ening of the spectrum, signature of more efficient accretion.
The soft pulse appears to last twice the time. The pulse starts simultaneously below 1 keV and above 3 keV, is sharper and narrower than in the "soft" lightcurves (Fig. 7). The power spectrum density distribution is at $P = 61.23 \pm 0.06$ s. Bottom: folded lightcurve in the 5–30 keV energy band obtained with this period. The zero epoch was set to MJD 54 333.7982.

### 3.3. Timing analysis during the outburst

We produced lightcurves in the energy bands 5–30 keV (from RXTE standard-2 mode, i.e. 16 s resolution), 0.2–1 keV and 3–10 keV (from EPIC-MOS[1] event lists). Figure 5 shows the Lomb-Scargle periodogram, derived from the 5–30 keV lightcurve, with the power spectrum density distribution peaking at a period of $61.23 \pm 0.06$ s, and the corresponding folded lightcurve.

In order to derive the likely pulse shape for the thermal spectral components, we have corrected the soft light curve for the contamination of the hard component in the soft band using $L_{\text{Cutoff}}^{\text{soft}} = L_{\text{Cutoff}}^{\text{soft}} - \frac{C_{\text{Cutoff}}}{C_{\text{Hard}}} L_{\text{Cutoff}}^{\text{Hard}}$, where $\frac{C_{\text{Cutoff}}}{C_{\text{Hard}}}$ is the ratio of the counts predicted by the best fit model for both the soft and hard components, respectively.

Figure 6 shows the Lomb-Scargle periodograms obtained for the corrected "soft" 0.2–0.5 keV, 0.5–1 keV, and for the "hard" 3–10 keV lightcurves. The corresponding folded lightcurves, using a period of $P = 61.23$ s, are displayed in Fig. 7.

The power spectrum density distribution at $P = 61.23$ s increases with energy (Fig. 6). The pulsation is well detected above 0.5 keV and not significantly detected below 0.5 keV. The shape of the peak in the folded 3–10 keV lightcurve is sharper and narrower than in the “soft” lightcurves (Fig. 7). The pulse starts simultaneously below 1 keV and above 3 keV, however the soft pulse appears to last twice the time.

### 3.4. Variability of the spin period

Table 4 lists the periods derived for each observation in two energy bands, i.e. 0.2–10 keV (obtained from XMM/EPIC-MOS[1]) and 5–30 keV (obtained from RXTE/PCA). Between observation 1 and 3, the neutron star spinned up by $\Delta P = 1.54$ s over a period of $\Delta T \sim 50$ days. Assuming a massive OB star $M \sim 20 M_\odot$ and circular orbit with a period of 80 days the Doppler effects can be neglected ($\sim 10^{-3}$).

### 3.5. Likely nearIR candidate

The SWIFT XRT position provided by Palmer et al. (2007) is compatible with the position we derive from the XMM-Newton MOS image (using SAS edetect task): $\sigma_{2000} = 5^s 41m 34.33^s$, $\delta_{2000} = -68^o 25' 49.00''$ (systematic uncertainty of 2 arcsec). The XMM derived position is compatible with the optical counterpart detected by SWIFT UVOT (Palmer et al. 2007) corresponding to 2MASS 05413431–6825484 for which Cutri et al. (2003) provide $J = 13.84 \pm 0.03, H = 12.74 \pm 0.03, K = 13.63 \pm 0.05$ and Monet et al. (2003) provide $R_2 = 13.76, and B_2 = 13.84$.

The infrared-optical spectral energy distribution of the likely stellar counterpart was fitted with a blackbody of temperature $\sim 13 000 \pm 1000$ K suggesting a B star. Additional reddening would increase the temperature. An infrared excess detected...
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The spin periods (in seconds) obtained from Lomb-Scargle periodograms for observation 2 using XMM (EPIC/MOS[1]) data. The period of 61.23 s is indicated with a dashed line. The first two soft X-ray periodograms were constructed from lightcurves corrected for the contamination of the cutoff powerlaw component.

Fig. 6. Lomb-Scargle periodograms for observation 2 using XMM (EPIC/MOS[1]) data. The period of 61.23 s is indicated with a dashed line. The first two soft X-ray periodograms were constructed from lightcurves corrected for the contamination of the cutoff powerlaw component.

Fig. 7. Folded lightcurves obtained from EPIC/MOS[1] in the 0.2–0.5 keV (top), 0.5–1.0 keV (middle), and 3–10 keV (bottom) energy bands, using the best spin period (P = 61.23 s) found from RXTE/PCA data. The two soft lightcurves are corrected for the contamination of the cutoff powerlaw component. The solid curve in the middle panel shows a sinusoidal fit to the data. The zero epoch is set to MJD 54 333.5.

Table 4. The spin periods (in seconds) obtained from Lomb-Scargle periodograms, using data from XMM-Newton and RXTE.

<table>
<thead>
<tr>
<th>Observation</th>
<th>0.2–10 keV</th>
<th>5–30 keV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>62.19 ± 0.02</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>61.28 ± 0.02</td>
<td>61.23 ± 0.06</td>
</tr>
<tr>
<td>3</td>
<td>60.65 ± 0.01</td>
<td>60.62 ± 0.3</td>
</tr>
<tr>
<td>4</td>
<td>60.64 ± 0.01</td>
<td>–</td>
</tr>
</tbody>
</table>

above the blackbody fit (in the H band) may be an instrumental effect or the signature of a circumstellar disk (Wilson et al. 2005).

Fig. 8. K-band image (49′′ × 26′′) around XMMU J054134.7-682550 obtained using the 2MASS/IPAC image server. The circles indicate the source localization obtained by the XRT/EPIC-MOS (uncertainty 3.5″), and XMM/EPIC-MOS[1] (see text). The SWIFT/UVOT (uncertainty 1″) localization of the source is consistent with 2MASS 05413431–6825484.

4. Discussion

The fundamental cyclotron absorption line, located at ~9 keV, indicates a magnetic field of B = 8.6(1 + z)E × 10^{10} G = 10^{12} G (where z = 0.3 is the gravitational redshift). The magnetospheric radius (R_m ≈ 1.3 × 10^{9} cm) can be obtained by equating the kinetic energy density of the accreted material to the magnetic energy density (White & Stella 1988).

The soft X-ray excess was modeled with a cold disk and a hot blackbody. The inner radius of the disk component was fixed to the radius of the magnetosphere. The surface emitting the hot blackbody component can be estimated from the spectral fit as 4.6 × 10^{6} km. Assuming that this corresponds to a broadened inner disk, its thickness can be estimated as h = (4πR_{inh}^2)/(2πR_{m}) ≈ 75 km.

If the inner disk is heated by the pulsar’s hard X-ray emission, the covering factor can be estimated as f_{cov} = 0.03, corresponding to h ≈ 45 km. The hot blackbody could therefore indeed be produced by reprocessing of hard X-rays on a broadened accretion disk.

Spectral variability was studied by applying a simple model to all the datasets. During the outburst the thermal component is more enhanced than the powerlaw component, suggesting a more effective accretion (M/M_{Edd} ≈ 0.8) and/or a broadened accretion disk.

The cooling time scale of the hot blackbody component (~10^{-6} s) is much shorter than the pulse period. When the neutron star rotates, the maximum of the reprocessed hard X-ray emission will move along the inner edge of the accretion disk. Pulsations of the soft blackbody are therefore expected.

Figure 7 shows the different shapes of the folded lightcurves in the soft and hard energy bands (0.5–1 keV and 3–10 keV). The “hard” pulse (Δφ ~ 0.4 ± 0.1) is shorter than the the hot blackbody pulse (Δφ ~ 0.8 ± 0.1). The folded lightcurve of the hot blackbody component can in fact be represented by a sine curve (continuous line in the middle panel of Fig. 7) which could be expected in the very simplified source geometrical model represented in Fig. 9. In this model we assume that the hard X-rays are emitted preferentially towards the magnetic equator (Becker & Wolf 2007) of the neutron star and that these photons illuminate the inner edge of the accretion disk. The illuminated disk re-radiates at soft X-rays and features a sinusoidal modulation.
We have also observed a significant spin-up of the pulsar ($\dot{P} \sim 1.5 \text{ s}$) over a period of ~50 days, i.e. $P \sim 3.5 \times 10^{-7} \sim 11 \text{ s/yr}$ and $P/\dot{P} \approx 6 \times 10^{-9} \text{ s}^{-1} \sim 0.18 \text{ yr}^{-1}$.

Ghosh & Lamb (1979a,b) described the interaction between the accretion disk and the stellar magnetic field and calculated the effect of the accretion torque on the spin of the neutron star. A relation between the mass $M$ and radius $R$ of the neutron star can be estimated for a given magnetic field, luminosity, spin period, and period derivative observed during the outburst. Our observations indicate a relation $M/M_0 \approx R/10 \text{ km}$, which is compatible with a range of neutron star equations of state (Lattimer & Prakash 2001), and an accretion rate of $\sim 3 \times 10^{-8} M_\odot \text{ yr}^{-1}$.

2MASS 05413431−6825484 is the likely optical counterpart of XMMU J054134.7−682550. The available photometry suggests a temperature of $13 \,000 \pm 10 \,000 \text{ K}$, confirming a B stellar counterpart.

5. Conclusion

We report on XMM-Newton and RXTE observations of the X-ray binary pulsar XMMU J054134.7−682550, performed in August 2007, during a giant type II outburst lasting for roughly 50 days. The outburst spectrum was fit successfully with a power law modified by an exponential high energy cutoff, a cyclotron absorption line, and two soft thermal components. We summarize our results as follows:

- The reprocessing region corresponds to the inner edge of the accretion disk broadened to ~75 km.
- The soft X-ray pulse shape profile (0.5−1 keV) shows sinusoidal modulation, a signature of illumination of the broadened inner disk.
- The spin up of the pulsar and the enhancement of the disk emission during the outburst indicate a high accretion rate ($\dot{M}/\dot{M}_{\text{edd}} \approx 0.8$).
- The infrared-optical spectral energy distribution of the counterpart suggests a hot primary star of $T \sim 13 \,000 \text{ K}$, likely a B-type star.
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PART III: Other activities at ISDC
9.1 Introduction

AX J1910.7+0917 is a relatively faint and poorly studied X-ray source discovered with ASCA during the survey of the Galactic plane. The ASCA spectrum showed an absorbed power-law model. The measured photon index was $\Gamma \sim 1$, for an absorption column density of $N_H \sim 1.4 \times 10^{22}$ cm$^{-2}$. The estimated 0.7 – 10 keV X-ray flux was $2.4 \times 10^{-12}$ erg cm$^{-2}$ s$^{-1}$. The source was also detected with INTEGRAL. The source maximum detection significance in the IBIS/ISGRI data is $8.3\sigma$ (18-60 keV), and the corresponding time-average flux is $0.4 \pm 0.1$ mCrab in the 20-40 keV and $0.6 \pm 0.1$ mCrab in 40-100 keV energy band. Based on the IR, optical and X-ray properties, the likely counterpart to AX J1910.7+0917 has been determined to be a new supergiant [Pavan et al., 2011].
9.2 Scientific Article on AX J1910.7+0917
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ABSTRACT

Aims. We take advantage of the high sensitivity of the IBIS/ISGRI telescope and the improvements in the data analysis software to investigate the nature of the still poorly known X-ray source AX J1910.7+0917, and search for closely previously undetected objects.

Methods. We analyze all publicly available INTEGRAL data of AX J1910.7+0917, together with a number of archival observations that were carried out in the direction of the source with Chandra, XMM-Newton, and ASCA. In the IBIS/ISGRI field-of-view around AX J1910.7+0917, we discovered three new sources: IGR J19173+0747, IGR J19294+1327 and IGR J19149+1036; the latter is positionally coincident with the Einstein source 2E 1912.5+1031. For the first two sources, we also report the results of follow-up observations carried out with Swift/XRT.

Results. AX J1910.7+0917 features a clear variability in the X-rays. Its spectrum can be well described with an absorbed power-law ($\Gamma = 1.5$) model plus an iron line at 6.4 keV. We also obtained a refined position and report on possible infrared counterparts.

Conclusions. The present data do not allow for a unique classification of the sources. Based on the property of its X-ray emission and the analysis of a likely infrared counterpart, we investigate different possibilities for the nature of AX J1910.7+0917.


1. Introduction

The wide field-of-view of the IBIS/ISGRI telescope (FOV, 19”×19”; Ubertini et al. 2003) onboard INTEGRAL (Winkler et al. 2003) and its unprecedented sensitivity in the hard X-ray domain (17–100 keV) have made this instrument particularly successful in the past few years in revealing new high-energy sources. The latest available IBIS/ISGRI catalog contains more than 700 objects (Bird et al. 2010) and an increasing number of sources are being discovered thanks to ongoing INTEGRAL surveys of the high-energy sky. Since 2003, the relatively large exposure time available (∼700 Ms) permitted to achieve in the galactic plane a limiting sensitivity of $\sim 1$ mCrab in the 17–100 keV energy range and a point-source location accuracy of $\sim 2–3$ arcmin. Besides the increasing amount of observing time, the identification of a number of new hard X-ray sources has benefited from improvements in the data analysis software.

In this paper, we take advantage of the new version of the INTEGRAL OSA software released by the ISDC (Courvoisier et al. 2003) to investigate the nature of the still poorly known source AX J1910.7+0917, and search for nearby previously undetected faint X-ray sources in the field-of-view (FOV) around this source. In Sect. 2 we summarize all previous observations of AX J1910.7+0917 and the analysis of all the publicly available INTEGRAL data. We also carried out an analysis of all archival Chandra, XMM-Newton, and ASCA, observations that included AX J1910.7+0917 in the instruments’ FOVs. The analysis of the INTEGRAL data also led to the discovery of three new hard X-ray sources in the IBIS/ISGRI FOV around AX J1910.7+0917, independently detected through data analysis also with the bat software (A. Segreto, priv. comm.). For two of these sources, we obtained follow-up observations with Swift/XRT and present these results in Sect. 3. Our discussion and conclusion are summarized in Sect. 4.

2. AX J1910.7+0917

AX J1910.7+0917 is a relatively faint and poorly known X-ray source discovered with ASCA during the survey of the Galactic plane. The best-determined position so far is $\alpha_{2000} = 19^h 13^m 12.8^s$ and $\delta_{2000} = 09^\circ 18’ 42”$, with an associated error of 5.7’’. (90% c.l., Sugizaki et al. 2001). The ASCA spectrum could be fitted with an absorbed power-law model ($\Gamma = 1.5^{+1.2}_{-0.5}$) model plus an iron line at 6.4 keV. The measured photon index was $\Gamma = 1.1^{+1.2}_{-0.5}$, for an absorption column density of $N_H = (2.6^{+1.3}_{-1.0}) \times 10^{22}$ cm$^{-2}$. The estimated 0.7–10 keV X-ray flux was $2.4 \times 10^{-12}$ erg/cm$^2$/s. Sugizaki et al. (2001) associated AX J1910.7+0917 to the Einstein source 2E 1908.3+0911, which is characterized by an averaged X-ray flux of $6.9 \pm 1.4) \times 10^{-13}$ erg/cm$^2$/s (0.2–3.5 keV, Hertz & Grindlay 1988). The source was also detected with INTEGRAL, and classified by Bird et al. (2010) as a likely variable source. The source maximum detection significance in the IBIS/ISGRI data is $3.8 \sigma$ ($18–60$ keV), and the corresponding time-average flux is 0.4 ± 0.1 mCrab (0.6 ± 0.1 mCrab) in the 20–40 keV (40–100 keV) energy band (corresponding to $3.0 \times 10^{-12}$ erg/cm$^2$/s and $5.7 \times 10^{-12}$ erg/cm$^2$/s, respectively). No other detections and counterparts in different energy band have been reported so far.
2.1. Data analysis and results

We analyzed all archival INTEGRAL, ASCA, XMM-Newton, and Chandra observations that included the position of AX J1910.7+0917 in their FOV. This is the first in-depth study of the emission from this source up to hard X-ray energies. In Sect. 2.1.1 we report the details of the INTEGRAL observations. A log of all other observations is given in Table 1. Throughout the paper, all uncertainties are given at 90% c.l. (unless otherwise stated).

2.1.1. INTEGRAL

INTEGRAL observations are commonly divided into ~2−3 ks short pointings called “science windows” (SCWs). We considered all publicly available SCWs for the IBIS/ISGRI (17−80 keV, Lebrun et al. 2003) and for the two JEM-X telescopes (3−23 keV, Lund et al. 2003) that were performed in the direction of AX J1910.7+0917 from 2003 March 6 to 2009 April 15 (see Sect. 2). This permitted us to achieve an effective exposure time on the source of 4.8×10^4 ks and 2.7×10^3 ks for JEM-X and ISGRI respectively. All data, here and below, were analyzed with version 9.0 of the OSA software (Courvoisier et al. 2003).

The source was not detected in the JEM-X1 and JEM-X2 mosaics, and we derived an upper limit on the source X-ray flux by using the tool . From the JEM-X1 mosaic we derived a 3σ upper limit of 1.0×10^{-11} erg/cm^2/s, 5.8×10^{-12} erg/cm^2/s, and 9×10^{-13} erg/cm^2/s respectively in the energy bands 3−7 keV, 7−11 keV, and 11−19 keV. The corresponding 3σ upper limits derived from the JEM-X2 mosaic were 1.7×10^{-11} erg/cm^2/s, 1.2×10^{-11} erg/cm^2/s, and 1.8×10^{-11} erg/cm^2/s. These are compatible with the measured averaged ASCA flux reported in Sect. 1.

We produced an IBIS/ISGRI mosaic of the region around AX J1910.7+0917, using the energy band 17−80 keV to maximize the S/N. In this energy band AX J1910.7+0917 is detected with a significance of 5.8σ. A close view of the ISGRI mosaic is shown in Fig. 1. We checked that the best-fit position of the source obtained from the mosaic is compatible with both its ASCA and XMM-Newton refined position (see Sect. 2.1.2).

We derived a count rate of 0.09 ± 0.02 cts/s, corresponding to a flux of 0.31 ± 0.05 mCrab. This flux is higher than any contamination expected in the same energy band from the nearby supernova remnant (SNR, see Miceli et al. 2006, and Sect. 2.1.2).

We also performed a spectral analysis and extracted its lightcurve in the two energy bands 20−40 keV and 40−80 keV. The averaged IBIS/ISGRI spectrum of the source is shown in Fig. 5 and discussed in Sect. 2.1.2. We barycenter-correct the photon arrival times in the source lightcurves with the OSA9 tool . No evidence for a coherent periodicity could be found. This is also confirmed by the analysis of the data from Swift/BAT (Casalino, priv. comm.), which operates in a similar energy band to that of IBIS/ISGRI.

2.1.2. XMM-Newton

AX J1910.7+0917 was serendipitously1 observed in two XMM-Newton (Jansen et al. 2001) observations performed in 2004 April in the direction of the nearby SNR W49B (Miceli et al. 2006). We processed XMM-Newton observation data files (ODFs) to produce calibrated event lists using the and tasks (Science Analysis System, SAS, v.10.0) for the Epipn and the MOS cameras. The event files of the two observations were filtered to exclude high background time intervals follow-

---

1 AX J1910.7+0917 is named as 2XMM J191043.4+091629 in the XMM-Newton serendipitous source catalogue (Watson et al. 2009).
ing the recommendations of the SAS online analysis threads. We excluded from further analysis time intervals in observation 0084100401 (0084100501) during which the count-rate of the entire detector FOV in the 10–12 keV energy band was higher than 0.2 (0.15) cts/s for the Epic-MOS and 0.35 (0.4) for the Epic-pn. We also carefully checked that none of these rises in the total field count-rate was due to a flare from AX J1910.7+0917.

In both observations 0084100401 and 0084100501, the three Epic cameras were operated in full frame and the source AX J1910.7+0917 was located at the rim of their FOV. In the Epic-MOS1 AX J1910.7+0917 lied on the border between two CCDs, and thus we excluded these data from the analysis. The total effective exposure time is of 14.0 ks (18.1 ks) for the Epic-pn (Epic-MOS2) in the observation 0084100401 and 14.7 ks (18.0 ks) in the observation 0084100501. In order to maximize S/N, source lightcurves and spectra were extracted by using an elliptical region (see Fig. 2). As we discuss also below in more detail, the elongated shape of the source is due to the off-axis point spread function of the XMM-Newton telescope for sources close to the border of the FOV. Background lightcurves and spectra were extracted in the closest source-free region to AX J1910.7+0917. We checked that none of the results reported in this paper changed significantly by using different (reasonable) source and background extraction regions. We corrected all lightcurves for vignetting, bad pixels, point-spread-function (PSF) losses, and dead time with the SAS tool. All EPIC images and spectra were corrected for out of time events, according to the instructions provided by the SAS online analysis threads. Epic-pn and Epic-MOS spectra were rebinned before fitting so as to have at least 25 counts per bin and, at the same time, prevent oversampling the energy resolution by more than a factor of three. Given the relatively short exposure time and low X-ray flux of the source, we report below only results from the

<table>
<thead>
<tr>
<th>OBS ID</th>
<th>Instr</th>
<th>Date×</th>
<th>Exp× (ks)</th>
<th>(N_{\text{H}}) (10^{22} \text{ cm}^{-2})</th>
<th>(\Gamma)</th>
<th>(F_{\text{obs}}) (erg/cm²/s) (C-stat/d.o.f.)</th>
<th>(\chi^{2}_{\text{red}}/\text{d.o.f.})</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASCA</td>
<td>GIS2+GIS3</td>
<td>1993-04-24</td>
<td>95</td>
<td>4.8±0.5</td>
<td>1.4±0.5</td>
<td>8.2±0.5/5/0</td>
<td>0.4/53</td>
</tr>
<tr>
<td>130000004</td>
<td>GIS2</td>
<td>1993-05-03</td>
<td>2.3</td>
<td>4.8 (fixed) 1.4 (fixed)</td>
<td>&lt;4.2</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GIS3</td>
<td>1993-05-03</td>
<td>2.3</td>
<td>4.8 (fixed) 1.4 (fixed)</td>
<td>&lt;4.9</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>130000104</td>
<td>GIS2</td>
<td>1993-05-03</td>
<td>2.3</td>
<td>4.8 (fixed) 1.4 (fixed)</td>
<td>&lt;1.1</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GIS3</td>
<td>1993-05-03</td>
<td>2.3</td>
<td>4.8 (fixed) 1.4 (fixed)</td>
<td>&lt;1.6</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>130000304</td>
<td>GIS3</td>
<td>1993-05-03</td>
<td>1.4</td>
<td>4.8 (fixed) 1.4 (fixed)</td>
<td>&lt;2.1</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GIS3</td>
<td>1993-05-03</td>
<td>1.4</td>
<td>4.8 (fixed) 1.4 (fixed)</td>
<td>&lt;3.1</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>500050104</td>
<td>GIS2</td>
<td>1993-10-16</td>
<td>12</td>
<td>4.8 (fixed) 1.4 (fixed)</td>
<td>&lt;0.6</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GIS3</td>
<td>1993-10-16</td>
<td>12</td>
<td>4.8 (fixed) 1.4 (fixed)</td>
<td>&lt;0.6</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>500050204</td>
<td>GIS2</td>
<td>1993-10-17</td>
<td>20</td>
<td>4.8 (fixed) 1.4 (fixed)</td>
<td>&lt;1.1</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GIS3</td>
<td>1993-10-17</td>
<td>20</td>
<td>4.8 (fixed) 1.4 (fixed)</td>
<td>&lt;1.4</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>10020000</td>
<td>GIS2+GIS3</td>
<td>1993-11-03</td>
<td>26</td>
<td>6.3±0.6</td>
<td>2.3±0.5</td>
<td>4.9±0.3/3/6 (146.1/157)</td>
<td></td>
</tr>
<tr>
<td>100200104</td>
<td>GIS2</td>
<td>1993-11-03</td>
<td>19</td>
<td>4.8 (fixed) 1.4 (fixed)</td>
<td>&lt;2.1</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GIS3</td>
<td>1993-11-03</td>
<td>19</td>
<td>4.8 (fixed) 1.4 (fixed)</td>
<td>&lt;2.3</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>57005050</td>
<td>GIS2+GIS3</td>
<td>1999-04-27</td>
<td>23</td>
<td>5.0±0.4</td>
<td>1.6±0.8</td>
<td>2.5±0.2/2/2 (70.7/59)</td>
<td></td>
</tr>
<tr>
<td><strong>XMM-Newton</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0084100401</td>
<td>Epic-pn</td>
<td>2004-04-03</td>
<td>14.0</td>
<td>6.3±0.5</td>
<td>1.4±0.1</td>
<td>17.1±1.0/1/1 (71.1/59)</td>
<td></td>
</tr>
<tr>
<td>0084100501</td>
<td>Epic-pn</td>
<td>2004-05-04</td>
<td>14.7</td>
<td>5.0±0.3</td>
<td>1.28±0.08</td>
<td>24.3±1.2/2/2 (70.7/168)</td>
<td></td>
</tr>
<tr>
<td><strong>Chandra</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9615</td>
<td>ACIS-S</td>
<td>2008-05-31</td>
<td>1.7</td>
<td>–</td>
<td>–</td>
<td>&lt;0.4</td>
<td></td>
</tr>
</tbody>
</table>

Notes. (×) Format is YYYY-MM-DD. (×) Exp indicates the total exposure time of each observation; (×) observed flux in the 1–10 keV energy band in units of 10^{-12}; (×) 90% c.l. upper limit; (×) this fit includes also a Gaussian line at ∼6.4 keV, see text for details; (×) 68% c.l. upper limit.
AX J1910.7+0917 OBS.0084100401 (Epic−PN)

**Fig. 3.** XMM-Newton Epic-pn background-subtracted lightcurves of AX J1910.7+0917 extracted in the two energy bands 0.5–3 keV and 3–12 keV for the two observations 0084100401 (top) and 0084100501 (bottom). The hardness ratio is reported in the bottom panel of each figure. The time bin is 200 s.

Epic-pn analysis and checked that the Epic-MOS2 data would give compatible results in all cases.

In Fig. 3 we report the Epic-pn lightcurves of the source in the 0.5–3 keV and 3–12.0 keV energy bands, extracted from the two XMM-Newton observations. The hardness ratio, defined as the ratio of the count rate in the hard (3–12 keV) to soft (0.5–3 keV) energy band versus time, is also shown. A pronounced variability on timescales of hundreds of seconds is clearly visible from these lightcurves, but only marginal variations in the hardness ratio were measured (the most prominent feature is the increase of a factor ~2 at the beginning of observation 0084100501, see Fig. 3). From the 0.5–12 keV Epic-pn lightcurves in observation 0084100401 (0084100501) we estimated a minimum source count rate of 0.25 ± 0.03 (0.6 ± 0.2) cts/s and a maximum source count rate of 5.6 ± 0.5 (6.2 ± 0.5) cts/s.

In order to search for spectral variations with the source intensity, we extracted from observation 0084100401 two XMM-Newton spectra by selecting time intervals in which the source count-rate in the 0.3–12 keV energy band was <2 and >2 cts/s. The first spectrum (effective exposure time 12 ks) could be reasonably well described ($\chi^2_{\text{red}}$/d.o.f. = 1.2/125) by using an absorbed power-law (PL) model with $N_H = (6.3^{+0.6}_{-0.5}) \times 10^{22}$ cm$^{-2}$ and $\Gamma = 1.4^{+0.2}_{-0.1}$. The estimated 1–10 keV X-ray flux was $1.3 \times 10^{-11}$ erg/cm$^2$/s. Alternatively, this spectrum could be well described ($\chi^2_{\text{red}}$/d.o.f. = 1.0/125) by using a blackbody (BB) model with a temperature of $kT_{\text{BB}} = (1.78 \pm 0.08)$ keV and a radius of $R_{\text{BB}} = 0.42 \pm 0.03$ km (for an assumed distance of 10 kpc). The spectrum extracted at higher count-rates (effective exposure time 2 ks) could be reasonably well fitted by using the same models discussed above. This gave $N_H = (6.2^{+0.8}_{-0.9}) \times 10^{22}$ cm$^{-2}$, and $\Gamma = 1.3 \pm 0.2$ for the PL model and $N_H = (3.2 \pm 0.5) \times 10^{22}$ cm$^{-2}$, $kT_{\text{BB}} = (2.0 \pm 0.2)$ keV, and $R_{\text{BB}} = 0.60 \pm 0.07$ km for the BB model. In this case the estimated flux is 3.8 \times 10^{-11} erg/cm^2/s (1–10 keV). This analysis did not reveal any significant change in the spectral parameters between the higher and lower count-rate spectra. We thus also extracted the average spectrum of this observation (see Fig. 4). This could be well fitted with an absorbed PL model, the parameters of the fit are reported in Table 1. A similar good fit ($\chi^2_{\text{red}}$/d.o.f. = 0.9/147) could also be obtained by using a BB model ($kT_{\text{BB}} = (1.85 \pm 0.07)$ keV, $R_{\text{BB}} = 0.45 \pm 0.03$ km, $N_H = (3.3 \pm 0.3) \times 10^{22}$ cm$^{-2}$).

We carried out a similar analysis for the observation 0084100501. The rate-resolved spectra were extracted during the time intervals in which the source count-rates were >2 and <2 cts/s (0.5–12 keV). We fitted both spectra with an absorbed power-law model and noticed that the residuals from these fits indicated the presence of an iron line at ~6.4 keV (see Fig. 4). We therefore added a Gaussian line to the spectral model used for the fit. The spectrum extracted at higher count rates (effective exposure time 4.4 ks) gave ($\chi^2_{\text{red}}$/d.o.f. = 1.1/134) a power-law photon index of $\Gamma = 1.3 \pm 0.1$, an absorption column density of $N_H = (5.3 \pm 0.4) \times 10^{22}$ cm$^{-2}$, an energy for the iron line centroid of $E_{\text{line}} = 6.45 \pm 0.06$ keV and an equivalent width of $EW = 0.06^{+0.04}_{-0.05}$ keV (errors on the EWS are given at 68% c.l. throughout the paper). The normalization of the line was $(3.8 \pm 2.4) \times 10^{-5}$, only yielding an indication of the presence of the line. For this spectrum we fitted both the PL model and noticed that the residuals from these fits indicated the presence of an iron line at ~6.4 keV (see Fig. 4). We therefore added a Gaussian line to the spectral model used for the fit. The spectrum extracted at higher count rates (effective exposure time 10.3 ks) gave $\Gamma = 1.4 \pm 0.1$, $N_H = (4.6 \pm 0.4) \times 10^{22}$ cm$^{-2}$, $E_{\text{line}} = 6.42 \pm 0.03$ keV, $EW = 0.14 \pm 0.06$ keV ($\chi^2_{\text{red}}$/d.o.f. = 1.0/132), and a flux of $(1.7^{+0.3}_{-0.4}) \times 10^{-11}$ erg/cm$^2$/s (1–10 keV). The normalization of the line in this case was $(3.3 \pm 1.1) \times 10^{-5}$, thus indicating a detection significance >3.σ. By using an absorbed BB instead of the PL component to fit the lower count-rate spectrum in the observation 0084100501 would give $N_H = (2.2 \pm 0.2) \times 10^{22}$ cm$^{-2}$, $kT_{\text{BB}} = 1.77 \pm 0.08$ keV, and $R_{\text{BB}} = 0.44 \pm 0.03$ km. We also extracted the source spectrum by using the total exposure time of the observation 0084100501. This spectrum is shown in Fig. 4 and the best-fit parameters obtained with an absorbed PL model plus a Gaussian line are reported in Table 1. In this case we found $E_{\text{line}} = 6.44 \pm 0.03$ keV and an $EW = 0.09 \pm 0.03$ keV. The normalization of the line was $(3.4 \pm 1.0) \times 10^{-5}$. By using a BB component instead of the PL for this spectrum we would give $N_H = (2.4 \pm 0.2) \times 10^{22}$ cm$^{-2}$, $kT_{\text{BB}} = 1.85 \pm 0.06$ keV, $R_{\text{BB}} = 0.51 \pm 0.03$ km, $\chi^2_{\text{red}} = 1.0/168$ and parameters for the iron line fully in agreement (within the errors) with those reported above.
In order to compare the results found for the two XMM-Newton observations of AX J1910.7+0917, we added an iron line with a centroid energy fixed at 6.4 keV to the spectrum extracted by using the total exposure time of observation 0084100401 and determined the 90% c.l. upper limit on its normalization at $1.5 \times 10^{-5}$. This value is lower than the one measured in observation 0084100501, but still compatible with that expected due to the lower flux ($\sim 40\%$) of the source in the observation 0084100401. We thus conclude that it is not possible to infer unambiguously from the present data a variation of the iron line parameters between the two observations. Even though no simultaneous XMM-Newton and INTEGRAL observation were available, we tried a fit to the combined averaged ISGRI spectrum and the Epic-pn averaged spectrum of the observation 0084100501. This spectrum could be well described with an absorbed power-law model, and we introduced a normalization constant to take into account both the intercalibration between the Epic-pn and ISGRI instruments and the variability of the source. The values of the absorption column density and power-law photon index were found to be fully consistent with those of the averaged Epic-pn spectrum, but the normalization constant turned out to be $0.04 \pm 0.02$ (this value would be $0.06 \pm 0.03$ if the same fit were performed by using the XMM-Newton spectrum of the observation 0084100401). The relatively low value of the normalization constant between the two instruments indicates that on average the X-ray flux of the source is much lower than that measured during the XMM-Newton observations. This is consistent with the results reported in Table 1. The unfolded Epic-pn+ISGRI spectrum is shown in Fig. 5.

Finally, we also extracted for both XMM-Newton observations a spatially resolved X-ray spectrum by selecting different regions centered on the source in order to search for spectral shape variations and investigate a possible extended nature of the source. We did not find any evidence for a significant change in the spectral parameters, and concluded that the elongated shape of the source is most likely caused by distortion of the instrument PSF for sources close to the border of the FOV (see also above). Because of this problem, the determination of an improved source position requires some caution. We used the automatic XMM-Newton source-detection task (with manually fine-tuned parameters), to have an estimate of the source position and error in the two XMM-Newton observations for both the Epic-pn and Epic-MOS2 cameras. In the observation 0084100401, the two best-determined positions are (i) $\alpha_{J2000} = 19^{h}10^{m}43^{s}42.7$, $\delta_{J2000} = 09^\circ16'29''3$, and (ii) $\alpha_{J2000} = 19^{h}10^{m}43^{s}37.2$, $\delta_{J2000} = 09^\circ16'29''3$, for the Epic-pn and the Epic-MOS2, respectively. The corresponding positions obtained in the observation 0084100501 were (i) $\alpha_{J2000} = 19^{h}10^{m}43^{s}44.1$, $\delta_{J2000} = 09^\circ16'30''7$ and (ii) $\alpha_{J2000} = 19^{h}10^{m}43^{s}39.2$, $\delta_{J2000} = 09^\circ16'30''0$. According to the latest calibration document available, the relative astrometry among all EPIC cameras is estimated to be better than $1^\prime$, and the absolute astrometric accuracy of any source in the XMM-Newton FOV is of $\sim 2^\prime$. Only for faint MOS sources near the detection limit this error can be as large as $4^\prime$ (90% c.l.). In the present case all results on the positions we obtained are consistent within $1^\prime$.5 as expected. Given the position of AX J1910.7+0917 at the very rim of the XMM-Newton detector, we assume in the following as the best determined position of the source: $\alpha_{J2000} = 19^{h}10^{m}43^{s}39.2$, $\delta_{J2000} = 09^\circ16'30''0$ (J2000), with a conservative associated error of $2^\prime$ (90% c.l.). In Sect. 2.1.5 we use this result to search for possible counterparts to AX J1910.7+0917.
A Fourier analysis of the XMM-Newton data of AX J1910.7+0917 did not reveal any indication for a possible coherent periodicity.

2.1.3. ASCA

AX J1910.7+0917 was serendipitously observed in several ASCA (Tanaka et al. 1994) observations performed in 1993 and 1999. A log of these observations is provided in Table 1. We used data from the two gas-imaging spectrometers (GIS2 and GIS3, Ohashi et al. 1996; Makishima et al. 1996) and applied standard screening criteria. We extracted the source light curves and spectra from a circular region of 2″ radius. A larger extraction region could not be used because of the emission from the nearby SNR (see also Sect. 2.1.2). For the background, we used a similar extraction region, located in the same part of the FOV as the source events, as described in the ASCA ABC guide. Note that AX J1910.7+0917 is located well within the Galactic disk and thus we could not use the ASCA blank-sky observations (see p. 80 of the ASCA ABC guide). We used the latest available GIS2 and GIS3 instrument response files (gis2v4_0.rmf and gis3v4_0.rmf) and generated for each observation the corresponding ancillary file with the tool

Only in observation 50 005 000 was the statistics sufficiently high to rebinned the spectrum to have at least 20 photons per bin and perform a minimum $\chi^2$ fitting. In all observations where the source was detected but the statistics was relatively poor, the C-statistics was used for the fits. We also determined a 90% c.l. upper limit on the source X-ray flux in all the observations in which AX J1910.7+0917 was not detected. In these cases, we obtained a source and background spectrum by using the same extraction regions adopted in the other observations, and fitted them with an absorbed PL model. The absorption column density and PL photon index were fixed to those of observation 50 005 000, and the 90% c.l. error on the model normalization was used to obtain an upper limit on the flux (1–10 keV energy band). All these results are reported in Table 1. Given the low S/N of the ASCA observations of AX J1910.7+0917, we did not investigate possible timing features in these data.

2.1.4. Chandra

A research in the data archive revealed that AX J1910.7+0917 was also twice observed by the ACIS telescope on-board Chandra (Garmire et al. 2003). The first of these observations (ID. 117) was performed in July 8 and lasted for 54 ks. AX J1910.7+0917 was serendipitously observed in the ACIS-I2 chip, but not detected. Unfortunately, the analysis of this observation revealed the presence of a large number of poorly illuminated columns on the ACIS-I2 chip (most likely a read-out problem), and therefore we did not consider this observation in our subsequent analysis. In the second observation (ID. 9615), performed on 2008 May 31 and lasting 1.65 ks, AX J1910.7+0917 was observed in the FOV of the ACIS-S3 chip, but not detected. We derived from these data an upper limit on the source X-ray flux by using both the task package (v.4.2) and by building a fluxed image of the ACIS-S3 chip. The first method allowed us to derive a 68% c.l. upper limit on the source count rate of 0.012 cts/s (0.5–7 keV), which corresponds to a 1–10 keV X-ray flux of $4 \times 10^{-13}$ erg/cm$^2$/s (we used the online tool and assumed a PL model with $\Gamma = 1.4$ and $N_H = 4.8 \times 10^{22}$ cm$^{-2}$ to be consistent with the other upper limits derived, see Sect. 2.1.3). The second method permits us to directly calculate the energy flux in units of erg/cm$^2$/s for each event in the selected Chandra chip, taking into account the quantum efficiency and effective area as well. With this method we estimated a 3σ upper limit on the source X-ray flux of $5.4 \times 10^{-13}$ erg/cm$^2$/s (0.5–7 keV) energy band, compatible with the limit derived with the first method.

2.1.5. Counterparts of AX J1910.7+0917

We used the improved source position found from the XMM-Newton data to search for an infrared and/or optical counterpart to AX J1910.7+0917. In Fig. 6 we show the XMM-Newton FOV around AX J1910.7+0917, and the corresponding 2MASS image (Skrutskie et al. 2006). The four determined positions in the XMM-Newton observations (green circles) and the best adopted source position (red circle, error 2″ at 90% c.l.) are also shown. We found only one likely counterpart, 2MASS J19104360+0916291, which partly lies within the XMM-Newton error circle and has $H = 13.000 \pm 0.022$, and $K = 11.808 \pm 0.023$. No cataloged optical counterparts were found within the XMM-Newton error circle. The closest object in the USNO-B1.0 catalog is shown in the figure but because of the relatively large separation from AX J1910.7+0917, it is very unlikely that it is associated with AX J1910.7+0917. We note that the lack of a clear optical counterpart is compatible with the high absorption in the direction of the source measured from the XMM-Newton observations (see Sect. 2.1.2). We also queried the FIRST Survey and the NVSS catalogs in search for a radio counterpart, but did not find any obvious candidate.

Fig. 6. XMM-Newton (left) and infrared (2MASS, J band, right) image of the region around AX J1910.7+0917. We show the error circles (green) associated with the determined positions in the 2 XMM-Newton observations for the Epic-pn and Epic-MOS2 cameras, and the best adopted source position (red circle, error 2″ at 90% c.l.). We also show in blue the previously determined ASCA position (only slightly outside the XMM-Newton error circle) and the closest 2MASS and USNO-B1.0 counterparts discussed in Sect. 2.1.5 (see the electronic version of the paper for the colored picture).
To investigate the nature of the possible IR counterpart found above for AX J1910.7+0917 in more detail, we applied the analysis described in Negueruela & Schurch (2007) to the objects in the FOV of 2MASS J19104360+0916291. For each star represented in Fig. 7 we used 2MASS photometric data to obtain the values of their $J$, $H$, and $K$. Then, we calculated the quantity $Q = (J - H) - 1.70(H - K)$ for each object (here $K_s = K$) and plotted these values as a function of $K_s$ in the bottom panel of Fig. 7. According to Negueruela & Schurch (2007), the objects characterized by $K_s \leq 11$ and $Q \leq 0.2$ are promising supergiant candidates. Even though this method does not provide a secure classification, it suggests that the nature of the source 2MASS J19104360+0916291 (red square in Fig. 7) would be compatible with being a supergiant star. We discuss this aspect further in Sect. 4.

3. New INTEGRAL sources

In the IBIS/ISGRI FOV around AX J1910.7+0917, we found three new sources that had previously remained undetected. These appeared to be the only excesses found independently both in the OSA9.0 mosaic and the mosaic obtained with the software (Segreto et al. 2008, 2010). A summary of the properties of the sources is given in Table 2. There we report the best values of the detection significance, source position, and the associated errors. The sources were named according to the standard INTEGRAL convention. A mosaic containing all the new sources is shown in Fig. 1.

We report in Table 2 only a first-order approximation for the values of IGR J19149+1036 because it is relatively close (±20 arcmin) to the brighter object GRS 1915+105 and a precise determination of the degree of contamination would require a much more detailed analysis. We note, though, that the inferred source position is coincident with the Einstein source 2E 1912.5+1031. For IGR J19173+0747 and IGR J19294+1327, we performed a spectral analysis. For IGR J19173+0747, the ISGRI spectrum was well described by a power-law model with $\Gamma = 3.3^{+0.9}_{-0.7}$ (d.o.f. = 0.3/5) and flux of $F_{20-40\ keV} = 5.6 \times 10^{-12}\ erg/cm^2/s$. A similar analysis for IGR J19294+1327 gave $\Gamma = 2.6^{+0.8}_{-0.7}$, $F_{20-40\ keV} = 6.5 \times 10^{-12}\ erg/cm^2/s$ and $\chi^2_{red} = 0.4/4$.

3.1. Swift/XRT follow-up of the newly discovered sources

Following the discovery of the three new sources reported in the previous section, we asked for follow-up observations (PI L. Stella) in the soft X-ray domain with Swift/XRT (0.3–10 keV; Gehrels et al. 2004). At the time of writing, only the follow-up observations in the direction of IGR J19173+0747 and IGR J19294+1327 were carried out. In order to search for the X-ray counterpart of these two sources, we used the best-determined positions and errors in Table 2. We processed all the Swift/XRT data with the and the latest calibration files available (caldb v.20091130). All observations were performed in photon-counting mode (PC). Filtering and screening criteria were applied by using Heasoft v.6.9. We extracted source and background light curves and spectra by selecting event grades of 0–12 for the PC mode, and created the exposure maps for each observation through the task. We rebinned each spectrum where possible to have at least 20 photons per bin and used the latest spectral redistribution matrices available in the calibration database (v.011). Ancillary response files, accounting for different extraction regions, vignetting and PSF corrections, were generated with the task. For each of the two sources, we determined an improved source position by using the task.

3.1.1. IGR J19173+0747

IGR J19173+0747 was observed by Swift/XRT starting on 2010 February 22 at 08:07:00, for a total exposure time of 6 ks. An image of the source is shown in Fig. 8. Inside the INTEGRAL error circle there is only one soft X-ray source.
3.1.2. IGR J19294+1327

IGR J19294+1327 was observed by Swift/XRT twice, on 2010 February 22 beginning at 23:59:01 and on 2010 February 26 beginning at 10:16:01. The total exposure time was 7.4 ks. In the Swift/XRT FOV only one very faint X-ray source is visible within the ISGRI error circle (S/N = 3.7, see Fig. 8). Given the relatively low S/N ratio, other observations are needed to confirm this detection. Assuming that this is the real counterpart of the INTEGRAL source, we estimated its best position at \( \alpha_{2000} = 19^h29^m29^s80 \) and \( \delta_{2000} = 13^\circ27'^05''44 \) (associated error of 5.0 arcsec). The estimated source count rate was \((4.0 \pm 1.1) \times 10^{-3} \text{ cts/s}\), corresponding to an X-ray flux of \( 3 \times 10^{-15} \text{ erg/cm}^2/\text{s} \) (0.3–10 keV, we assumed \( N_H = 7.1 \times 10^{21} \text{ cm}^{-2} \), and \( \Gamma = 1.5 \)).

This low flux, compared to that measured in the 20–40 keV band, suggests that either the source is intrinsically very faint in the 0.3–10 keV range, or that it is a strongly variable source. Within the Swift/XRT error circle we found the two possible NIR counterparts 2MASS J19292976+1327087 (\( J = 16.075 \pm 0.143 \), \( H = 15.187 \pm 0.150 \), \( K = 14.761 \pm 0.133 \)) and 2MASS J19293011+1327056 (\( J = 16.018 \pm 0.137 \), \( H = 14.725 \pm 0.119 \), \( K = 13.803 \pm 0.101 \)). No catalogued optical or radio counterpart was found at these positions.

4. Discussion and conclusions

We reported on the analysis of all available X-ray observations carried out with INTEGRAL, XMM-Newton, Chandra, and ASCA that included AX J1910.7+0917 in the instruments’ FOVs. The information we could extract from these data showed that in the soft X-ray energy band (0.5–10 keV) the source is clearly variable. The highest dynamic range in the X-ray flux we could investigate with all available observations and instruments is \( \geq 60 \) (see Table 1). The highest flux was recorded during the XMM-Newton observations, which also provided an improved source position and the first detailed characterization of the spectrum of the source. In the XMM-Newton data, AX J1910.7+0917 appeared to be variable on a relatively short timescale (hundreds of seconds) and the 0.5–10 keV X-ray spectrum could be well fitted with an absorbed power-law model. In the second available XMM-Newton observation, we also found that an iron line was required to fit the spectrum of the source. The centroid of the line is at \( \sim 6.4 \text{ keV} \), consistent with fluorescence origin from cold iron (likely due to iron material in a ionization state not higher than Fe XX). The absorption column density measured in the different X-ray observations showed only minor changes and remained always much higher than that expected in the direction of the source \((1.5 \times 10^{25} \text{ cm}^{-2})\). The power-law photon index was constant (to within the errors) in all data we analyzed. In the hard X-ray energy band (17–80 keV) the source was characterized by a mean X-ray flux of a few \( 10^{-12} \text{ erg/cm}^2/\text{s} \). No evidence was found in the XMM-Newton and INTEGRAL data for a coherent periodicity that could be associated with the spin period of a neutron star hosted in this system or an orbital period. The improved X-ray position obtained thanks to the XMM-Newton observations also allowed us to search for possible counterparts in different energy bands (optical, infrared, radio).

In Sect. 2.1.5 we suggested a possible association between AX J1910.7+0917 and the object 2MASS J19104360+0916291, which is the closest classified object to the XMM-Newton position. No obvious counterpart in the optical and radio band could be identified.

The available X-ray data on AX J1910.7+0917 do not allow for an unambiguous classification of this source. Its position, relatively close to the Galactic plane, favors the...
hypothesis of a Galactic source, and we discuss below a few different possibilities. A relevant feature for investigating the nature of AX J1910.7+0917 is the iron line visible in the XMM-Newton observations. The width and the centroid of the line are compatible with a fluorescence origin and thus suggest that AX J1910.7+0917 is likely part of a binary system. Similar iron lines are indeed unlikely to appear in the X-ray spectra of isolated compact objects and magnetars (see, e.g. Mergeretti 2008). The apparent lack of intrinsic broadening would also argue against AX J1910.7+0917 being a low-mass X-ray binary (Bhattacharyya & Strohmayer 2007, and references therein). Among the different subclasses of cataclysmic variables (for a review see Warner 1995, and references therein), polar stars are hardly detected in the ISGRI energy band. Furthermore, for these systems a variability in flux of order ~60 is uncommon. Similar arguments apply to the intermediate polars case. These sources sometimes display emission above 20 keV, but they are known to be generally persistent objects in the soft energy band (0.5–10 keV). We also suggest that the X-ray properties of AX J1910.7+0917 are not compatible with those of no- vae sources (Warner 1995). A more likely possibility is that AX J1910.7+0917 is a new member of the high-mass X-ray binaries (HMXB) discovered by INTEGRAL. According to this interpretation, the iron line observed in the XMM-Newton spectrum could originate from irradiation of cold iron in the wind of a massive companion. The analysis conducted in Sect. 2.1.5 on the nature of the possible IR counterpart to AX J1910.7+0917 and the low Galactic latitude of the source would also support this interpretation. However, the association of AX J1910.7+0917 with the class of the HMXBs would still face some difficulties. Among the different subclasses of HMXBs observed by INTEGRAL, neither the classical supergiants (see e.g., Walter et al. 2006) nor the SFXT (Sguera et al. 2005) have a behavior fully compatible with that of AX J1910.7+0917. On the one hand, the variability in the X-ray flux reported in Table 1 for the different observations available clearly shows that AX J1910.7+0917 is not a persistent source as expected for the classical supergiant HMXBs. On the other hand, the non detection in the ISGRI data of some bright and short flares typical of the SFXT sources argues against this interpretation. Another possibility is that AX J1910.7+0917 is a Be X-ray binary, and the XMM-Newton observation luckilly caught the source during an outburst. According to this interpretation we would expect a somewhat higher flux during this period in the INTEGRAL observations of AX J1910.7+0917. We checked that no simultaneous INTEGRAL and XMM-Newton observations were available, and in the closest ISGRI data (obtained about 7 days before and after the XMM-Newton observations) AX J1910.7+0917 was detected with a count rate compatible with the average one. We concluded that if the high flux measured in the XMM-Newton data corresponded to an outburst, then this should have lasted less than 10 days. This could still be compatible with the durations of the outbursts observed from Be systems. Extrapolating the XMM-Newton spectrum in the ISGRI energy band (17–80 keV), we estimated that a similar bright event should correspond to an ISGRI count rate of 1.5–2 cts/s. We searched for similar events in all available ISGRI data by using a 5-day binned lightcurve and found no evidence for such bursts. During the 2200 days spanned by the ISGRI data the source was effectively monitored for approximately 415 days, this suggests that AX J1910.7+0917 should spend <80% of the time in the bright X-ray state observed by XMM-Newton. Additional pointed observations in X-rays with XMM-Newton and Chandra, as well as follow-up observations in different energy bands, are required in order to firmly establish the nature of AX J1910.7+0917.

Besides carrying out a detailed study of AX J1910.7+0917 in X-rays, we also report the discovery of three new hard X-ray sources in the IBIS/ISGRI FOV around AX J1910.7+0917. These sources were independently detected with the OARev9.0 and the INTEGRAL software (Segreto, priv. comm.) and are the only excesses appearing in both the mosaics extracted around AX J1910.7+0917 with the two software packages. As we showed in Sect. 3, a detailed study of 2E1912.5+1031 could not be carried out because of the likely contamination in the INTEGRAL data by the bright source GRS 1915-105 and the lack of proper follow-up with Swift. A more refined analysis of this source will be reported elsewhere. For the two new INTEGRAL sources IGR J19173+0747 and IGR J19294+1327, we identified a counterpart in the soft X-ray energy band (0.3–10 keV) thanks to dedicated Swift observations (see Sect. 3), and searched for possible cataloged optical and infrared counterparts. However, owing to the relative faintness of the sources in the hard X-ray band (<10^{31} erg/cm^2/s in the 17–80 keV band) and the short exposure time of the Swift/XRT observations, a clear classification of the two sources is still premature, and other observations are required in order to determine their nature.
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9.3 IR Classification Scheme

\textit{INTEGRAL} has a limited resolution for source localization and the error circle usually contain many stars. We define a reddening-free quantity \( Q = (J - H) - 1.7(H - K_s) \). The intrinsic colors of early and late-type stars will lie clearly separated in a \( Q \) vs \( K_s \) diagram (Negueruela & Schurch 2007). For early-type Be or supergiants, several factors can affect their intrinsic colors, such as, variations in the extinction law and infrared excesses. Therefore searched the error circle of \textit{INTEGRAL} for sources with the following criteria:

- \( K_s < 11 \) and \( Q < 0.2 \), for a possible OB supergiants.
- \( K_s < 12 \) and \( Q < 0 \) for a possible Be stars.

Figure 9.1 shows all the stars detected in the field in the \( Q \) vs \( K_s \) diagram. Three possible counterparts are detected. In addition, we rejected stars whose USNO B1 colors (B-V) were incompatible with a reddened OB star. As a reference, the standard reddening law implies \( E(B - R) = 3.4E(J - K) \) and so an OB star should have \( (B - R) > 3 \) to be acceptable. Only one counterpart is revealed, 2MASS J19104360+0916291. The latter is a supergiant star with a position coinciding with the X-ray source detected by \textit{XMM – Newton}. 

Figure 9.1: An plot of an IR Q values against \( K_s \) magnitude (left) and the field around the position of AX J1910.7 + 0917 (right).
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Scientist on duty and INTEGRAL operations

10.1 ISDC Shift team

A large fraction of the sources detected by INTEGRAL are X-ray binary systems. X-ray binaries are known to be highly variable. The scientist on duty is responsible for checking on a daily basis, sky images and light-curve of prominent sources. In addition, at the end of each revolution, similar tasks are performed on the mosaic images of the observed region. In the case of a new source or change of the state of a known source an Astronomer Telegram (ATel) is released. During my thesis I led the following ATels:

10.2 ATel on INTEGRAL hard X-ray detection of HMXB GX 304-1 and H 1417-624

ATel #1613; A. Manousakis, V. Beckmann (ISDC, Switzerland), V. Bianchin (INAF/IASF-Bologna), S. Brandt, J. Chenevez (DTU/NSI, Denmark), W. Hermsen (SRON & UvA, The Netherlands), A. von Kienlin (MPE, Germany), R. Krivonos (IKI, Moscow & MPA, Garching), M. Mas-Hesse (LAEFF, Madrid), A. Parmar (ESA/ESTEC, The Netherlands), V. Reglero (GACE, Valencia) on 10 Jul 2008; 18:19 UT Distributed as an Instant Email Notice Request For Observations

Subjects: X-ray, Request for Observations, Binary, Neutron Star, Transient, Pulsar

Referred to by ATel #: 2275, 2276, 2297, 3309, 3624

We report on the first detection of the Be star HMXBs GX 304-1 and H 1417-624 above 20 keV with the IBIS/ISGRI X-ray imager on board INTEGRAL. From 2008-06-24 to 2008-07-09, INTEGRAL performed monitoring observations of the Galactic plane around l=305 degrees for a total exposure time of 352 ksec.

GX 304-1 was detected in all spacecraft revolutions, and shows brightening with time. H 1417-624 was detected only in revolution 699 and 700 (2008-07-04 to 2008-07-09). The spectrum of this HMXB can be fitted either by a black body or by a simple power law. We see indication for softening of the 18-60 keV spectrum as the source brightens, with a power
10.3 ATel on INTEGRAL observations of U Sco

law with photon index $2.3 \pm 0.3$ and $3.1 \pm 0.5$ for revolution 699 and 700, respectively. Both sources were also detected by JEM-X below 10 keV.

The evolution over the last revolutions is as follows (fluxes in mCrab in 20-40 keV, upper limits are 3 sigma values):

<table>
<thead>
<tr>
<th>revolution</th>
<th>exposure [ksec]</th>
<th>GX 304-1 flux</th>
<th>H 1417-624 flux</th>
</tr>
</thead>
<tbody>
<tr>
<td>695</td>
<td>54.5</td>
<td>3.1$\pm$0.6</td>
<td>&lt; 2.3</td>
</tr>
<tr>
<td>696</td>
<td>66.5</td>
<td>5.0$\pm$0.6</td>
<td>&lt; 3.1</td>
</tr>
<tr>
<td>698</td>
<td>73.1</td>
<td>3.8$\pm$0.7</td>
<td>&lt; 3.8</td>
</tr>
<tr>
<td>699</td>
<td>78.7</td>
<td>5.0$\pm$0.6</td>
<td>7.8$\pm$0.7</td>
</tr>
<tr>
<td>700</td>
<td>79.2</td>
<td>6.9$\pm$0.6</td>
<td>11.3$\pm$1.3</td>
</tr>
</tbody>
</table>

INTEGRAL will continue to monitor these sources until 2008-07-23.

10.3 ATel on INTEGRAL observations of U Sco

ATel #2412; A. Manousakis (ISDC/Unige), M. Revnivtsev (IKI, Excellence Cluster Universe), R. Krivonos (MPA, IKI), E. Bozzo (ISDC/Unige) on 2 Feb 2010; 13:20 UT Distributed as an Instant Email Notice Novae

Subjects: Optical, X-ray, Gamma Ray, Nova

The recurrent Nova U Sco was discovered in outburst on 28 January 2010[1]. From 2010-01-28 17:01:43 to 2010-01-29 05:10:01 (exposure time 45 ks), INTEGRAL was observing the field around Sco X-1 (PI M. Revnivtsev), and U Sco was inside the IBIS/ISGRI and JEMX-2 fields of view.

The source was not detected by INTEGRAL X and gamma-ray instruments. We derived an 2 sigma upper limits on the source X-ray flux: 4 mCrab in the 20-40 keV energy band, 5 mCrab in the 40-80 keV energy band, 10 mCrab in 3-10 keV energy band.

Faintness of the source in X-ray energy band broadly resembles its behavior during outburst in 1999, and it likely caused by absence of enough amount of interstellar material, which can be shocked by outflowing shell to produce hot X-ray emitting plasma. Supersoft X-ray emission at energies lower than 0.5-0.7 keV, which might be expected from this source at later stages of the outburst can not be detected by INTEGRAL.

U Sco was instead detected by the Optical Monitor on-board INTEGRAL. The visual (V-band) magnitude of the source was $V=8.76 \pm 0.01$ on 2010-01-28 23:31 UTC. This result is in a good agreement with AAVSO announcement (see link above).

10.4 ATel on INTEGRAL observations of XTEJ1752-223


\[1\] http://www.aavso.org/publications/alerts/alert415.shtml
The latest RXTE observations of XTEJ1752-223 detected this source in an intermediate state, and suggested that a spectral transition from the soft to the hard state was most likely taking place (Atel #2518). Following this announcement, we analyzed the INTEGRAL data of the latest revolutions in the direction of the source. In the period preceding the suspected spectral change, XTEJ1752-223 was inside the IBIS/ISGRI field of view from 2010-03-25 13:17 to 2010-03-27 02:08 (UTC). The source was detected at 6 sigma level in the 20-40 keV ISGRI mosaic (effective exposure time 21 ks), and the corresponding X-ray flux was of $7 \times 10^{-11}$ erg cm$^{-2}$ s$^{-1}$. The ISGRI spectrum could be only poorly characterized and was compatible with a power-law of photon index $3 \pm 1$. XTEJ1752-223 was again in the FOV of ISGRI after the announced spectral transition from 2010-03-27 at 10:03 to 2010-03-30 at 02:08 (UTC). The source was detected at 21 sigma in the 20-40 keV ISGRI mosaic, and the corresponding X-ray flux was $2.8 \times 10^{-10}$ erg cm$^{-2}$ s$^{-1}$ (effective exposure time 36 ks). The ISGRI spectrum could be described by a power law with a photon index of $2.8 \pm 0.3$ above 23 keV. Further observations of the source took place from 2010-03-30 09:52 to 2010-03-30 13:33 (UTC). The source was detected at 15 sigma in the 20-40 keV ISGRI mosaic (effective exposure time 7.3 ks), and the corresponding X-ray flux was $3.2 \times 10^{-10}$ erg cm$^{-2}$ s$^{-1}$. The ISGRI spectrum above 25 keV could be roughly modeled with a power-law of photon index $1.7 \pm 0.5$. The measured change in the spectral photon index of XTEJ1752-223 supports the idea that this source is presently undergoing a spectral state transition. XTEJ1752-223 was outside the JEMX2 FOV for the entire observational period.
PART IV: Concluding remarks
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Conclusions and future perspectives

Since the launch of \textit{INTEGRAL}, our view of supergiant High Mass X-ray Binaries (sgH-MXBs) has changed considerably. \textit{INTEGRAL} revealed two new classes of objects: the highly obscured and the fast X-ray transient systems. This variety indicates that the characteristics of the winds of massive stars are more diverse than previously thought.

The newly discovered persistent and heavily obscured sgHMXBs show much more X-ray absorption than the classical sgHMXBs. That absorption cannot be explained by smooth stellar winds. We have observed one of these systems, IGR J17252 – 3616, with XMM-Newton at several orbital phases. Significant variations of the absorbing column density and of the Fe K$\alpha$ line have been observed and characterized. We have proposed an ad hoc model to reproduce these observations. The model consist of i) a smooth stellar wind, ii) an hydrodynamical ‘tail’ trailing the neutron star, and iii) a dense cocoon of material close to the neutron star. The main results is that a rather slow wind terminal velocity is required. If this would be confirmed in other systems, it may turn out that half of the persistent sgHMXBs exhibits slow stellar winds.

To confirm this model we have simulated the system using the hydrodynamic code VH1. It turns out that a slow wind is indeed required to reproduce the variability of the absorbing column density with orbital phase. For a slow wind, the distribution does not only depend on the wind and geometry parameters but also on the gravitational effect of the neutron star. More massive neutron star will have a larger hydrodynamical impact on the wind. Detailed comparison between the observation and the model allows to measure the neutron star mass, independently from the dynamical estimates. A new method of mass determination is important as it could be used to constrain the equation-of-state of hyper-dense matter.

Besides IGR J17252 – 3616, another obscured sgHMXB, IGR J18027 – 2016, showing eclipses, will be of particular interest to test the method and optimize the hydrodynamical simulations. These simulations will also need to be refined by inclusion of more physical mechanisms (e.g. heating/cooling). It is also interesting to notice that the simulations produce off-states that should be compared with these discovered in Vela X-1 by \textit{INTEGRAL}.

During this thesis, we have analyzed a type II outburst of a Be/X-ray binary XMMU J054134.7 – 682550, located in LMC. The low interstellar absorption allowed us to see a remarkable soft excess, below 2 keV, featuring variability. These events are rare and only
a couple of sources (e.g. LMC X-1, SMC X-1, Her X-1) have shown such remarkable soft excess in the past. The variations of the soft excess have been interpreted as reprocessing of the hard X-rays by the inner edge of the accretion disk, which allowed to determine the thickness of the accretion disk, thanks to the magnetospheric radius determined from the observed cyclotron feature. Future instruments, such as Athena, will allow to study the response of the accretion disk to type II flares in much greater details.

For the last 4 years, during my Ph. D. at the ISDC, I have learned many techniques: data analysis with XMM, RXTE and INTEGRAL, timing and spectral analysis techniques, tuning and running of hydrodynamical code, and the comparison between observations and simulations and their interpretation. I also learned about the physics of stellar winds and accretion onto compact objects. I also had the opportunity to initiate collaboration with new colleagues. In particular, with John Blondin at NCSU, to use his hydrodynamical code. After all these years, diving into an international research environment, I feel confident to pursue research.
List of publications

2011

• **Manousakis, A.** et al. *Hydro-dynamical simulation of heavily absorbed HMXBs.* in preparation.


2010


◊ **Manousakis, A.**, Revnivtsev, M., Krivonos, R., Bozzo, E. *INTEGRAL observations of U Sco,* ATel. #2512, 2010
2009


- Bozzo, E., Ferrigno, C., **Manousakis, A.**, Del Santo, M. *Swift follow-up of the new integral source IGRJ16442-554*, ATel. #2188, 2009


2008


N.B.: Bullet (•) indicates refereed publication in a scientific journal, star (⋆) indicates conference contribution (oral or poster), and diamond (♦) indicates astronomers’ telegram (ATel) or GCN reports.


Bouret J.-C., Lanz T. & Hillier D. J. (2005b). Lower mass loss rates in O-type stars:


Lund N., Budtz-Jørgensen C., Westergaard N. J., Brandt S., Rasmussen I. L., Hornstrup


disc loss in X Persei: photometry and polarimetry. *A&A*, 322, 139–146. 4


X-ray Binaries, pages 1–57. [3, 27]

