Abstract

Emotions play a pivotal role in viewers’ content selection and use. The main aim of this study is to detect and estimate affective characteristics of videos based on the content and viewers’ response. These emotional characterizations can be used to tag the content. Implicit or automated tagging of videos using emotions help recommendation and retrieval systems to improve their performance. The analysis and evaluations directions in this thesis are twofold: first, methodology and results of emotion recognition methods employed to detect emotion in response to videos are presented. Second, methodology and results of emotional understanding of multimedia using content analysis are provided. In conclusion, promising results have been obtained in emotional tagging of videos. However, emotional understanding of multimedia is a challenging task and with the current state of the art methods a universal solution to detect and tag all different content which suits all the users is not possible.
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Résumé

Les émotions jouent un rôle important dans la sélection du contenu multimédia et la consommation de vidéo des spectateurs. L’objectif principal de cette thèse est de détecter et d’estimer les caractéristiques affectives de vidéos en se basant sur l’analyse automatique des contenus, ainsi que de reconnaître les émotions ressenties par les spectateurs en réponse aux vidéos. Ces caractérisations émotionnelles peuvent être utilisées pour étiqueter/marquer le contenu. L’étiquetage implicite ou automatique des vidéos utilisant des informations affectives aide à améliorer la performance des systèmes de recommandation et de recherche.

Dans cette thèse, une base sur la théorie des émotions et le procédé pour les approches utilisées pour conduire des expériences dans le domaine affectif. Une étude de la littérature présente les études existantes en matière de compréhension affective des vidéos utilisant l’analyse du contenu, et sur les techniques qui existent pour l’évaluation des émotions en réponse à des vidéos. Quatre collections de vidéos émotionnelles ont été développées, c’est-à-dire qu’elles contiennent des vidéos dont le contenu suscite des émotions ; ces vidéos sont utilisées comme stimuli pour les expériences et pour la compréhension émotionnelle des vidéos par analyse du contenu. Trois corpus émotionnels incluant des réponses émotionnelles individuelles aux vidéos de la part de plusieurs participants ont aussi été enregistrés.

Les axes d’analyses et d’évaluations dans cette thèse sont de deux ordres : premièrement, les méthodologies et les résultats des méthodes de reconnaissance utilisées pour détecter l’émotion en réponse aux vidéos sont présentés. Deuxièmement, les méthodologies et les résultats de la compréhension émotionnelle des médias utilisant l’analyse du contenu sont fournis. Dans le premier axe, une méthode de détection d’émotion dans un espace continu basée sur la régression est présentée et les corrélations entre les auto-évaluations des émotions et les réponses physiologiques sont montrées. Par ailleurs, une étude sur la reconnaissance d’émotions indépendamment du participant est présentée. La deuxième étude montre la performance d’une approche de reconnaissance d’émotions utilisant les signaux EEG, la distance du regard, et la réponse pupillaire des participants comme rétroactions affectives. La faisabilité d’une approche de reconnaissance d’émotions en réponse à des vidéos utilisant un tel système est montrée. Les meilleures précisions de classification de 68.5% pour trois niveaux de valence et de 76.4% pour trois niveaux d’arousal sont obtenues en utilisant une stratégie de fusion des modalités et une machine à support de vecteurs. Après avoir étudié les réponses à des scènes de film, les résultats et les méthodes pour l’évaluation des émotions en réponses à des clips musicaux sont donnés.

Par ailleurs, des méthodes d’analyse de contenu permettant de détecter les émotions, qui sont les plus susceptibles d’être induites par un contenu multimédia donné, sont présentées. Des caractéristiques de bas niveau du contenu qui sont utilisées pour la compréhension affective sont
introduites. Encore une fois, la méthode de régression est utilisée pour la compréhension affective des vidéos, et la corrélation entre les caractéristiques du contenu, les réponses physiologiques et l’auto-évaluation des émotions ont été étudiées. Il est montré que les corrélations des caractéristiques multimédia avec les caractéristiques physiologiques et l’auto-évaluation de par l’utilisateur sont significatives. Ceci demeure l’utilité des réponses physiologiques et des caractéristiques du contenu pour l’étiquetage émotionnel des vidéos. Ensuite, un système de représentation affective pour estimer les émotions ressenties au niveau de la scène a été proposé en utilisant un système de classification bayésien. La précision de classification de 56%, obtenue sur trois classes d’émotions avec un classifieur bayésien naïf, a été améliorée à 64% après avoir utilisé des informations a-priori sur le genre et l’état émotionnel précédent.

En conclusion, des résultats prometteurs ont été obtenus dans le marquage émotionnel des vidéos. Cependant, la compréhension émotionnelle de contenu multimédia est une tâche difficile et avec l’état de l’art actuel, une solution universelle pour détecter et étiqueter tous les contenus qui conviennent à tous les utilisateurs n’est pas possible. Les systèmes basés sur l’informatique affective fonctionnent seulement s’ils sont capables de prendre en compte les profils contextuels et personnels.
Abstract

Emotions play a pivotal role in viewers' content selection and use. The main aim of this study is to detect and estimate affective characteristics of videos based on automated content analysis as well as to recognize the felt emotions in viewers in response to videos. These emotional characterizations can be used to tag the content. Implicit or automated tagging of videos using affective information help recommendation and retrieval systems to improve their performance.

In this thesis, a background on emotion theories and the process of emotional experience in response to videos are given. The literature review sheds light on existing studies on affective understanding of videos using content analysis and the existing techniques in emotion assessment in response to videos. Four emotional video datasets are developed. They consist of emotional videos to be used as stimuli for experiments and emotional understanding of videos by content analysis. Three emotional corpora including emotional, bodily responses to videos from multiple participants have been also recorded.

The analysis and evaluations directions in this thesis are twofold: first, methodology and results of emotion recognition methods employed to detect emotion in response to videos are presented. Second, methodology and results of emotional understanding of multimedia using content analysis are provided. In the first direction, a regression based method to detect emotion in continuous space is presented, and the correlates of emotional self assessments and physiological responses are shown. Moreover, a multi-modal participant independent emotion recognition study is presented. The second study shows the performance of an inter-participant emotion recognition for tagging using participants’ ElectroEncephaloGram (EEG) signals, gaze distance and pupillary response as affective feedbacks. The feasibility of an approach to recognize emotion in response to videos using such a system is shown. The best classification accuracy of 68.5% for three labels of valence and 76.4% for three labels of arousal are obtained using a modality fusion strategy and a support vector machine. After studying the responses to movie scenes, the results and the methods for emotion assessment in response to music clips are given.

Moreover, content analysis methods to detect emotions that are more likely to be elicited by a given multimedia content are presented. Low level content features, which are used for affective understanding, are introduced. Again the regression method is used for affective understanding of videos and the correlation between content features, physiological responses and emotional self reports have been studied. Content based multimedia features’ correlations with both physiological features and users’ self-assessment of valence-arousal are shown to be significant. This implies the usefulness of physiological responses and content features for emotional tagging of videos. Next, an affective representation system for estimating felt emotions at the scene level has been proposed using a Bayesian classification framework. The classification accuracy of 56%
that was obtained on three emotional classes with a naïve Bayesian classifier was improved to 64% after utilizing temporal and genre priors.

In conclusion, promising results have been obtained in emotional tagging of videos. However, emotional understanding of multimedia is a challenging task and with the current state of the art methods a universal solution to detect and tag all different content which suits all the users is not possible. Systems based on affective computing can only work if they are able to take context and personal profiles into account.
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Chapter 1

Introduction

The digital age changed the way multimedia content is generated. Multimedia content used to be only generated by a handful of big companies, record producers and television and radio stations. Today, everybody can easily record, edit and publish multimedia content using handheld devices. According to YouTube\textsuperscript{1} weblog\textsuperscript{2}, YouTube users, in 2010, were uploading 35 hours of videos in every minute. Although these videos can include redundant content, this number is very large considering that YouTube is only one of the video repositories with user generated content.

![Hours of Video Uploaded per Minute](image)

Figure 1.1: The video upload rate on YouTube from June 2007 in hours per minute. This figure is taken from YouTube’s official blog\textsuperscript{3}.

This number is almost seven times bigger comparing to June 2007 (see Fig. 1.1). The videos uploaded on YouTube in 2010 for one week is approximately equal to 176000 full length Hollywood movies. This massive amount of digital content needs indexing to be searchable and accessible by users. Most of the current multimedia retrieval systems use user generated tags to index videos. Social media websites therefore encourage users to tag their content. However, the users’ intent when tagging multimedia content does not always match the information retrieval goals which is to index the content with meaningful describing terms. A large portion of user defined tags are either motivated by the goal of increasing the popularity and reputation of a user in an online

\textsuperscript{1} www.youtube.com

1
community or based on individual and egoistic judgements [5].

Multimedia indexing needs relevant terms, which can describe its content, genre and category. Researchers in multimedia therefore focused on generating characterizations of videos involving cognitive concepts depicted in videos to facilitate their indexing [6]. The cognitive concepts are selected in a way that is easy to detect by human. An alternative to the cognitive approach to indexing is a paradigm for video indexing based on the emotions which are felt by viewers watching the content [7]. This is motivated by the fact that emotions play an important role in viewers’ content selection and consumption.

When a user watches video clips or listens to music, he/she may experience certain feelings and emotions [8, 9, 10] which manifest through bodily and physiological cues, e.g., pupil dilation and contraction, facial expressions, e.g., frowning, and changes in vocal features, e.g., laughter. Affective video indexing aims at deriving representations of video that characterize the emotions that they elicit. Affective experience in response to a video is personal which means it depends on the experience of a single viewer. However, there exist a more popular response which is the basis of movie genres we know, e.g., drama, comedy, horror. The main aim of the study which was done and reported in this thesis is to detect and estimate these affective characteristics of videos based on automated content analysis emotion prediction or to recognize emotions in response to videos with the aim of affective indexing. Implicit tagging refers to the effortless generation of subjective tags based on users non-verbal behavioral responses to a content. Implicit tagging of videos using affective information can help recommendation and retrieval systems to improve their performance [11, 12, 13]. Automated affective tagging tries to estimate the emotional response which is more likely to be elicited by content, e.g., loud sound or faster motions are more likely to elicit excitement, whereas implicit tagging affective tagging uses the responses of users to generate tags. Implicit or automated tagging thus does not interrupt users while listening or watching a video. Moreover, in the presence of reliable implicit or automated tagging methods, determined tags carry less irrelevant and inaccurate information. The set of relevant and refined indexing terms will improve the multimedia information retrieval results.

In automated affective tagging, a set of content features, e.g., motion component, color variance, audio energy, extracted from the content are used to estimate the emotions which are likely to be elicited after showing the content. This approach is an open loop because it does not rely on the response of the viewers and can be only used to provide an approximation for possible affective reactions to the content. The automated affective tagging can be used as a starting point to filter the data in a cold start scenario.

On the other hand, the implicit tagging results can enrich the user generated tags and automated tags to improve their quality. In order to translate a user’s bodily and behavioral reactions to emotions, reliable emotion assessment techniques are required. Emotion assessment is a challenging task; even users are not always able to express their emotion by words and the emotion self-reporting error is not negligible. This is therefore difficult to define a ground truth. Affective self-reports might be held in doubt because users cannot always remember all the different emotions they had felt during watching a video, and/or might misrepresent their feelings due to self presentation, e.g., a user wants to show he is courageous whereas, in reality, he was scared [14]. The emotion recognition system provides us with an alternative that reduces the effort of
deciding on the right label and on defining the right questions or methods to assess emotions explicitly.

1.1 Application Scenario

In a real system, every item usually comes with user generated tags. The automated or content based affective tagging can provide additional tags, which can semantically describe the content, e.g., exciting video, slow or sad video. Implicit tagging can further enhance these tags by first providing reliable tags for a given content and then by providing a more genuine ground truth for further processing of the content. These two tagging strategies together can reinforce each other by providing feedback and initial tags.

What I mean by affective content of videos is not the emotion expressed in the content but the emotion felt by the users while watching the videos. Users do not evaluate media content on the same criteria. Some might tag multimedia content with words to express their emotion while others might use tags to describe the content. For example, a picture receive different tags based on the objects in the image, the camera by which the picture was taken or the emotion a user felt looking at the picture. Scherer defines this by intrinsic and extrinsic appraisal [15]. Intrinsic appraisal is independent of the current goals and values of the viewer while extrinsic or transactional appraisal leads into feeling emotions in response to the stimuli. For example, the content’s intrinsic emotion of a picture with a smiling face is happiness whereas this person might be a hatred figure to the viewer and the extrinsic appraisal leads into unpleasant emotions. What I want to detect is the later one that is the emotion felt by the viewer.

In the proposed application scenario, when a user watches a video his/her emotional expressions will be detectable by sensors and facial and body tracking methods. These responses can be reliably used to reliably generate affective tags. A scheme of implicit tagging scenario versus explicit tagging is shown in Fig. 1.2.

![Figure 1.2: Implicit affective tagging vs. explicit tagging scenarios. The analysis of the bodily responses replaces the direct interaction between user and the computer. Therefore, users do not have to be distracted for tagging the content.](image)

In the proposed implicit tagging scenario, multimedia content will be tagged based on the bodily reactions of users recorded by a physiological acquisition device and an eye gaze tracker. The reactions can be used both to find tags common to a population and to develop a personal
profile possibly in fusion with user preferences and browsing history. With the recently marketed physiological devices such as Neurosky\textsuperscript{4} Emotiv helmet\textsuperscript{5} and Q-sensor\textsuperscript{6} physiological interfaces are likely going to be the emerging human computer interfaces of the future.

1.2 Contributions

The contributions and achievements of the current thesis can be summarized in the following items:

- Study of the correlation between low level video and audio content features, such as lighting, motion component, audio energy, and emotional responses, i.e., arousal and valence self reports, and physiological responses, e.g. facial muscle activities, Galvanic Skin Response (GSR).
- Development and evaluation of a participant-dependent regression based method to detect emotion in continuous space using peripheral nervous system physiological responses.
- Development and evaluation of a multi-modal participant independent emotion recognition method with pupil dilation, gaze distance and ElectroEncephaloGram (EEG) signals. This emotion recognition method was developed to satisfy a video implicit tagging system needs.
- Development and evaluation of a regression based content analysis method to estimate the affect of viewers from the content of the video.
- Proposition of temporal and genre priors to be used in a Bayesian framework for affective classification of videos based on their content.
- Proposition of a text analysis approach for affective characterizations of movie scenes based on their subtitles.
- Development of two databases with emotional responses of 27 and 32 participants to movie scenes, online user generated videos, and music videos.
- Development of video benchmarks for affective characterization and boredom ranking.

These contributions have been reflected in the publications by the author during his thesis work \[13, 3, 16, 11, 17, 18, 19, 2, 20, 21, 22\]. These publications are also listed in Appendix 6.3.

1.3 Thesis Overview

In Chapter 2, I give a background on emotion theories, affective content analysis and emotion recognition in response to videos. Next, in Chapter 3, existing emotional corpora are listed and presented and then the developed video corpora for stimuli and affective analysis as well as databases of emotional responses are presented. In Chapter 4 methodolgy and results of emotion recognition methods employed to detect emotion in response to videos are presented. In Chapter 5, content analysis methods to detect emotions that are more likely to be elicited by a given multimedia content and their evaluations are given. Finally, Chapter 6 concludes the thesis and gives the perspectives.
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Chapter 2

Background

2.1 Why Do We Feel Emotions?

Emotions are complex phenomena with affective, cognitive, conative and physiological components [23]. The affective component is the subjective experience in connection with feelings. The perception and evaluation of the emotional situation is the cognitive component. The conative component is about affective expression. The conative component includes facial expressions, body gesture, and any other action which has a preparatory function for action in response to the emotional situation. The physiological components regulate physiological responses in reaction to the emotional situation, for example, increasing perspiration during a fearful experience.

Darwin suggested that emotions only exist due to their survival value and therefore, should be observable in both human and animals [24]. James [25] pioneered the idea that emotions have certain peripheral physiological responses. He suggested that emotions are felt due to changes in physiological responses. Social constructionists support another theory for the origin of emotions. They claim emotions are only products of social interaction and cultural rules. Darwinian theory of emotion emphasizes the evolution history of species and the effect of emotions on their survival whereas social constructionists emphasize the history of individuals in generating similar bodily responses to emotions [24].

Cognitive theories of emotion are the most recent theories developed to define emotion. Amongst the cognitive theories, one of the most well-accepted ones which explains the emotional process is the appraisal theory. According to this theory, cognitive judgment or appraisal of the situation is a key factor in the emergence of emotions [26, 27, 1]. According to Orthon, Clore and Collins (OCC) [27] emotions are experienced with the following scenario. First, there is a perception of an event, object or an action. Then, there will be an evaluation of events, objects or action according to personal wishes and norms. Finally, the perception and evaluation result in a specific emotion. Considering the same scenario for an emotional experience in response to multimedia content, emotions arise first through sympathy with the presented emotions in the content [23]. During the appraisal process for an emotional experience in response to multimedia content, the viewer examines events, situations and objects with respect to their novelty, pleasantness, goal, attainability, copability, and compatibility with his/her norms. Then, the viewer’s perception induces specific emotions, which changes the viewer’s physiological responses, motor actions, and feelings. The component process model, proposed by Scherer [26, 28], will be
discussed in more detail, in the following Section.

There are three categories of emotional processes in response to multimedia which are emotion induction, emotional contagion and empathic sympathy [22]. An example of emotion induction is when in a TV show, a politician's comment makes the viewers angry while he is not angry himself. The angry response from the viewers is due to their perception of the situation according to their goals and values. The emotional contagion happens when the viewer only perceives the expressed emotion from a video. For example, the induced joy as a result of sitcom laughter can be categorized in this category. In the empathic category, the situation or event does not affect the viewer directly but the viewer follows the appraisal steps of the present characters in the multimedia content. The empathic reaction can be symmetric co-emotion when the viewer has positive feelings about the character or asymmetric co-emotions in case of negative feeling about the character [29].

Empathy is a complex phenomenon which has cognitive and affective components. The affective empathy is the primitive response for sympathizing with another individual. On the contrary, cognitive empathy is understanding another person and the rational reconstruction of his/her feelings [30]. Zillman developed the affective disposition theory for narrative plot [31, 29]. According to this theory, empathic emotions are originated from the observation of the actors by viewers. First, the character’s actions are morally judged by the viewer and the judgment results in a positive or negative perception of the character. Then, depending on the character’s approval or disapproval from the viewer, the viewer sympathizes emphatically or the counter empathy might happen. The intensity of the perceived emotion in response to a film depends on how much the viewer identifies himself/herself with the heroes and to what extent the one’s own identity is given up while watching the video [21]. The most important emotion inducing components of movies are narrative structures and music [23].

One should be careful not to mix moods and emotions. Mood is an affective diffused state that is long, slow moving and not tied to a specific object or stimulus whereas emotions can occur in short moments with higher intensities [15].

2.2 Emotional Representations

2.2.1 Component processes

The component process model of emotions is based on the cognitive theory of emotion in which emotion is considered a cognitive process. Scherer defines emotion as “an episode of interrelated, synchronized changes in the states of all or most of the five organismic subsystems in response to the evaluation of an external or internal stimulus event as relevant to major concerns of the organism” [15]. In the absence of any of the components and factors, an affective phenomenon cannot be called emotion. For example while “feeling” is the subjective experience and an affective component of emotion, it is not the synonym of emotion [15]. Mood can be also distinguished from emotion due to its lack of specific trigger.

According to the component process model proposed by Scherer, five components corresponding to five different functions are engaged in an emotion episode. These five components are cognition, peripheral efference, motivation, motor expression and subjective feeling [1]. The cognitive
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component evaluates objects and events in a process called Stimulus Evaluation Checks (SEC). In SEC process, an organism examines the relevance of an action or event considering the following questions:

1. Is it relevant to the organism or does it affect the organism (relevance)?
2. What are the implications of the event or action regarding organism’s goals and well-being (implications)?
3. Can the organism cope with it (coping potential)?
4. Does the event or action have any conflict with social normative significance or values (normative significance)?

According to [1] the first question can be answered by checking the novelty of the stimulus, its intrinsic pleasantness and its goal or need relevance. Implications of an event or action for an organism can be checked by causal attribution check or understanding who and why caused the action or event. The implications can be further evaluated by checking the outcome probability, goal/need conduciveness or positive effect on the organism’s goals and needs and the urgency of the action or event. An action or event can be urgent when it endangers organism’s goals and needs and requires fast response, e.g., fight or flight actions. Coping potential can be determined by evaluating the control of agents or organism on the event or action, the power of the organism over the stimulus and its potential for adjustment with the event or action and its consequences. Normative significance is evaluated for socially living species by checking the organism’s internal and external standards.

![Component Process Model of Emotion](image)

Figure 2.1: The component process model of emotion (This figure is taken from [1]).

The component process model evaluates an event or action at different layers (see Fig. 2.1). Appraisal and other cognitive functions can have a bi-directional effect on each other. A weak
stimulus can create a large effect after being evaluated and giving a positive feedback to the system. For example, a relevant stimulus can increase the importance of a previously irrelevant stimulus after the relevance check in the appraisal mechanism.

The SEC evaluation will make effect on the autonomic physiology, action tendencies, motor expressions and eventually subjective feeling. The Autonomous Nervous System (ANS) along with Central Nervous System (CNS) and Neuro-Endocrine System (NES) regulate the neuro-physiological component or body changes to prepare the individual for the emotional reaction. This reaction can be more intense in case of fight or flight activations, e.g., in case of fear or anger. The Somatic Nervous System (SNS) plays the role of communication of reaction and behavioral intention by driving the motor expression component, e.g., facial and vocal expression. Eventually, the central nervous system monitors the internal state and surrounding environment reactions and causes subjective feeling [15].

The emotional experience is a result of effect of an action or event on all subsystems which is triggered by SEC evaluation. The subjective feeling component communicates with other subcomponents and makes the organism to communicate the felt emotions with others [28].

2.2.2 Discrete models

Discrete emotions theories are inspired by Darwin and support the idea of the existence of the certain number of basic and universal emotions [15, 24]. Darwin suggested that emotions exist due to their importance for species’ survival. Different psychologists proposed different lists of basic emotions. The so called basic emotions are mostly utilitarian emotions, and their number is usually from 2 to 14.

Plutchik proposed eight primary emotions; namely, anger, fear, sadness, disgust, surprise, anticipation, trust, and joy. He suggested that basic emotions are biologically primitive and have evolved in order to increase the reproductive success of animals [32]. Ekman studied the universality of emotions based on facial expressions and his list of basic emotion included fear, anger, surprise, disgust, joy, and sadness [24]. Scherer suggests using the term “modal” instead of “basic” emotions. Scherer also proposed a list of emotional keywords to code discrete and free choice emotional reports [15].

2.2.3 Dimensional models

Wundt [33] was the first to propose a dimensional representation for emotions. Dimensional theories of emotion suggest that emotions can be represented as points in a continuous space, and discrete emotions are folk-psychological concepts [34]. Discrete emotions also have problems in representing emotions. The main one being that keywords are not cross-lingual: emotions do not have exact translations in different languages, e.g., “disgust” does not have an exact translation in Polish [35]. Psychologists often represent emotions in an n-dimensional space (generally 2- or 3-dimensional). The most famous such space, which is used in the present study and originates from cognitive theory, is the 3D valence-arousal-dominance or Pleasure-Arousal-Dominance (PAD) space [36]. The valence scale ranges from unpleasant to pleasant. The arousal scale ranges from passive to active or excited. The dominance scale ranges from submissive (or “without control”) to dominant (or “in control, empowered”). Fontaine et al. [37] proposed adding
predictability dimension to \textit{PAD} dimensions. Predictability level describes to what extent the sequence of events is predictable or surprising for a person.

### 2.3 Emotional Self-Reporting Methods

Understanding the true emotion which was felt by a subject during an experiment has been always a challenge for psychologists. Multiple, emotional self-reporting methods have been created and used so far [38, 39, 15, 40, 41]. However, none of them gives a generalized, simple and accurate mean for emotional self-reporting. Emotional self-reporting can be done either by free-response or forced-choice formats. In the free-response format, the participants are free to express their emotions by words. In the forced-choice, participants are asked to answer specific questions and indicate their emotion. Forced-choice self-reports on affective experiments use either discrete or dimensional approaches. Discrete emotional approaches are based on the keywords selected considering linguistic and psychological studies which give us limited number of emotions [15]. The vocal, facial expressions and physiological changes were used to define discrete emotional categories. A set of these discrete emotions were found to be universal using facial expressions analysis and therefore, defined as basic emotions [42]. Based on these discrete emotions, self-reporting tools were developed in which users are asked to report their emotions with emotional words or nominal, and ordinal scales. Dimensional approaches of emotional self-reporting are based on bipolar dimensions of emotions. Two to four dimensional models have been proposed to describe emotions [36, 37]. Emotions can be reported on every dimension using ordinal or continuous scales [40]. I here list some popular self-reporting methods which have been used in human computer interaction.

Russell [43] introduced the circumplex model of affects for emotion representation. In his model, 8 emotions; namely, arousal, excitement, pleasure, contentment, sleepiness, depression, misery and distress are positioned on a circle surrounding a two dimensional activation, pleasure-displeasure space. Starting from these 8 categories, 28 emotional keywords were positioned on this circumplex as a result of a user study. The advantage of this circumplex over either discrete or dimensional models is that all the emotions can be mapped on the circumplex only with the angle. Therefore, all emotions are presented on a circular and one dimensional model.

\textit{SAM} is one of the most famous emotional self-reporting tools. It consists of manikins expressing emotions. The emotions are varying on three different dimensions; namely, arousal, valence, and dominance [40]. The \textit{SAM} Manikins are shown in Fig. 2.2. Users can choose a Manikin that best portrays their emotion. This method does not need verbalizing emotions and the manikins are understandable without any words. Hence, this tool is language independent. The second advantage of \textit{SAM} Manikins is that it can be directly used in measuring the dimensional emotions. However, subjects are unable to express co-occurring emotions with this tool.

The Positive And NegA tive Schedule (\textit{PANAS}) [44] permits self-reporting 10 positive and 10 negative affects on five points scale. An expanded version of \textit{PANAS}, the positive and negative schedule - expanded form (\textit{PANAS}-X), was developed later in which the possibility of reporting 11 discrete emotion groups on five points scale was added [45]. \textit{PANAS} is made to report affective states and can be used to report both moods and emotions. \textit{PANAS}-X includes 60
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Figure 2.2: Self Assessment Manikins. From top to bottom the manikins express different levels of arousal, valence, and dominance.

emotional words and takes on average 10 minutes to be completed [15]. The time needed to fill this questionnaire make it too difficult to use in the experiments with limited time and several stimuli.

Scherer [15] positioned 16 emotions around a circle to combine both dimensional and discrete emotional approaches to create the Geneva emotion wheel. For each emotion around the wheel, five circles with increasing size from the center to the sides are displayed. The size of the circle is an indicator of the intensity of felt emotion (see Fig. 2.3). In an experiment, a participant can pick up to two emotions, which were the closest to his/her experience from 20 emotions, and then report their intensities with the size of the marked circles. In case, no emotion is felt, a user can mark the upper half circle in the hub of the wheel. If a different emotion is felt by a user, it can be written in the lower half circle. The emotions are sorted on the circle in a way to have, high control emotions on the top and low control emotions in the bottom whereas the horizontal axis which is not visible on the wheel represent valence or pleasantness.

Figure 2.3: A participant can indicate his emotion on Geneva emotion wheel by clicking or choosing the circles.
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PrEmo is an alternative non-verbal emotion reporting tool to report emotions in response to product design. Desmet proposed PrEmo to overcome the problem of reporting co-occurring emotions with animated characters expressing emotions \[38\]. PrEmo consists of 14 animated characters expressing different emotions, and it is hence language independent. Users can rate in three levels each character that they identify as the ones relevant to their felt emotions (see Fig. 2.4).

![Figure 2.4](http://studiolab.io.tudelft.nl/desmet/PrEmo)

Figure 2.4: Users can identify emotions they are feeling with 14 animated characters are expressing emotions. Retrieved from http://studiolab.io.tudelft.nl/desmet/PrEmo.

Zoghbi et al. proposed a joystick for emotional communication in human robot interactions \[46\]. Users can report the pleasantness or valence by moving the joystick forward and backward and report the level of arousal by squeezing the joystick handle. Although this tool gives the possibility to report the emotions in real time, it causes distraction for a participant in front of a stimulus and it is not yet available for other researchers to use.

2.3.1 Video affective annotation tools

Among the self-reporting tools which have been developed, a few of them were designed specifically for video affective annotation. Villon developed an annotation tool with which a user can drag and drop videos on the valence-arousal plane. This method gives the possibility of comparison between the ratings given to different videos and enable a user to give ratings relative to other videos \[47\]. This tool enables users to keep their previous reports into account while annotating a new video.

Feeltrace was developed to annotate the intrinsic emotion in videos \[48\]. This tool is originally designed to annotate the emotions expressed in videos, e.g., talk shows, acted facial expressions or gestures \[49\]. Although this tool gives the possibility of continuous annotation, it is not an appropriate tool for emotional self-reporting, because it is difficult for a user to both concentrate on the video and reporting changes in his emotions.

An online video affective annotation tool has been developed by Soleymani et al. \[18\]. In their annotation tool, a user can self-report emotions after watching a given video clip by means
of SAM manikins and emotional keywords from a selected list in a drop down menu (see Fig. 3.3).

2.4 Affective Characterization of Videos

Wang and Cheong [50] used content audio and video features to classify basic emotions elicited by movie scenes. In [50], audio was classified into music, speech and environment signals and these were treated separately to shape an audio affective feature vector. The audio affective vector of each scene was fused with video-based features such as key lighting and visual excitement to form a scene feature vector. Finally, using the scene feature vectors, movie scenes were classified and labeled with emotions.

Irie et al. [51] proposed a latent topic model by defining affective audio-visual words in the content of movies to detect emotions in movie scenes. They extracted emotion-category-specific audio-visual features named affective audio-visual words. These higher level features were used to classify movie scenes using a latent topic driving model. This model takes into account temporal information which is the effect of the emotion from precedent scene to improve affect classification.

A hierarchical movie content analysis method based on arousal and valence related features was presented by M. Xu et al. [52]. In this method, the affect of each shot was first classified in the arousal domain using the arousal correlated features and fuzzy clustering. The audio short time energy and the first four Mel Frequency Cepstral Coefficients (MFCC) (as a representation of energy features), shot length, and the motion component of consecutive frames were used to classify shots in three arousal classes. Next, they used color energy, lighting and brightness as valence related features to be used for a HMM-based valence classification of the previously arousal-categorized shots. A drawback of the proposed approach is that a shot can last less than few seconds; it is thus not realistic to form a ground-truth with assigning an emotion label to each shot.

A regression based arousal and valence representation of MTV (Music-TV) clips using content features was presented in [53]. The arousal and valence values were separated into 8 clusters by an affinity propagation method. Two different feature sets were used for arousal and valence estimation which was evaluated using a ground truth. The ground truth was based on the average assessments of 11 users.
### Table 2.1: The summary of video affective representation literature.

<table>
<thead>
<tr>
<th>Study</th>
<th>Emotion repres.</th>
<th>Dimensions or Classes</th>
<th># Annotators</th>
<th>Modalities</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kang [54]</td>
<td>disc.</td>
<td>fear/anger, joy, sadness and neutral</td>
<td>10</td>
<td>V</td>
<td>classification rate, fear: 81.3%, sadness: 76.5%, joy: 78.4%</td>
</tr>
<tr>
<td>Hanjalic &amp; Xu [7]</td>
<td>cont.</td>
<td>valence and arousal</td>
<td>N/A</td>
<td>AV</td>
<td>no evaluation</td>
</tr>
<tr>
<td>Wang &amp; Cheong [50]</td>
<td>disc.</td>
<td>fear, anger, surprise, sadness, joy, disgust and neutral</td>
<td>3</td>
<td>AV</td>
<td>74.7%</td>
</tr>
<tr>
<td>Arifin &amp; Cheung [55]</td>
<td>cont.</td>
<td>pleasure, arousal, and dominance</td>
<td>14</td>
<td>AV</td>
<td>-</td>
</tr>
<tr>
<td>Xu et al. [52]</td>
<td>disc.</td>
<td>fear, anger, happiness, sadness and neutral</td>
<td>?</td>
<td>AV</td>
<td>80.7%</td>
</tr>
<tr>
<td>Irie et al. [51]</td>
<td>disc.</td>
<td>acceptance, anger, anticipation, disgust, joy, fear, sadness, surprise and neutral</td>
<td>16</td>
<td>AV</td>
<td>subject agreement rate 0.56</td>
</tr>
</tbody>
</table>

disc.: discrete, cont.: continuous, repres.: representation, V: visual, AV, audio-visual, N/A: not available
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Emotional characteristics of videos have also improved music and image recommendation. Shan et al. [11] used affective characterization using content analysis to improve film music recommendation. Tkalčič et al. showed how affective information can improve image recommendation [12]. In their image recommendation scenario, affective scores of images from the International Affective Picture System (IAPS) [56] were used as features for an image recommender. They conducted an experiment with 52 participants to study the effect of using affective scores. The image recommender using affective scores showed a significant improvement in the performance of their image recommendation system.

A summary of few existing literature in emotional understanding of videos using content analysis is given in Table 2.1. There has been long standing research on emotion assessment from physiological signals [8, 57, 58, 59, 60, 61]. These studies can be divided into different categories according to the modalities recorded and the stimuli. I divide stimuli into two categories, active and passive paradigm. In an active stimulus paradigm, the participant is active in the process of eliciting an emotion whereas in a passive stimulus paradigm, a participant is passively observing or listening an emotional stimulus. The work presented in this thesis does not involve active stimuli paradigm and can be categorized as passive stimuli paradigm studies. In the following, I introduce some relevant existing passive stimuli studies.

Lisetti and Nasoz used physiological response to recognize emotion in response to movie scenes [60]. The movie scenes elicited six emotions; namely sadness, amusement, fear, anger, frustration and surprise. They achieved a high recognition rate of 84% for the recognition of these six emotions. However, the classification was based on the analysis of the signals in response to pre-selected segments, in the shown video, known to be related to highly emotional events.

Takahashi [62] recorded EEG and peripheral physiological signals from 12 participants. He then classified the responses to emotional videos into five classes; namely, joy, sadness, disgust, fear, and relax. He achieved the accuracy of 41.7% using EEG signals. However, the feature level fusion of EEG signals and peripheral physiological signals failed to improve the classification accuracy.

Kim and André [8] used music as stimuli to elicit emotions in four participants. The emotions were corresponding to the four quadrants on the valence-arousal plane; namely, positive high/low and negative high/low classes. Peripheral physiological signals were recorded while the songs corresponding to different emotional states selected by participants according to their personal preferences were playing. In a participant independent approach, their system could recognize four emotional classes with 70% accuracy.
### Table 2.2: The summary of emotion recognition literature using passive stimuli paradigm and physiological signals.  

<table>
<thead>
<tr>
<th>Study</th>
<th>Stimuli</th>
<th># Part.</th>
<th>Sensors</th>
<th>Classifiers</th>
<th># Clas.</th>
<th>Classes</th>
<th>Best average result and part. dependency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lisetti and Nasoz [60]</td>
<td>video</td>
<td>29</td>
<td>GSR, Temp, accelerometer, heat flow, Heart Rate (HR)</td>
<td>KNN, Discriminant Function Analysis (DFA), MBP</td>
<td>6</td>
<td>sadness, anger, frustration, surprise, fear, amusement</td>
<td>84%, Part. ind.</td>
</tr>
<tr>
<td>Takahashi [62]</td>
<td>video</td>
<td>12</td>
<td>EMG, EOG, Plet, GSR, EEG</td>
<td>Support Vector Machine (SVM)</td>
<td>5</td>
<td>joy, sadness, disgust, fear, and relax</td>
<td>41.7%, Part. ind.</td>
</tr>
<tr>
<td>Bailenson et al. [63]</td>
<td>video</td>
<td>41</td>
<td>systolic BP, diastolic BP, mean arterial BP, GSR, ECG, Temp, Plet, Piezo-electric sensor</td>
<td>SVM</td>
<td>2</td>
<td>sadness/neutral, amusement/neutral</td>
<td>95%, Part. dep.</td>
</tr>
<tr>
<td>Kim and Andrè [5]</td>
<td>music</td>
<td>3</td>
<td>ECG, RSP, GSR</td>
<td>EMDC, pLDA</td>
<td>4</td>
<td>positive high/low arousal, negative, high/low arousal</td>
<td>70%, Part. ind.</td>
</tr>
<tr>
<td>Koelstra et al. [16]</td>
<td>music</td>
<td>5</td>
<td>EMG, GSR, RSP, Temp</td>
<td>LDA</td>
<td>2</td>
<td>low/high arousal and valence</td>
<td>58%, Part. dep.</td>
</tr>
<tr>
<td>Kolodyazhniy et al. [64]</td>
<td>video</td>
<td>34</td>
<td>ECG, EMG, Card., Temp, Capnography, RSP, Induc., Plet, BP, Piezo-electric sensor</td>
<td>LDA, QDA, MLP, RBFN, KNN</td>
<td>3</td>
<td>sadness, fear, neutral</td>
<td>77.5%, Part. ind.</td>
</tr>
</tbody>
</table>
Table 2.3: The summary of emotion recognition literature using active stimuli paradigm and physiological signals. (Part.: participant, Clas.: classes, Part.: participant, dep.: dependent, ind.: independent, Gaussian Mixture Models (GMM), Relevance Vector Machine (RVM), Dynamic Bayesian Network (DBN), Blood Volume Pulse (BVP)).

<table>
<thead>
<tr>
<th>Study</th>
<th>Stimuli</th>
<th># Part.</th>
<th>Sensors</th>
<th>Classifiers</th>
<th># Clas.</th>
<th>Classes</th>
<th>Best average result and part. dependency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healey and Picard[65]</td>
<td>driving</td>
<td>24</td>
<td>ECG, EMG, RSP, GSR</td>
<td>LDA</td>
<td>3</td>
<td>three stress levels</td>
<td>97% Part. ind.</td>
</tr>
<tr>
<td>Picard et al.[66]</td>
<td>self induction</td>
<td>1</td>
<td>ECG, RSP, GSR, BVP, EMG</td>
<td>LDA</td>
<td>8</td>
<td>neutral, anger, hate, grief, platonic love, romantic love, joy, reverence</td>
<td>81% Part. dep.</td>
</tr>
<tr>
<td>Wang and Gong[58]</td>
<td>simulated driving</td>
<td>13</td>
<td>RSP, Temp, GSR, BVP</td>
<td>LDA, GMM, SVM, DBN</td>
<td>5</td>
<td>happy, angry, sad, fatigue, neutral</td>
<td>80% Part. dep.</td>
</tr>
<tr>
<td>Katsis et al.[67]</td>
<td>simulated driving</td>
<td>10</td>
<td>ECG, RSP, EMG, GSR</td>
<td>SVM</td>
<td>4</td>
<td>low/high stress, disappointment, euphoria</td>
<td>79.3% Part. dep.</td>
</tr>
<tr>
<td>Chanel et al.[59]</td>
<td>gaming</td>
<td>20</td>
<td>RSP, Temp, GSR, BVP, EEG</td>
<td>LDA, QDA, SVM</td>
<td>3</td>
<td>boredom, engagement, anxiety</td>
<td>63% Part. ind.</td>
</tr>
<tr>
<td>Chanel et al.[61]</td>
<td>recall</td>
<td>10</td>
<td>RSP, Temp, GSR, BVP, EEG</td>
<td>LDA, QDA, SVM, RVM</td>
<td>3</td>
<td>calm, positive excited, negative excited</td>
<td>70% Part. dep.</td>
</tr>
</tbody>
</table>
2.4. AFFECTIVE CHARACTERIZATION OF VIDEOS

Koelstra et al. [16] recorded EEG and peripheral physiological signals of six participants in response to music videos. Participants rated their felt emotions by means of arousal, valence and like/dislike rating rating. The emotional responses of each participant were classified into two classes of low/high arousal, low/high like/dislike, and low/high valence. The average classification rates varied between 55% and 58% which is slightly above random level.

In a more recent study, Kolodyazhniy et al. [64] used peripheral physiological signals to recognize neutral, fear and sadness responses to movie excerpts [68]. During the presentation of videos to the participants, they introduced startle stimuli using randomly generated white noise sounds to boost physiological responses. Their system was able to recognize sadness, fear and neutral, emotional states with the recognition rate of 77.5% in a participant-independent approach.

Active stimuli have been also employed for emotion recognition studies. Examples are driving or simulated driving [65, 58, 67], emotion recall [59, 66] and gaming [61].

Tables 2.3 and 2.2 summarize the characteristics of different emotion recognition studies using passive and active stimuli and physiological signals.

2.4.1 Emotion recognition from Eye gaze and pupil dilation

Eye gaze and pupillary responses has been used extensively to measure attention. However, we are not aware of research on how emotions affect eye gaze while watching videos; therefore, the eye gaze itself has not been used for emotion recognition. The pupillary response is the measurement of pupil diameter over time. Pupil can dilate or constrict in response to illuminary, cognitive, attentional and emotional stimuli [69, 70].

Partala and Surakka [70] studied pupil size variation in three different emotional states; namely, positive activated, negative activated and neutral. In both positive and negative emotional conditions, pupil diameter was significantly larger than the neutral state. Bardley et al. [69] also recorded pupil diameter with heart rate and skin conductance in response to IAPS emotional pictures [56] and found significant pupil dilation in the presence of high arousal as well as unpleasant emotions.

Gao et al. [71] showed the significance of using pupillary reflex for stress assessment after reducing the light effect using a real-time feedback. They displayed words in different colors and asked participants to report displayed words’ font color. According to "Stroop Color-Word Interference Test", words with certain colors induce stress in the viewers.

2.4.2 Emotion recognition from audio-visual modalities

Most of research aiming at detecting emotions is based on the analysis of facial expressions, speech, behavioral attitudes such as posture which can be all measured by audio-visual modalities [72]. From these modalities, one of the most well studied emotional expression channels after audio is visual channel capturing facial expressions. A human being uses facial expressions as a natural mean of emotional communication. Emotional expressions are also used in human-human communication to clarify and stress what is said, to signal comprehension, disagreement, and intentions, in brief, to regulate interactions with the environment and other persons in the vicinity [73, 74]. Emotional facial expressions are often classified into six Ekman basic emotion
using his action unit coding system [23]. Automatic facial expression methods are usually based on tracking multiple points, e.g., corners of lips, on a registered image of face [75].

Posture and gesture have been shown to carry valuable information related to affect [76, 77]. It has been shown how low level posture features such as orientation and distances between joints can discriminate between different emotional states [78, 76].

Audio and speech have been analyzed in two different levels [79]. The first level is explicit or linguistic level, which deals with the semantics and the words spoken. An affective dictionary was developed by Whissell which specifies each word dimensional affective scores [80]. The second level, acoustic and prosodic features, have been used to detect the emotion of speakers. Low level speech features such as Mel Frequency Cepstral Coefficients (MFCC) are often used to detect speakers’ emotions in continuous as well as discrete emotional representations [81, 77, 82].

For further reading on audio-visual affect recognition methods, I refer the reader to the following surveys [83, 79, 72].

2.5 Implicit Tagging

Pantic and Vinciarelli define implicit tagging as using non-verbal behavior to find relevant keyword or tags for multimedia content [5]. Implicit tagging research has recently attracted researchers’ attention, and number of studies have been published [10, 84, 85, 86]. To the best of my knowledge the following studies have been conducted in this direction.

Kierkels et al. [13] proposed a method for personalized affective tagging of multimedia using peripheral physiological signals. Valence and arousal levels of participants’ emotion when watching videos were computed from physiological responses using linear regression [10]. Quantized arousal and valence levels for a clip were then mapped to emotion labels. This mapping enabled the retrieval of video clips based on keyword queries. So far this novel method achieved low precision.

Joho et al. [84, 85] developed a video summarization tool using facial expressions. A probabilistic emotion recognition based on facial expressions was employed to detect emotions of 10 participants watching eight video clips. The participants were asked to mark the highlights of the video with an annotation tool after the experiments. The expression change rate between different emotional expressions and the pronounce level of expressed emotions were used as features to detect personal highlights in the videos. The pronounce levels they used was ranging from highly expressive emotions, surprise and happiness, to no expression or neutral. They have also extracted two affective content-based features which were audio energy and visual change rate from videos to create an affective curve in the same way as the affective highlighting method proposed by Hanjalic [87].

Arapakis et al. [88] introduced a method to assess the topical relevance of videos in accordance to a given query using facial expressions showing users’ satisfaction or dissatisfaction. Based on facial expressions recognition techniques, basic emotions were detected and compared with the ground truth. They were able to predict with 89% accuracy whether a video was indeed relevant to the query. In a more recent study, the feasibility of using affective responses derived from both facial expressions and physiological signals as implicit indicators of topical relevance was investigated. Although the results are above random level and support the feasibility of the
approach, there is still room for improvement from the best obtained classification accuracy, 66%, on relevant versus non-relevant classification \[89\].

Yazdani et al. \[86\] proposed using a Brain Computer Interface (BCI) based on P300 evoked potentials to emotionally tag videos with one of the six Ekman basic emotions \[42\]. Their system was trained with 8 participants and then tested on 4 others. They achieved a high accuracy on selecting tags. However, in their proposed system, a BCI only replaces the interface for explicit expression of emotional tags, i.e. the method does not implicitly tag a multimedia item using the participant’s behavioral and psycho-physiological responses.

### 2.6 Summary

This Chapter serves as a background review of the related research. I first gave a brief introduction to the definition of emotion and emotional experience scenarios in response to multimedia. Then, studies on multimedia content analysis with the goal of estimating the emotion which is more likely to be elicited to the viewers were given. The literature on emotion recognition using physiological signals was also briefly reviewed. Finally, the existing work on implicit tagging was provided.
Chapter 3

Affective Corpus Development

3.1 Video Corpora Development

Affective video corpora are developed with three different goals: first, emotion elicitation or mood regulation in psychological experiments; second, emotional characterization of videos using content for video indexing or highlighting and third, recognition of the intrinsic emotions in the videos, e.g., detecting the emotions which were expressed by people in the videos. One should avoid mixing these three different research tracks and the goals behind them. For example, movie excerpts which are more likely to elicit strong emotions are chosen in the first group for emotion elicitation whereas only using the strongly emotional excerpts is not appropriate for emotional characterization in the second group. Emotional characterization should be able to deal with the full spectrum of emotions in videos, from neutral videos to mixed and strong emotions. In this Section, the first two types of affective corpora will be addressed. The third type of affective video corpora which deals with intrinsic emotions or affective expression will be explained in the following Section, Section 3.2.

3.1.1 Existing emotional video corpora

Rottenberg et al. [9] created an emotional video dataset for psychological emotion elicitation studies. The excerpts, which were about 1 to 10 minutes long, were either extracted from famous commercial movies or from non-commercial videos which were used in emotional research, e.g., an amputation surgery video. First, they formed a set of excerpts with different targeted emotions; namely, amusement, anger, disgust, fear, neutral, sadness and surprise. They evaluated the excerpts based on “intensity” and “discreteness”. The “intensity” of an excerpt means whether a video received high mean report on the target emotion in comparison to other videos. The “discreteness” refers to what extent the target emotion was felt more intensely in comparison to all non-targeted emotions. The “discreteness” was measured using the ratings a video received on the target emotion in comparison to the other emotions. They ultimately formed a dataset consisting of 13 videos, from under one minute to 8 minutes long, for emotion elicitation studies.

In a more recent study, Schaefer et al. [44] created a larger dataset from movie excerpts to induce emotions. In their study, they went beyond discrete basic emotions and developed a corpus including 15 mixed feelings, in addition to six discrete emotions; namely, anger, disgust,
sadness, fear, amusement, tenderness. 364 participants annotated their database using three questionnaires. After watching each video, participants answered emotional arousal on a seven points scale. Then using a modified version of Differential Emotions Scale (DES) questionnaire, they reported how much they felt each of the 16 listed emotions on a seven point scale. The third questionnaire was PANAS with 10 positive and 10 negative emotions on five points scale. 64 collected excerpts with French audio tracks are available online with their averaged assessed scores.

Almost every published work in the field of multimedia content analysis and emotions used a differently developed dataset. A brief description of different dataset used for emotional characterization using content features is given in the following.

Wang and Cheong [50] created and annotated a dataset consisting of 36 full length Hollywood movies which have 2040 scenes. Three annotators watched the movies and reported their emotions by Ekman basic emotions [42] to every scene. Only 14% of movie scenes received double labels, and the rest only received single emotional labels from their three annotators.

Hanjalic and Xu [7] used excerpts from “Saving private Ryan” and “Jurassic park 3” and two soccer matches in their study without annotations. Irie et al. [51] only used 206 selected emotional scenes out of 24 movies. 16 students annotated these scenes by eight Plutchik basic emotions; namely, joy, acceptance, fear, surprise, sadness, disgust, anger, and anticipation [32]. The annotators first watched the videos and then reported how much they felt each of these emotions on seven points scale. The emotional labels were assigned to the selected scenes only if more than 75% of annotators agreed on them, otherwise the neutral label was assigned to the movie scene. Xu et al. [52] used selected scenes from eight movies containing 6201 shots, which are in total 720 minutes long. The videos were manually labeled by five emotions: fear, anger, happiness, sadness and neutral spanning the arousal dimension in three levels and valence in two levels.

3.1.2 Developed emotional video corpora

Four emotional video corpora has been developed by us using four different settings. The annotations of the first and the fourth dataset were gathered a laboratory setting. The second and the fourth dataset have emotional reports from a web-based online platform, and the third dataset includes emotional reports using an online crowdsourcing platform.

3.1.2.1 Movie scenes annotated in a laboratory environment

A dataset consisting of emotional movie scenes suitable for emotion elicitation and characterization was developed. I chose 64 movie scenes from eight movies to be shown in two sessions. Due to the limited time a participant can spend in each session.

To create this video dataset, I extracted video scenes from movies selected either according to similar studies (e.g., [50, 9, 7]), or from recent famous movies. The movies included four major genres: drama, horror, action, and comedy. Video clips used for this study are extracted from the list given in Table 3.1. The extracted scenes, eight for each movie, had durations of approximately one to two minutes each and contained an emotional event (judged by the author).
Table 3.1: The movie scenes were extracted from the listed movies

<table>
<thead>
<tr>
<th>Drama movies</th>
<th>Comedy movies</th>
</tr>
</thead>
<tbody>
<tr>
<td>The pianist (6),</td>
<td>Mr. Bean’s holiday (5), Love actually</td>
</tr>
<tr>
<td>Hotel Rwanda (2)</td>
<td>(4)</td>
</tr>
<tr>
<td>Horror movies</td>
<td>Action movies</td>
</tr>
<tr>
<td>The ring (Japanese</td>
<td>Kill Bill Vol. I (3), Saving private</td>
</tr>
<tr>
<td>version (7),</td>
<td>Ryan (8)</td>
</tr>
<tr>
<td>28 days later (1)</td>
<td></td>
</tr>
</tbody>
</table>

The complete list of the scenes with editing instructions and descriptions is available in Appendix 6.3.

Figure 3.1: The distribution of different movie scenes on arousal and valence plane. Average arousal and valence are shown. Different numbers represent different movies (see Table 3.1).

The distribution of average arousal and valence scores are shown in Fig. 3.1. The numbers, which represent the movie scenes, are the codes assigned to movies in Table 3.1. The variance of valence dimension increases with arousal. This is in accordance with the findings of [90] in which arousal and valence scores in response to the IAPS and the International Affective Digitized Sound system (IADS) showed a parabolic or heart shape distribution.

Three participants out of ten were female. The participants were from 20 to 40 years old ($M = 29.3, SD = 5.4$). The difference between arousal and valence scores given by the participants to all the videos was studied by means of a multi-way ANOVA. ANOVA was performed on arousal and valence scores considering three factors, the video scenes, the participants and the order in which the videos were shown to the participants during sessions. The effect of the order in which the videos were presented to users on ratings was not significant. However, there was a significant difference on average valence scores between different participants ($F(9) = 18.53, p < 1 \times 10^{-5}$) and different videos ($F(63) = 12.17, p < 1 \times 10^{-5}$). There was also a significant difference on average arousal scores between different participants ($F(9) = 19.44, p < 1 \times 10^{-5}$) and
different videos \(F(63) = 3.23, p < 1 \times 10^{-5}\). These differences can be originated from different personal experiences and memories concerning different movies as well as participants’ mood and background.

### 3.1.2.2 Web-based annotated movie scenes dataset

In order to find videos eliciting emotions from the whole spectrum of possible emotions, a user study was conducted to annotate a set of manually preselected movie scenes. The dataset has been extracted from 16 full length Hollywood movies which are listed in Table 3.2 (mostly popular movies). We extracted and chose these video scenes from movies in the same way as the video clips in the previous Section. 155 short clips, which are about one to two minutes long, were manually selected from these movies to form the dataset.

A web-based annotation system has been launched to assess participants’ felt emotion. In this system, a user signs up giving his/her personal information including gender, age, and email address. The system also asked optional information like, cultural background and origin which helped the system to form a profile of the user. Fig. 3.3 shows a snapshot of the assessment interface where a video clip is being shown. After watching each video clip, the participant expressed his/her felt emotion using arousal and valence, quantized in nine levels. The participants

---

2. Jeremy Davis contributed to the development of this dataset by implementing the web-based platform.

![Figure 3.2: Total number of keywords reported by 10 participants to 64 video clips](image-url)
Table 3.2: The video clips were extracted from the listed movies

<table>
<thead>
<tr>
<th>Drama movies</th>
<th>Comedy movies</th>
</tr>
</thead>
<tbody>
<tr>
<td>The pianist, Hotel Rwanda, Apocalypse now,</td>
<td>Man on the moon, Mr. Bean’s holiday, Love actually</td>
</tr>
<tr>
<td>American history X, Hannibal</td>
<td></td>
</tr>
<tr>
<td>Horror movies</td>
<td>Action movies</td>
</tr>
</tbody>
</table>

Figure 3.3: A snapshot of the affective annotation platform.

Also chose the emotional label manifesting his/her felt emotion. The emotion labels are afraid, amused, anxious, disgusted, joyful, neutral, and sad. These labels have been chosen based on the labels assessed in our previous experiments (see subsection 3.1.2.1). During the previous experiments, the laboratory based experiment, we asked 10 participants to freely express their emotions, elicited by movie scenes with words. These emotional keywords were the ones which appeared more frequently [10] (see Fig. 3.2). Note that they roughly correspond to the six basic “Ekman’s emotions” [42].

Initially, 82 participants signed up to annotate the videos. From these 82 participants, 42 participants annotated at least 10 clips. Participants were from 20 to 50 years old ($M = 26.9, SD = 6.1$). Out of the 42 participants, 27 were male, and 15 were female with different cultural backgrounds living in four different continents. The results of a multi-way ANOVA on arousal scores as the dependent variable and participant, video clip, and time of the day as effects showed that the average arousal scores have a significant difference for different participants ($F(41) = 3.23, p < 1 \times 10^{-5}$), video clips ($F(154) = 5.35, p < 1 \times 10^{-5}$) and times of the day ($F(7) = 2.69, p < 0.01$). A day has been divided into eight time interval, early morning (6:00 to 9:00), morning (9:00 to 11:30), noon (11:30 to 13:00), afternoon (13:00 to 16:30), evening (16:30 to 19:30), late evening (19:30 to 22:30), night (22:30 to 24:00) and after midnight (00:00 to 6:00).
The average arousal scores in different time periods are shown in Fig. 3.6. The average arousal scores given to all videos is increasing from early in the morning till noon. Then it decreases till it bounces back for late evening and night. Female participants, on average, gave higher arousal scores to the videos (see Fig. 3.4). A Wilcoxon test showed that the difference between female and male participants’ arousal scores was significant ($p = 3 \times 10^{-10}$).

Studying the variance of valence is more tricky since the dataset roughly has a balanced set of pleasant and unpleasant videos. Looking at the average valence scores, no significant difference can be observed between the ratings given by different gender groups or in different time intervals. We therefore decided to compute the absolute valence score and study the effect of the absolute valence score after being centered. This means extremely pleasant or unpleasant scores will be treated in the same way, and we defined absolute centered valence score as a measure of emotion strength. Looking at this absolute score, female participants reported significantly stronger emotions (see Fig. 3.5). The result of a Wilcoxon test between the absolute valence scores of female and male participant showed the significance ($p = 0.002$). The results of a multi-way ANOVA on absolute valence scores as the variable and participant, video clip, and time of the day as effects showed that the average arousal scores have a significant difference for different participants ($F(41) = 4.76, p < 1 \times 10^{-5}$), video clips ($F(154) = 4.89, p < 1 \times 10^{-5}$) and times of the day ($F(7) = 2.68, p < 0.01$). The absolute valence, which is resulted by folding the valence arousal plane, is correlated with arousal.

![Average arousal scores by gender](image)

Figure 3.4: Average arousal scores, given by male and female participants.

### 3.1.2.3 Boredom detection dataset using crowdsourcing

Developing video processing algorithms capable of predicting viewer boredom requires suitable corpora for development and testing. A video dataset has been gathered in the context of the MediaEval 2010 Affect Task for boredom prediction of Internet videos. Standard limitations

---

3. This dataset was developed in Collaboration with Martha Larson from Delft University of Technology, the Netherlands.

4. [http://www.multimediaeval.org](http://www.multimediaeval.org)
on viewer affective response annotation are overcome by making use of crowdsourcing. Using MTurk\(^5\) we rapidly gathered self-reported boredom scores from a large user group that is demographically diverse also represented our target population (Internet video viewers). Ultimately, this dataset can be used by boredom-prediction algorithms to improve multimedia retrieval and recommendation. Relatively little research has investigated topic-independent factors that contribute to the relevance of multimedia content to the user information need.

For the purpose of the Affect Task and related research, a simple definition of boredom was adopted. Boredom was taken to be related to the viewer’s sense of keeping focus of attention and to be related to the apparent passage of time \(^91\). Boredom is a negative feeling associated with viewer perceptions of the viewer-perceived quality (viewer appeal) of the video being low.

The dataset selected for the corpus is Bill’s Travel Project, a travelogue series called “My Name is Bill” created by the film maker Bill Bowles\(^6\) (see Fig. 3.8). The series consists of 126 videos between two to five minutes in length. This data was chosen since it represents the sort of multimedia content that has risen to prominence on the Internet. Bill’s travelogue follows the format of a daily episode related to his activities and as such is comparable to “video journals” that are created by many video bloggers. The results of analysis on video series such as “Bill’s Travel Project” can extend to other video bloggers, and also perhaps to other sorts of semi-professional user generated video content. Because the main goal of this study was to study the effect of content related features, by using one series, the effect of high variance between content generated by multiple film makers in different genres was avoided.

The design of the utilized crowdsourcing strategy was inspired by existing crowdsourcing literature, for example, \(^92\), online articles and blog posts about crowdsourcing such as “Behind the enemy lines” blog\(^7\) and reflecting on our past experience regarding collecting annotations online. A two-step approach was taken for our data collection. The first step was the pilot that consisted of a single micro-task or Human Intelligent Task (HIT) involving one video and

---


![Average absolute valence scores by gender](image)

**Figure 3.5:** Average absolute valence scores given by male and female participants.
would be used for the purpose of recruiting and screening MTurk users (referred to as “workers”). The second step was the main task and involved a series of 125 micro-tasks, one for each of the remaining videos in the collection. Workers were paid 30 US dollar cents for each accomplished HIT.

The pilot contained three components corresponding to qualities that were required from our recruits. The first section contained questions about the personal background (age, gender, cultural background). Using MTurk’s ability to block workers from certain countries, the geographical location of participants was partly limited from south Asian countries to maintain the

---

**Figure 3.6: Average arousal scores in different times of the day.**

**Figure 3.7: Average absolute valence scores in different times of the day.**
overall balance. The second section contained questions about viewing habits: workers were asked whether they were regular viewers of Internet videos. The third section tested their seriousness by asking them to watch the video, select a word that reflected their mood at the moment and also write a summary. The summary constituted a “verifiable” question, recommended by [92]. The summary offered several possibilities for verification. Its length and whether it contained well-formulated sentences gave us an indication of the level of care that the worker devoted to the HIT. Also, the descriptive content indicated whether the worker had watched the entire video, or merely the beginning. A final question inquired if they were interested in performing further HITs of the same sort. In order to hide the main goal of the study from workers, the video description edit box was placed prominently in the HIT.

The workers were chosen for the main task from the participants of the pilot by considering the quality of their description and choosing a diverse group of respondents. The qualification was only granted to the participants who answered all the questions completely. The workers were invited to do the main study by sending them an invitation e-mail via their ID number on the MTurk platform. The e-mail informed the users that our qualification was granted to them. Use of a qualification served to limit those workers that carry out the HIT to the invited workers.

Each HIT in the main study consisted of three parts. In the first part, the workers were asked to specify the time of the day, which gave us a rough estimate of how tired they were. Also, the workers were asked to choose a mood word from a drop down list that best expressed their reaction to an imaginary word (none word), such as those used in [93]. The mood words were pleased, helpless, energetic, nervous, passive, relaxed, and aggressive. The answers to these questions gave us an estimate of their underlying mood. In the second part, they were asked to watch the video and give some simple responses to the following questions. They were asked to choose the word that best represented the emotion they felt while watching a video from a second list of emotion words in the drop down list. The emotion list contained Ekman six basic emotions [12]: namely, sadness, joy, anger, fear, surprise, and disgust, in addition to boredom, anxiety,
neutral and amusement, which cover the entire affective space, as defined by the conventional dimensions of valence and arousal [36]. The emotion and mood word lists contained different items, which were intended to disassociate them for the user. Next, they were asked to provide a rating specifying how boring they found the video and how much they liked the video, both on a nine point scale. Then, they were asked to estimate how long the video lasted. Here, we had to rely on their full cooperation in order not to cheat and look at the video timeline. Finally, they were asked to describe the contents of the video in one sentence. We emphasized the description of the video rather than the mood word or the rating, in order to conceal the main purpose of the HIT. Quality control of the responses was carried out by checking the description of the video and also by ensuring that the time that they took to complete the HIT was reasonable. A snapshot of the main HIT is shown in Fig. 3.9.

![HIT Snapshot](image)

Figure 3.9: A snapshot of the main HIT on MTurk.

Our pilot HIT was initially published for 100 workers and finished in the course of a single weekend. We re-published the HIT for more workers when we realized we needed more people in order to have an adequate number of task participants. Only workers with the HIT acceptance rate of 95% or higher were admitted to participate in the pilot HIT. In total, 169 workers completed our pilot HIT, 87.6% of which reported that they watch videos on the Internet. We took this response as confirmation that our tasks participants were close to the target audience of our research. Out of 169 workers, 105 were male, and 62 were female and two did not report their gender. Their age average was 30.48 with the standard deviation of 12.39. The workers in the pilot HITs identified themselves by different cultural backgrounds from North American, Caucasian to South and East Asian. Having such a group of participants with a high diversity in their cultural background would have been difficult without using the crowdsourcing platforms. Of the 169 pilot participants, 162 were interested in carrying out similar HITs. Out of the interested group, 79 workers were determined to be qualified and were assigned our task-specific qualification within MTurk. This means only 46.7% of the workers who did the pilot HIT were able to answer all the questions and had the profile we required for the main task.

In total, 32 workers have participated and also annotated more than 60 of the 125 videos
in the main task HIT series. This means only 18.9% of the participants in the pilot and 39.0% of the qualified participants committed to doing the main task HIT series seriously. Of this group of 32 serious participants, 18 are male and 11 are female with ages ranging from 18 to 81 ($M = 34.9, SD = 14.7$).

To evaluate the quality of the annotations, the time spent for each HIT was compared to the video length. In 81.8% of the completed HITs, the working duration for each HIT was longer than the video length. This means that in 18.2% of the HITs we have doubts if the workers fully watched the videos. This shows the importance of having workers with the right qualifications and trustworthy pool of workers in annotation or evaluation hits. Rejecting those HITs reduced the number of workers who carried out more than 60 videos in the main series of HIT to 25 from which 17 are male and, 8 are female ages ranging from 19 to 59 ($M = 33.9, SD = 11.8$).

We asked three questions for each video to assess the level of boredom. First, how boring the video was on a nine-point scale from the most to the least boring. Second, how much the user liked the video on the nine-point scale and third how long the video was. Boredom was shown to have on average a strong negative correlation, $\rho = -0.86$ with liking scores. The time perception did not show a significant correlation for all users, and it varied from 0.4 down to -0.27. Although a positive correlation was expected from boredom scores, and the perception of time seven participants' boredom scores have negative correlations with the time perception.

The correlation between the order of watching the videos for each participant and the boredom ratings was also examined. No positive linear correlation was found between the order and boredom score. This means that watching more videos did not increase the level of boredom and in contrary for 2 of participant it decreased their boredom. Additionally, the correlation between the video length and boredom scores was investigated. No positive correlation was found between the boredom scores and videos’ duration. We can conclude that the lengthy videos are not necessarily perceived as more boring than the shorter videos.

To measure the inter-annotator agreement, the Spearman correlation between participants’ pairwise boredom scores was computed. The average significant correlation coefficient was very low, $\rho = 0.05$. There were even cases where the correlation coefficients were negative, which shows complete disagreement between participants. For each worker, we then grouped videos into two rough categories, above and below the mean boredom score of that worker. We computed the average pair-wise Cohen’s kappa for these categories and here found only slight agreement ($\kappa = 0.01 \pm 0.04$). We also compared agreement on the emotion words workers associated with viewers. Here, again Cohen’s kappa indicated only slight agreement ($\kappa = 0.05 \pm 0.06$). The strong correlations suggest that it is indeed beneficial to investigate personalized approaches to affective response prediction.

In order to obtain the best estimation of mood out of the mood words, first the responses of each participant were clustered into the three hours time intervals. In each three hours interval, the most frequent chosen mood word was selected as the dominant mood. After calculating the dominant moods, we found that using the implicit mood assessment none of the participants had the “relaxed” mood as her dominant mood.

The average boredom scores in different moods are shown in Fig. 3.10. The boredom scores were on average lower for passive mood and higher in energetic, nervous and pleased. Moods were
categorized into two groups, positive, such as pleased, energetic, relaxed and negative, such as, helpless, nervous, passive, and aggressive. On average, participants gave higher ratings to videos while they were in positive moods (see Fig. 3.11). The statistical significance of the difference between ratings in positive and negative moods was examined by a Wilcoxon test and was found significant ($p = 4 \times 10^{-8}$). The effect of four different factors on boredom scores was investigated with a four way ANOVA. The effects were mood, time of the day, videos and participants. The effect of the time of the day on boredom scores was not significant. Participants’ mood had a significant effect on the ratings ($F(6) = 5.55, p < 1 \times 10^{-4}$). The interaction between every two factors was investigated to check whether the observed difference was as a result of having special videos for every mood. The interaction in two way ANOVA between the videos and moods was not significant. Therefore, the effect of mood on boredom scores was independent of the effect of videos.

![Average ratings in different moods](image)

**Figure 3.10:** Average boredom scores in different moods.

### 3.1.2.4 Music videos dataset

120 music videos were initially selected with the goal of having videos with emotions that are uniformly covering the arousal-valence space. 60 of these were selected manually and 60 were selected using the last.fm website for music recommendation by searching on a list of emotional keywords. The music videos were then segmented into one minute segments with 55 seconds overlap between segments. Arousal and valence of the one minute long segments were computed using the method proposed by Soleymani et al. [19] which is trained on movie scenes. In this method, a linear regression was used to compute arousal for each shot in movies. Informative features for arousal estimation include loudness and energy of the audio signals, motion component, visual excitement and shot duration. The same approach was used to compute valence. Other

---

8. This database was developed in collaboration with, Sande Koelstra, Christian Mih, Ashkan Yazdani, and Jong-Seok Lee in the context of Petamedia European network of excellence.
content features such as color variance and key lighting that have been shown to be correlated with valence. [50] were utilized for valence estimation. The emotional highlight score of the $i$-th segment $e_i$ was computed using the following equation:

$$e_i = \sqrt{a_i^2 + v_i^2}$$ (3.1)

The arousal, $a_i$, and valence, $v_i$, ranged between -10 and 10. Therefore, a smaller emotional highlight score ($e_i$) is closer to the neutral state. For each video, the one minute long segment with the highest emotional highlight score was chosen to be extracted for the experiment. For a few clips, the automatic affective highlight detection was manually overridden. This was done only for songs with segments that are particularly characteristic of the song, well-known to the public, and most likely to elicit emotional reactions. Given the 120 one-minute music video segments, the final selection of 40 videos used in the experiment was made on the basis of subjective ratings. Each video was rated by 14-16 volunteers using an online self-assessment tool. Valence and arousal was rated on a 9-point discrete scale. To maximize the strength of elicited emotions, we selected those videos that had the strongest volunteer ratings and at the same time a small variation. For each video, we calculated a normalized arousal and valence score by taking the mean rating divided by the standard deviation. Then, for each quadrant in the normalized valence-arousal space, we selected the 10 videos that lay the closest to the extreme corner of the quadrant.

After watching each video, participants reported their emotion by means of continuous ratings ranging from 1 to 9. Although they were able to choose any point on a continuous scale participants tended to click under displayed numbers (see the red bars on Fig. 3.12). The blue bars on Fig. 3.12 show the ratings’ histograms quantized in nine levels. From the blue bars, we can see that the distribution of the ratings is skewed towards higher scores.

The average ratings of the videos are shown in Fig. 3.13. According to the average ratings, the videos are well covering the whole arousal and valence plane on four quadrants; namely, low arousal, high valence (LAHV), low arousal, low valence (LALV), high arousal, low valence

![Figure 3.11: Average boredom scores in positive and negative moods.](image)
Figure 3.12: Histogram of arousal, valence, dominance and liking ratings given to all videos by the 32 participants. The blue bars are the histogram of the quantized ratings in nine levels. The red bars are showing the ratings quantized in 80 levels (the quantization step is equal to 0.1). This figure was originally created by Sander Koelstra and published in [2].

(HALV) and high arousal, high valence (HAHV). The orientation of the triangles represents the emotional quadrant represents the video clips’ quadrants based on the preliminary study on a limited number of volunteers using an online platform. The results show that the expected emotions are in strong agreement with reported emotions (i.e. online volunteers usually place the video in the same quadrant as participants in the experiment). The average ratings for dominance ratings are also visible in Fig. 3.13. The liking ratings, which are encoded in colors, are visually shown to be correlated with valence.

In order to measure inter-annotation agreement between different participants, we computed the pair-wise Cohen’s kappa between self reports after quantizing the ratings into nine levels. A very weak agreement was found on emotional feedbacks with $\kappa = 0.02 \pm 0.06$ for arousal, $\kappa = 0.08 \pm 0.08$ for valence, and $\kappa = 0.05 \pm 0.08$ for liking ratings. A paired t-test was performed on the $\kappa$ values of valence ratings in comparison to liking and arousal. The t-test results showed that, on average, the agreement on valence ratings is significantly higher than agreement on arousal ($p = 2.0 \times 10^{-20}$) and liking rating ($p = 4.5 \times 10^{-7}$).

3.2 Affective Expression Databases

Creating affective databases is the first step in any emotion recognition study. Recent advances of emotion recognition studies have created novel databases containing emotional expressions in different modalities. These databases mostly includes speech, visual, or audio-visual data [94, 49, 95, 96, 97]. The visual modality of the emotional databases includes face- and/or body
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Figure 3.13: The mean video ratings from experiment participants on the arousal-valence plane. The orientation of the triangle indicates the quadrant for which the video was selected by the online ratings. Liking is encoded by color: dark red is low liking and bright yellow is high liking. Dominance is encoded by symbol size: small symbols stand for low dominance and big for high dominance. This figure was originally created by Christian Mühl and published in [3].

gestures. The audio modality carries acted or genuine emotional speech in different languages. In the last decade, most of the databases consisted only of acted or deliberately expressed emotions. This is nevertheless changing by more recent trend of sharing spontaneous and natural emotional databases such as in [95, 97, 96, 3]. We here only review the publicly available spontaneous or naturalistic databases and refer the reader for posed, audio and audio-visual databases to the following reviews [98, 72, 94].

3.2.1 Existing databases

One of the notable databases with spontaneous reactions is the Belfast database (BE) created by Cowie et al. [49]. The BE database includes spontaneous reactions in TV talk shows. Although the database is very rich in body gestures and facial expressions, the variety in the background and quality makes the data a challenging dataset of automated emotion recognition. The usual databases are recorded with a constant background (blue or green curtain) with a fixed camera and lighting. Despite the existence of a large number of studies on emotional expressions and their databases, there are only few open and publicly available databases which include bodily responses, in addition to audio-visual data. BE database was later included in a much larger ensemble of databases of the HUMAINE projects [93]. HUMAINE database consists of three naturalistic databases and six induced reaction databases. Databases vary in size from 8 to 125 participants and in modalities, from only audio-visual to peripheral physiological signals. These databases were developed independently in different sites and collected under HUMAINE
Pantic et al. created a web-based emotional database of posed and spontaneous facial expressions with both static images, and videos [94, 99]. Their database, called MMI database, consists of images and videos captured from both frontal and profile view. The MMI database includes data from 61 adults acting different basic emotions and 25 adults reacting to emotional videos. This web-based database gives an option of searching in the corpus and is downloadable on the Internet [9].

The “Vera am Mittag” (VAM) audio-visual database [96] is another example of developing a database using spontaneous naturalistic reactions during a talk show. 12 hours of audio-visual recordings from a German talk show with the same name was segmented and annotated. The segments were annotated using valence, activation and dominance dimensions. The audio-visual signals consist of the video and utterances recorded from 104 different speakers. In addition to the audio-visual database, an audio database and a video database were also developed. The VAM-Audio includes utterances from 19 speakers. Only high quality and low noise segments of the emotional audio content were selected for VAM-Audio. In VAM-Faces, the segments in videos which included faces were separately segmented and annotated. The VAM-Faces includes 1867 images from 20 speakers.

Comparing to audio-visual databases, there are fewer publicly available affective, physiological databases. Healey recorded one of the first affective, physiological datasets at Massachusetts Institute of Technology (MIT), which has reactions of 17 drivers under different levels of stress [59, 65]. She recorded 24 subjects driving around Boston and annotated the dataset by the drivers’ stress level. Out of these 24 subjects’ responses, 17 are available on the publicly available database. Her recordings include ECG, GSR - recorded from hands and feet -, EMG - from right Trapezius - as well as the respiration pattern. The database of stress recognition in drivers is publicly available on Internet from Physionet [10].

One of the few databases which includes both peripheral and central nervous system physiological responses and facial expressions, is the interface 2005 emotional database recorded by Savran et al. [100]. This database includes two sets. The first one has EEG peripheral physiological signals, functional Near InfraRed Spectroscopy (fNIRS) from 5 male subjects. Second dataset only has fNIRS and facial videos from 16 subjects from both genders. The first database recorded spontaneous responses to the emotional images from the IAPS [56] and the second database was recorded in a selected set of images retrieved from arbitrary sources on the internet.

The characteristics of the reviewed databases are summarized in Table 3.3.
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Table 3.3: The summary of the characteristics of the reviewed emotional databases. The last two columns are the developed databases.

<table>
<thead>
<tr>
<th>Database</th>
<th>No Part.</th>
<th>Posed or Spon.</th>
<th>Induced or Natural</th>
<th>Audio</th>
<th>Visual</th>
<th>Peripheral physio.</th>
<th>EEG</th>
<th>Eye gaze</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIT [59]</td>
<td>17</td>
<td>Spon.</td>
<td>Natural</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>eNTERFACE05 [100]</td>
<td>5,16</td>
<td>Spon.</td>
<td>Induced</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>MMI [91]</td>
<td>61,29</td>
<td>Posed &amp; spon.</td>
<td>Induced</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>HUMAINE [95]</td>
<td>Multiple</td>
<td>Spon.</td>
<td>Both</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>VAM [96]</td>
<td>19</td>
<td>Spon.</td>
<td>Natural</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>SEMAINE [97]</td>
<td>20</td>
<td>Spon.</td>
<td>Induced</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>DEAP [3]</td>
<td>32</td>
<td>Spon.</td>
<td>Induced</td>
<td>No</td>
<td>Yes*</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>MAHNOB-HCI [20]</td>
<td>30</td>
<td>Spon.</td>
<td>Induced</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*Only for 22 participants.

Spon.: spontaneous, Part.: participant
3.2.2 Developed emotional response corpora

I contributed to the recordings in the three experiments which were conducted to record participants’ emotional reactions to videos. Physiological responses and facial expressions (only in the second and third experiments) were recorded while participants were watching video clips extracted from movies or online repositories. The nature of the video clips varied from scenes from famous commercially produced movies (the first experiment) to the music clips (the third experiment). The goal of these recordings was to study the correlations and the intensity of emotional reactions by viewers in response to videos. The experimental setup, apparatus and recorded modalities for each experiment is provided in detail.

3.2.2.1 Movie experiment

The video scenes selected in the Section 3.1.2.1 were used to elicit emotions in the same experiment. Peripheral signals and facial expression [EMG] signals were recorded for emotion assessment. [EMG] signals from the right Zygomaticus major muscle (smile, laughter) and right Frontalis muscle (attention, surprise) were used as indicators of facial expressions (see Fig. 3.14). GSR, skin temperature, breathing pattern (using a respiration belt) and BVP (using a plethysmograph) were also recorded. All physiological data was acquired via a Biosemi Active II system with active electrodes, from Biosemi Systems[^1^]. The data were recorded with a sampling frequency of 1024 Hz in a sound-isolated Faraday cage. Examples of recorded physiological signals in a surprising and funny scene are given in Figures 3.16 and 3.15. The GSR and respiration signals were respectively smoothed by a 512 and a 256 points averaging filters to reduce the high frequency noise. [EMG] signals were filtered by a Butterworth band pass filter with a lower cutoff frequency of 4 Hz and a higher cutoff frequency of 40 Hz.

Figure 3.14: facial [EMG] signals were recorded from Zygomaticus major (left), and Frontalis muscles (right). These images are retrieved from Wikimedia.

To reduce the mental load of the participants, the protocol divided the show into 2 sessions of 32 movie scenes each. Each of these sessions lasted approximately two hours, including setup. Eight healthy participants (three female and five male, from 22 to 40 years old) participated in the experiment. Thus, after finishing the experiment three types of affective information about each movie clip were available:

- multimedia content-based information extracted from audio and video signals;

[^1^]: [http://www.biosemi.com](http://www.biosemi.com)
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Figure 3.15: Participant 1 physiological responses to a comedy scene: respiration pattern (top-left), GSR (top-right), blood pressure (bottom left), and Zygomaticus major EMG (bottom-right). The effect of the spectator's laugh can be seen on the respiration pattern and EMG signal.

- physiological responses from spectators' bodily reactions (due to the autonomous nervous system) and facial expressions;
- self-assessed arousal and valence, used as 'ground truth' for the true feelings of the spectator.

Since video scenes were showed in random order, the average valence-arousal values over participants in the self-assessed vectors (64 elements each) do not depend on the order in which

Figure 3.16: Participant 2 physiological responses to a surprising action scene: respiration pattern (top-left), GSR (top-right), blood pressure (bottom left), and Frontalis EMG (bottom-right). The surprise moment is indicated by an arrow.
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scenes were presented.

The participants were first informed about the experiment, the meaning of arousal and valence, the self-assessment procedure, and the video content. In emotional-affective experiments, the bias of the emotional state (participants’ mood) needs to be removed. To allow leveling of feature values over time a baseline is recorded at each trial start by showing one short 30s. neutral clip randomly selected from clips provided by the Stanford psychophysiology laboratory.

Each trial started with the user pressing the “I am ready” key which started the neutral clip playing. After watching the neutral clip, one of the movie scenes was played. After watching the movie scene, the participant filled in the self-assessment form which popped up automatically. In total, the time interval between the starts of consecutive trials was approximately three to four minutes. This interval included playing the neutral clip, playing the selected scene, performing the self-assessment, and the participant-controlled rest time. In the self-assessment step for evaluating arousal and valence, the SAM Manikin pictures with a slider to facilitate self-assessment of valence and arousal were used (see Fig. 3.17). The sliders correspond to a numerical range of [0, 1] while the numerical scale was not shown to the participants.

![Figure 3.17: Arousal and valence self-assessment: SAM manikins and sliders.](image)

3.2.2.2 Multimodal movie experiment (MAHNOB-HCI)

Multi-modal recording setup was arranged to record facial videos, audio and vocal expressions, eye gaze, and physiological signals simultaneously (see Fig. 3.20). The experiment was

12. This database is developed in collaboration with Maja Pantic, Imperial College London and available online at http://mahnob-db.eu/hct-tagging
controlled by the Tobii studio software (http://www.tobii.com). In order to synchronize different modalities, device generated time stamps were recorded along with audio and physiological signals. These time stamps consist of time series with square shaped periodic signal (60Hz) representing the moments when the cameras’ shutters were open to capture each frame. The synchronization method and hardware setup details are given in Lichtenauer et al. [101].

The Biosemi active II system with active electrodes was used for physiological signals acquisition. Physiological signals including ECG, EEG (32 channels), respiration amplitude, and skin temperature were recorded while the videos were shown to the participants.

Electroencephalogram signals were recorded with a 1024Hz sampling rate and later down-sampled to 256Hz to reduce the memory and processing costs. EEG signals were recorded using active AgCl electrodes placed according to the international 10-20 system. The layout of EEG electrodes on the cap is shown in Fig. 3.18. Motion and muscular artifacts were kept at a minimum level by instructing the participants to minimize their movements while videos were playing. The EEG signals recorded by Biosemi active electrodes are recorded referenced to Common Mode Sense (CMS) electrode as a part of its feedback loop. In order to gain the full Common-Mode Rejection Ratio (CMRR) at 50Hz, EEG signals should be re-referenced to a common reference. EEG signals were thus re-referenced to the average reference to increase signal to noise ratio.

![Figure 3.18: The EEG cap layout for 32 EEG in addition to two reference electrodes. Retrieved from Biosemi website (http://www.biosemi.com).](http://www.biosemi.com)

30 participants with different cultural and education backgrounds volunteered to participate in response to a campus wide call for volunteers at Imperial College, London. Out of the 30 young healthy adult participants, 17 were female and 13 were male; ages varied between 19 to 40 years old ($M = 26.06, SD = 4.39$). Participants had different educational background from undergraduate students to post-docs with different English proficiency from intermediate to native speakers.
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Figure 3.19: Each trial started by a 15s neutral clip and continued by playing one emotional clip. The self-assessment was done at the end of each trial. There were 20 trials in each session of experiment.

Figure 3.20: In the experimental setup, six video cameras were recording facial expressions. The modified keyboard is visible in front of the participant.

The participants were informed about the experiment and their rights with a verbal introduction, by email and through a consent form. Participants were trained about the interface before the experiment and during the setup time. The participants were also introduced to the meaning of arousal, valence, dominance and predictability in the self-assessment procedure, and to the nature of the video content.

To reduce the emotional bias, before each emotional video a short, neutral clip randomly selected from the clips provided by the Stanford psychophysiology laboratory was shown to the participants.

After watching a short, neutral clip, one of the 20 video clips was played. Video clips were played from the dataset in random order. After watching the video clip, the participant filled in the self-assessment form which appeared automatically. Five multiple choice questions were asked during the self-report for each video. The five questions were 1. emotional label/tag; 2. arousal level; 3. valence level; 4. dominance level; 5. predictability level. These questions were chosen based on the emotional dimensions suggested by Ekman. The emotional labels included neutral, anxiety, amusement, in addition to the Ekman six basic emotions; namely, sadness, joy,
disgust, anger, surprise, fear. To simplify the interface, a keyboard was provided with only nine numerical keys and the participant could answer each question by pressing one of the nine keys. Questions 2 to 5 were on a nine points scale. Dominance and predictability responses were not used in this thesis. In total, the time interval between the start of a trial and the end of the self-reporting phase was approximately two and half minutes. This interval included playing the neutral clip, playing the emotional clip, performing the self-assessment. Running of the whole protocol took on average 50 minutes, in addition to 30 minutes setup time (see Fig. 3.19).

Automatic analysis of facial expression is an interesting topic from both scientific and practical point of view. It attracted the interest of many researchers since such systems will have numerous applications in behavioral science, medicine, security, and human-computer interaction. To develop and evaluate such applications, large collections of training and test data are needed [102, 103]. In this database, we were interested in studying the spontaneous responses of participants while watching video clips. This can be used later for emotional implicit tagging of multimedia content.

Fig. 3.22 shows the synchronized views from the six different cameras. The two close up cameras above the screen give a near-frontal view of the face in color 3.22(a) or monochrome.

Figure 3.21: Two examples of natural expressions to a fearful (on the left) and disgusting (on the right) video. The snapshots of the stimuli videos with eye gaze overlaid and without eye gaze overlaid, frontally captured video, raw physiological signals and raw eye gaze data are shown. On the first row, the red circles show the fixation points and their radius indicate the time spent in each fixation point. The red lines indicate the moments were each of the snapshots were captured. The eye gaze tracker signals have the value -1 when eye gaze data is not available (e.g., during blinking moments).
3.2.2.3 Music videos experiment (DEAP)\textsuperscript{14}

A set of experiments were conducted to record participants’ responses to music videos. The goal of the experiments were to use the collected data to train classifiers to be used for an emotionally aware music recommendations system. The experiments were performed in the laboratory environment with controlled illumination. EEG and peripheral physiological signals were

---

\textsuperscript{14} The database for emotion analysis using physiological signals (DEAP) was developed in collaboration with, Sander Koelstra, Christian Mühl, Ashkan Yazdani, and Jong-Seok Lee in the context of Petamedia European network of excellence.
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recorded using a Biosemi Active II system\textsuperscript{15}. The “Presentation” software by Neuro-behavioral systems\textsuperscript{16} was used for running the protocol, playing the videos and recording the self-reports. The computer which was running the “Presentation” software sent hardware triggers via parallel port to the Biosemi system. These triggers were later used for synchronization and segmentation of the signals.

Figure 3.23: Placement of peripheral physiological sensors. Four electrodes were used to record EOG and 4 for EMG (Zygomaticus major and Trapezius muscles). In addition, GSR, BVP, temperature and respiration were measured. This figure was originally created by Christian Mühl and published in [2].

Physiological signals were all recorded at a sampling rate of 512 Hz using active AgCl electrodes. 32 EEG electrodes were placed on participants’ scalp according to the international 10-20 system. The following peripheral nervous system signals were acquired: GSR, respiration amplitude, skin temperature, ECG, BVP by plethysmograph, EMG of Zygomaticus and Trapezius muscles, and electrooculogram (EOG).

32 Healthy participants (16 male and 16 female), aged between 19 and 37 ($M = 27.2, SD = 4.4$), volunteered to participate in the experiment for a small compensation. Each participant signed a consent form and filled in a questionnaire before the experiment. They were then given a set of instructions about the protocol and the meaning of the different dimensions they were going to report during emotional self-assessment. Next, the electrodes were attached to the participant’s body. This electrode setup took about 20 minutes. After this setup step, the participant watched and performed a training trial to allow the participants to get familiar with the experimental protocol. This training trial comprised of displaying a short video and asking the participants to rate the video accordingly, once the video was finished. The experiment started with a 2 minute rest period in which the participants were asked to relax for baseline recording. The experiment consisted of 40 trials each of which contained:

1. two second screen displaying the current trial number;
2. a five second baseline recording (a fixation cross was displayed);
3. playing of the one minute stimulus video;
4. emotional self-assessment using arousal, valence, like/dislike rating and dominance dimensions.

\textsuperscript{15} http://www.biosemi.com
\textsuperscript{16} http://www.neurobs.com
Participants also had the option to take a break after the 20th trial, and they were offered soft drink and snack. Fig. 3.24 shows a participant shortly before the start of the experiment.

Figure 3.24: A participant shortly before the experiment.

Participants reported their felt emotions using different levels of arousal, valence, like/dislike rating and dominance. To facilitate understanding of different dimensions scales, SAM were displayed (see Fig. 3.25). For the like/dislike rating scale, thumbs down/thumbs up symbols were displayed. The manikins were displayed in the center of the screen with the numbers 1-9 printed below. Participants could only move the mouse horizontally below the numbers and clicked to report their felt emotions.

Figure 3.25: Images used for self-assessment. from top: Valence SAM, Arousal SAM, Dominance SAM, Liking.

Finally, in a post experiment questionnaire, participants were asked to rate their familiarity
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with each of the songs on a scale of 1 (“Never heard it before the experiment”) to 5 (“Knew the song very well”). The analysis of ratings are given in subsection 3.1.2.4.

3.2.3 Recommendations

Inducing emotions and recording affective reactions is a challenging task. Special attention needs to be paid to several crucial factors, such as stimuli that are used, the laboratory environment, as well as the recruitment of participants. Our experience can be distilled into a list of recommendations that will enable the development of additional corpora to proceed smoothly.

- The experiment environment in the laboratory should be kept isolated from the outside environment. The participants should not be able to see the examiners or hear the noise from the outside. The light and temperature should be controlled to avoid variation in physiological reactions due to non controlled parameters.

- Choosing the right stimuli material is an important factor in any affective study. They should be long enough to induce emotions and short enough to prevent boredom. Furthermore, to be sure variation in stimuli length does not introduce variance in the measurements between emotional and non-emotional stimuli, we suggest the stimuli durations to be equal. The mixture of contradicting emotions can make problems for self-assessments. If the goal of the study is to find only one tag or recognize one specific emotional response, we recommend using videos which do not induce multiple emotions.

- A correct participant recruitment can make a significant difference in the results. A motivated participant with the right skills for filling the questionnaire on a computer is desirable, due to the nature of affective experiments. The rewards can make the participants more motivated and responsible. However, cash compensations might attract participants who are not motivated or lack desired communication skills. Therefore, rewarded recruitment should be done with considerations of desired population, e.g., gender balance, age distribution, etc.

- A complex apparatus is more likely to fail at any moment during experiments. Sometimes, a recording failure may reveal itself after the recordings have been done. Thus, planning of extra recording sessions is recommended.

- Contact lenses usually cause participants to blink more, which introduces a higher level of artifacts on EEG signals. Therefore, the participants with visual correction should avoid using contact lenses as much as possible. Thick glasses affect the eye gaze tracker performance. In the experiments in which both these modalities are recorded, recruiting participants with no visual correction is advised.

- Properly attending to participants takes an prominent part of one’s attention, which can easily lead to forgetting parts of complicated technical protocols. Therefore, operation of the recording equipment during the experiments should be made as simple as possible (preferably just by pressing a single button). Alternatively, the tasks of controlling and monitoring correct data collection and attending to participants, can be divided between multiple laboratory assistants with carefully defined procedures.
3.3 Summary

In this Chapter, an overview of relevant existing affective databases was given. Developed
databases, in the course of our studies including stimuli videos and recorded responses, were
introduced. Effect of different parameters such as circadian cycles, gender and mood on emotional
ratings were investigated. In the following Chapter 4 the analysis carried out from bodily
responses which were recorded in the developed databases will be provided.
Chapter 4

Emotion Detection from Bodily Responses

Emotional experience of viewers in response to videos can be identified from their expressions and physiological responses. In this chapter, I report on the studies, conducted during my doctoral studies, to detect emotions in response to videos. First, I give a brief introduction to the bodily signals. Then, the methods and results of emotion detection analyzed and validated from the three recorded experiments will be discussed.

4.1 Bodily Signals and Sensors

4.1.1 Physiological signals and sensors

In this Section, I provide a brief description of the peripheral physiological sensors, which were used, and signals, which were recorded during my studies. All the physiological signals including EEG signals were recorded using a Biosemi Active two MK1 system. Biosemi Active II systems can record physiological signals with a sampling rate up to 16kHz using 24 bits A/D converters (see Fig. 4.1). The A/D box connects to a Personal Computer (PC) via Universal Serial Bus (USB) connection and is insulated from the acquisition system using an optical fiber. A participant wearing the EEG head cap with Biosemi sensors attached is shown in Fig. 4.2.

4.1.1.1 Electromyogram

EMG are the signals generated by skeletal muscles, which can be recorded by means of electrodes attached to the skin covering those muscles. Normally, a pair of electrode are attached along the muscle to record the difference of the electrical potential between two points. An EMG signal is the electrical potential generated by muscle cells, which is caused by the electrical or neurological activation of muscular cells. Facial and gesture emotional expressions activate different muscles. The muscular activity related to emotional responses can be measured by electromyography. For example, smiling activates Zygomaticus major and Frontalis muscles activity is a sign of attention or stress [105].
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4.1.1.2 Galvanic skin response

GSR is a physiological signal which measures electrical conductance or resistance between two points on the skin. Skin’s electrical conductance varies with its level of moisture which is mostly caused by sweat glands. Sweat glands are controlled by the sympathetic nervous system and their activity changes by emotional arousal [106]. Lang et al. discovered that the mean value of GSR is related to the level of motional arousal [57]. GSR is also known by Skin conductance (SC), electrodermal response (EDR), psychogalvanic reflex (PGR), skin conductance response (SCR). In my studies, GSR was measured by positioning two electrodes on the distal phalanges of the middle and index fingers and passing a negligible current through the body. An example of GSR response is shown in Fig. 4.4.

4.1.1.3 Electrocardiogram and blood volume pulse

Blood Volume Pulse (BVP) is the volume of blood in peripheral vessels measured by photoplethysmograph or plethysmograph. A photoplethysmograph consists of an infra-red emitter and detector. The amount of reflected infra-red light from the skin (usually finger) corresponds
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Figure 4.3: An EMG signal recorded from the zygomaticus major muscle.

Figure 4.4: A raw GSR signal. The noisy GSR signal is visible with its tonic and phasic responses. Tonic response corresponds to the overall level of GSR whereas phasic response is the abrupt changes (drops in the current figure) due to the stimuli.

to the volume of blood in peripheral vessels. It is possible to derive heart rate by detecting peaks on BVP signals (see Fig. 4.5). BVP is also a relative measure of blood pressure and its level can be used as an indirect measure of blood pressure.

Because of the nature of muscular activity, heart muscle activity generates an electrical potential difference on the skin. These changes can be measured by placing electrodes on one’s chest. Electrocardiography (ECG or EKG) is the electrical measurements by electrodes on the participant’s chest, which mostly originate from heart activities. ECG signals depending on electrodes’ placement can be interpreted and used to detect heart rate (HR) and heart rate variability (HRV) (see Fig. 4.6). HR and HRV correlate with emotional changes. Pleasantness of stimuli can increase peak heart rate response [57], and HRV decreases with fear, sadness, and

Figure 4.5: A BVP signal.
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Figure 4.6: An ECG signal recorded from electrodes placed on a participant’s upper corner of chest below the clavicle bone and the abdomen below the last rib. The strong contraction of the left ventricle generated large peaks visible in the signal.

happiness [107]. In addition to the HR and HRV features, spectral features derived from HRV were shown to be a useful feature in emotion assessment [108].

4.1.1.4 Respiration

Respiration depth or amplitude can be measured by measuring the expansion of the chest or abdomen circumference. A flexible belt with a piezo-electric crystal sensor which measures the belt’s expansion can measure respiration patterns. Respiration rate and depth can be measured from the resulting signal (see Fig. 4.7). Respiration pattern (RSP) has been also shown to change in different emotional responses. Slow respiration is linked to relaxation whereas irregular rhythm, quick variations, and cessation of respiration correspond to more aroused emotions like anger or fear [8, 107].

Figure 4.7: A RSP signal is shown. Counting the signal peaks provides us with a measure of respiration rate.

4.1.1.5 Skin temperature

Skin temperature also changes in different emotional states [109]. Although temperature changes are slower than other signals, they can be an indicator of emotional responses [110]. Skin temperature is measured by placing a temperature sensor directly in contact with participants’ skin, e.g., their finger.
4.1.6 EEG

Psychological studies regarding the relations between emotions and the brain are uncovering the strong implication of cognitive processes in emotions \[111, 112\] (see Section 2.2.1). As a result, the EEG signals carry valuable information about the participants’ felt emotions.

EEG signals are recorded by measuring electrical potential by placing electrodes on one’s scalp. EEG signals result from the ensemble of the activation of millions of neurons in the brain. A famous electrode placing system is the international 10-20 system, which was employed in all the studies in this thesis. Electrodes are placed on approximately fixed positions according to their distance between inion and nasion point of a participant. The spiking neurons’ electrical potentials (in the order of 10 \(\mu\)Volts) are very weak compared to muscular activities (order of 200 \(\mu\)Volts). Therefore, EEG signals can be easily contaminated by facial muscle activities, eye movements and environment noise. The unwanted artifacts, 50Hz or 60Hz power interference, EEG signals are usually recorded via active electrodes, which amplify the EEG signals on the electrodes to increase their signal to noise ratio (SNR). The second solution to avoid environment noise is to record EEG signals in rooms which are isolated and shielded to electromagnetic fields, i.e, Faraday cages.

4.1.2 Eye gaze and pupil diameter

Eye gaze trackers use the reflection of infrared or near infrared red light from retina detected by cameras to track eye gaze. This allows measuring the pupil diameter with the eye gaze simultaneously. The eye gaze tracker technology utilized in this research, Tobii X120 eye gaze tracker, provides the position of the projected eye gaze on the screen, the pupil diameter, the moments when the eyes were closed and the instantaneous distance of the participant’s eyes to the gaze tracker device (see Fig. 4.8). Pupil diameter has been shown to change in different emotional states \[69, 70\].

![Figure 4.8: The Tobii X120 eye gaze tracker which was used in this study.](http://www.tobii.com)
4.2 Peripheral Physiological Signals for Affective Tagging

4.2.1 Video affective characterization using peripheral physiological responses

4.2.1.1 Overview

A video dataset of 64 movie scenes from 8 movies was manually selected. Experiments were conducted during which physiological signals were recorded from spectators. After each scene, the spectator self-assessed his/her valence-arousal levels. To reduce the mental load of the participants, the protocol divided the show into 2 sessions of 32 movie scenes each. Each of these sessions lasted approximately two hours, including setup. The processed data include the responses of eight healthy participants (three female and five male, from 22 to 40 years old) participated in the experiment. The details on the experimental setup and protocol are given in detail in Section 3.2.2.1.

After finishing the experiment three types of affective information about each movie clip were available:

- multimedia content-based information extracted from audio and video signals;
- physiological responses from spectators' bodily reactions (due to the autonomous nervous system) and from facial expressions;
- self-assessed arousal and valence, used as "ground truth" for the true feelings of the spectator.

Next, we aimed at demonstrating how those true feelings about the movie scenes can be obtained by using the information that is either extracted from audio and video signals or contained within the recorded physiological signals. To this end, features that were likely to be influenced by affect were extracted from the audio and video content as well as from the physiological signals. Thus, each feature from feature vectors of 64 samples highlights a single characteristic (for instance, average sound energy) of the movie scenes. In a similar way, feature vectors were extracted from the physiological signals. As one may expect, a single feature, e.g., average sound energy, may not be equally relevant to the affective feelings of different participants. In order to personalize the set of all extracted features, an additional operation called relevant-feature selection has been implemented. During the relevant-feature selection for arousal, the correlation between the single-feature vectors and the self-assessed arousal vector is determined. Only the features with high absolute correlation coefficient ($|\rho| > 0.25$) were subsequently used for estimating arousal. A similar procedure was performed for valence. It will be shown that accurate estimates of the self-assessed arousal and valence can be obtained based on the relevant feature vectors for physiological signals as well as from the relevant feature vectors for audio and video information.

4.2.1.2 Feature extraction

Galvanic Skin Response (GSR), Blood Volume Pulse (BVP), ElectroMyoGram (EMG), skin temperature, and respiration pattern were recorded in the experiments. The placement of electrodes on the face (for EMG) and ground electrodes on the left hand enabled us to record an ECG signal. Using the electrocardiogram, the pulse transit time was computed as a feature. In addition to the heart rate and heart rate variability features, the multi-scale entropy (MSE)
of the heart rate variability was computed from ECG signals. The MSE of the heart rate was shown to be a useful feature in emotion assessment [8].

Regarding the EMG signals, the Frontalis muscles activity is a sign of attention or stress in facial expressions. The activity of the Zygomaticus major was also monitored, since this muscle is active when the user is laughing or smiling. Most of the power in the spectrum of an EMG during muscle contraction is in the frequency range between 4 to 40 Hz. Thus, the muscle activity features were obtained from the energy of EMG signals in this frequency range for the different muscles. The rate of eye blinking is another feature, which is correlated with anxiety [113]. Eye-blinking affects the EMG signal that is recorded over the Frontalis muscle and results in easily detectable peaks in that signal. All the extracted features are listed in Table 4.1.

Table 4.1: This table lists all 66 features extracted from physiological signals. Number of features extracted from each channel is given in brackets.

<table>
<thead>
<tr>
<th>Peripheral Signal</th>
<th>Extracted features</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GSR</strong> (16)</td>
<td>Average skin resistance, average of derivative, mean of derivative for negative values only (average decrease rate during decay time), proportion of negative samples in the derivative vs. all samples, Number of local minima in the GSR signal, average rising time of the GSR signal, kurtosis, skewness, spectral power in the bands ([0-0.1]Hz, [0.1-0.2]Hz, [0.3-0.4]Hz)</td>
</tr>
<tr>
<td><strong>BVP</strong> (20)</td>
<td>Average BVP heat rate, heart rate derivative, heart rate variability, standard deviation of heart rate, ECG multiscale entropy (4 levels), finger pulse transit time, kurtosis and skewness of the heart rate, energy ratio between the frequency bands [0, 0.08]Hz and [0.15, 5]Hz, spectral power in the bands ([0-0.1]Hz, [0.1-0.2]Hz, [0.3-0.4]Hz)</td>
</tr>
<tr>
<td><strong>RSP</strong> (10)</td>
<td>Band energy ratio (energy ratio between the lower (0.05-0.25Hz) and the higher (0.25-5Hz) bands), average respiration signal, mean of derivative (variation of the respiration signal), standard deviation, dynamic range or greatest breath, breathing rhythm (spectral centroid), breathing rate, spectral power in the bands ([0-0.1]Hz, [0.1-0.2]Hz, [0.3-0.4]Hz)</td>
</tr>
<tr>
<td><strong>Skin temperature</strong> (11)</td>
<td>Range, average, minimum, maximum, standard deviation, kurtosis, skewness, spectral power in the bands ([0-0.1]Hz, [0.1-0.2]Hz, [0.3-0.4]Hz)</td>
</tr>
<tr>
<td><strong>EMG Zygomaticus and Frontalis</strong> (9)</td>
<td>Energy, average, standard deviation of energy, variance, Rate of eye blinking per second, extracted from the Frontalis EMG</td>
</tr>
</tbody>
</table>
4.2.1.3 Feature selection and regression

The relevance of features for affect was determined using Spearman correlation between each extracted feature and the users’ self-assessment. I now demonstrate how user-felt arousal and valence can be estimated, based on the physiological which were found to have a significant correlation with the self-assessed valence and arousal. For each participant, a training set of 63 scenes was formed by selecting 63 of the 64 movie scenes and the corresponding feature values. The remaining scene served as a test set. In order to obtain an estimate, based on the significantly correlated features, of the user’s valence and arousal, all significantly correlated features are weighted and summed as is indicated in Equation 4.1, where \( \hat{y}(j) \) is the estimate of valence-arousal grade, \( j \) is the indexing number of a specific movie scene \( 1, 2, \ldots, 64 \), \( x_i(j) \) is the feature vector corresponding to the \( i \)-th significantly correlated feature, \( N_s \) is the total number of significant features for this participant, and \( w_i \) is the weight that corresponds to the \( i \)-th feature.

\[
\hat{y}(j) = \sum_{i=1}^{N_s} w_i x_i(j) + w_0
\]  

(4.1)

In order to determine the optimum \( \hat{y} \), the weights in Equation 4.1 were computed by means of a RVM from the Tipping RVM toolbox [114]. This procedure was applied on the user self-assessed valence-arousal, \( y(j) \), and on the feature-estimated valence-arousal, \( \hat{y}(j) \), over all movie scenes. This procedure is performed two times for optimizing the weights corresponding to:

- physiological features when estimating valence,
- physiological features when estimating arousal,

In a first step, weights are computed from the training set. In the second step, the obtained weights were applied to the test set, and the mean absolute error between the resulting estimated valence-arousal grades and self assessed valence-arousal was calculated. These two steps were repeated 64 times. Each time the 63 movie scenes of the training set were selected from the total of 64 scenes while the single, remaining scene served as the test set. The results from this cross-validation will be presented in the following Section.

4.2.1.4 Experimental results

To video dataset presented in Section 3.1.2.1 was used as stimuli. Peripheral signals and facial expression [EMG] signals were recorded for emotion assessment. [EMG] signals from the right Zygomaticus major muscle (smile, laughter) and right Frontalis muscle (attention, surprise) were used as indicators of facial expressions. [GSR] skin temperature, breathing pattern (using a respiration belt) and [BVP] (using a plethysmograph) were also recorded. All physiological data was acquired via a Biosemi Active-two system with active electrodes, from Biosemi Systems (http://www.biosemi.com). The data were recorded with a sampling frequency of 1024 Hz in a sound-isolated Faraday cage. The [GSR] and respiration signals were respectively smoothed by a 512 and a 256 points averaging filters to reduce the high frequency noise. [EMG] signals were filtered by a Butterworth band pass filter with a lower cutoff frequency of 4 Hz and a higher cutoff frequency of 40 Hz.

The correlations between physiological features and self assessments were determined. Table 4.2 shows, for each participant, the features which had the highest absolute correlations with
that participant’s self-assessments of valence and arousal.

Table 4.2: Physiological features with the highest absolute correlation with self assessments for participants 1 to 8.

<table>
<thead>
<tr>
<th>Part.</th>
<th>Arousal</th>
<th>ρ</th>
<th>Valence</th>
<th>ρ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GSR Skewness</td>
<td>0.43</td>
<td>EMG Zygomaticus (sum of</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>absolute)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>EMG Frontalis (sum of absolute)</td>
<td>0.66</td>
<td>EMG Frontalis (sum of absolute)</td>
<td>-0.73</td>
</tr>
<tr>
<td>3</td>
<td>GSR power spectral density 0.1-0.2 Hz band</td>
<td>0.48</td>
<td>EMG Zygomaticus(sum of absolute)</td>
<td>0.53</td>
</tr>
<tr>
<td>4</td>
<td>EMG Zygomaticus average</td>
<td>0.32</td>
<td>EMG Zygomaticus(sum of absolute)</td>
<td>0.49</td>
</tr>
<tr>
<td>5</td>
<td>EMG Frontalis (sum of absolute)</td>
<td>0.38</td>
<td>EMG Frontalis (sum of absolute)</td>
<td>-0.49</td>
</tr>
<tr>
<td>6</td>
<td>Plethysmograph multi-scale entropy (2nd)</td>
<td>0.42</td>
<td>EMG Zygomaticus (sum of absolute)</td>
<td>0.56</td>
</tr>
<tr>
<td>7</td>
<td>GSR standard deviation</td>
<td>0.55</td>
<td>EMG Zygomaticus (sum of absolute)</td>
<td>0.71</td>
</tr>
<tr>
<td>8</td>
<td>BVP (average)</td>
<td>-0.33</td>
<td>EMG Zygomaticus (sum of absolute)</td>
<td>0.64</td>
</tr>
</tbody>
</table>

For physiological signals, the variation of correlated features over different subjects illustrates the difference between participants’ responses. While GSR features are more informative regarding the arousal level of participants 1, 3, and 7, EMG signals were more important to estimate arousal in participants 2, 4, and 5.

The difference between the self assessments of male and female participants was investigated by means of a one way ANOVA test of variance applied on these assessments. The difference between the two genders group self assessments was found to be significant for gender groups’ valence ($F = 50.6$, $p < 0.005$) and arousal ($F = 11.9$, $p < 0.005$), and for participants’ valence ($F = 10.3$, $p < 0.005$) and arousal ($F = 20.3$, $p < 0.005$). The female participants reported lower valence and higher arousal on average. Comparison with assessed valence showed that this gender difference comes from the fact that female participants reported higher level of unpleasantness and excitement. Rottenberg et al. show that female participants reported more intense emotions in response to emotional movie scenes. The female participants’ emotional responses in our study were also stronger compared with those from male participants. Fig. 4.9 shows the results of this one way ANOVA test on the two gender groups’ valence self assessments.

The accuracy of the estimated valence and arousal is evaluated by computing the mean absolute error between the estimates and the self-assessments of either valence or arousal (Table 4.3). The mean absolute error ($E_{MAE}$) was calculated from a leave-one-out cross validation on
(a) arousal, $p = 6 \times 10^{-4}$, $F = 11.9$  (b) valence, $p = 3.8 \times 10^{-12}$, $F = 50.6$

Figure 4.9: Results of the one way ANOVA test on the self assessments showing significant differences between the average assessments levels of the two gender groups.

Table 4.3: Mean absolute error ($E_{MAE}$), and Euclidean distance ($E_{ED}$) between estimated valence-arousal grades and self assessments (participants 1 to 8).

<table>
<thead>
<tr>
<th>Part.</th>
<th>$E_{MAE}$ Arousal estimated from physiological features</th>
<th>$E_{MAE}$ Valence estimated from physiological features</th>
<th>$E_{ED}$ Physiological features</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.17</td>
<td>0.10</td>
<td>0.21</td>
</tr>
<tr>
<td>2</td>
<td>0.12</td>
<td>0.09</td>
<td>0.16</td>
</tr>
<tr>
<td>3</td>
<td>0.15</td>
<td>0.11</td>
<td>0.21</td>
</tr>
<tr>
<td>4</td>
<td>0.15</td>
<td>0.12</td>
<td>0.20</td>
</tr>
<tr>
<td>5</td>
<td>0.15</td>
<td>0.14</td>
<td>0.22</td>
</tr>
<tr>
<td>6</td>
<td>0.18</td>
<td>0.18</td>
<td>0.27</td>
</tr>
<tr>
<td>7</td>
<td>0.16</td>
<td>0.11</td>
<td>0.21</td>
</tr>
<tr>
<td>8</td>
<td>0.16</td>
<td>0.07</td>
<td>0.18</td>
</tr>
<tr>
<td>Average</td>
<td>0.15</td>
<td>0.11</td>
<td>0.21</td>
</tr>
<tr>
<td>Random level</td>
<td>$\sim 0.4$</td>
<td>$\sim 0.4$</td>
<td>$\sim 0.5$</td>
</tr>
</tbody>
</table>

64 video clips for each participant.

$$E_{MAE} = \frac{1}{N_{test}} \sum_{j=1}^{N_{test}=64} |\hat{y}_j - y_j|$$  \hspace{1cm} (4.2)

$E_{MAE}$ was computed from Equation (4.2) where $N_{test}$ is the number of test samples (64) and $\hat{y}_j$ is the estimated valence-arousal for the $j$-th sample in test set. $E_{MAE}$ values are shown in Table 4.3; all $E_{MAE}$ values are considerably smaller than a random level determination of
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$E_{MAE}$ is around 0.4, and is estimated by generating random measurements of valence and arousal. While $E_{MAE}$ separately considers valence and arousal determinations, a more global performance measure can be defined. Considering valence and arousal as coordinates in the 2-D valence-arousal space, the overall accuracy of the estimated, joint valence-arousal grades was evaluated by computing the Euclidean distance ($E_{ED}$) between the estimated points and the self-assessments (ground truth). This Euclidean distance is a useful indicator of the system's performance for affect representation and affects similarity measurement, when using valence and arousal as indicators. With valence and arousal being expressed in normalized ranges [0-1], $E_{ED}$ is computed as follows:

$$E_{ED} = \frac{1}{N_{test}} \sum_{j=1}^{N_{test}} \sqrt{(\hat{y}_{j}^{\text{arousal}} - y_{j}^{\text{arousal}})^2 + (\hat{y}_{j}^{\text{valence}} - y_{j}^{\text{valence}})^2}$$ (4.3)

$E_{ED}$ values are shown in Table 4.3. It can in particular be observed that the average Euclidean distance results are all below random level (which is around 0.5). The $E_{MAE}$ represents the distance of the determined emotion from the self-assessed emotion in the dimensions of arousal or valence. $E_{MAE}$ is thus useful to compare each dimension's results. The $E_{MAE}$ of arousal and valence shows that valence determination was more precise than arousal determination. The superior valence results might have been caused by the fact that the pleasantness of emotion is easier to understand and report for participants.

4.3 Multi-Modal Emotion Recognition in Response to Videos

A user-independent emotion recognition method with the goal of recovering affective tags for videos using EEG, pupillary response and gaze distance was developed and evaluated. We first selected 20 video clips with extrinsic emotional content from movies and online resources. Then EEG responses and eye gaze data were recorded from 24 participants while watching emotional video clips. Ground truth was defined based on the median arousal and valence scores given to clips in a preliminary study using an online questionnaire. Based on the participants' responses, three classes for each dimension were defined. The arousal classes were calm, medium aroused and activated, and the valence classes were unpleasant, neutral and pleasant. One of the three affective labels of either valence or arousal was determined by classification of bodily responses. The details on the experimental setup and protocol are given in detail in Section 3.2.2.2.

4.3.1 Preliminary study

In the preliminary study, 21 commercially produced movies were first segmented into their scenes. Scenes longer than two minutes were divided into shorter two minutes long excerpts. From these excerpts, 155 emotional video clips containing excerpts extracted from movies were manually selected. The 155 selected videos were shown to more than 50 participants; each video clip received 10 annotations on average [18]. The preliminary study was conducted utilizing an online affective annotation system in which the participants were able to use a web interface to report their emotions in response to the videos played by a web-based video player (see Fig. 3.3). In case of using videos from online repositories, the full length videos were used in the dataset.
In the preliminary study, the participants were thus asked to self-assess their emotion by reporting the felt arousal (ranging from calm to excited/activated) and valence (ranging from unpleasant to pleasant) on nine points scale as well as emotional keywords. 14 video clips were chosen based on the preliminary study from the clips which received the highest number of emotional keyword tags in different emotion categories, which are listed in the Table 4.3.1.1. Videos were selected to cover different emotional responses (see Fig. 4.10). Three other popular video clips from online resources were added to this set (two for joy/happiness and one for disgust). Three past weather forecast reports (retrieved from youtube.com) were also used as neutral emotion clips. The videos from online resources were added to the dataset to enable us to distribute some of the emotional video samples with the recorded multi-modal dataset described below. Table 4.3.1.1 gives the emotional labels, titles, and sources of the emotional video clips.

The median arousal and valence was used to determine ground truth labels with the following procedure. First, the values assessed by the online questionnaire were centered and then three equal length intervals were defined on the assessment range \((arousal, valence \in [1, 9])\). The labels assigned to all videos are given in Table 4.3.1.1. The distribution of online self emotions for the selected videos is shown in Fig. 4.10.

Regarding the self-reports, we computed the average pair-wise Cohen’s kappa for keyword based annotations. A fair multi-rater agreement was found on emotional keywords (9 keywords) with \(\kappa = 0.32\). The correlation between arousal and valence ratings between participants was also computed. The correlation between arousal and valence ratings given by different participants on nine points scales were \(\text{mean}(\rho) = 0.45\), \(SD(\rho) = 0.25\) and \(\text{mean}(\rho) = 0.73\), \(SD(\rho) = 0.12\) respectively. Therefore, there was a higher inter-rater agreement on valence comparing to arousal.

Figure 4.10: Stimulus videos are shown in the valence-arousal plane. The center of the ellipses represents the mean arousal, and valence and the horizontal and vertical radius represents the standard deviation of the online assessments. The clip codes are printed at the center of each ellipse.
Table 4.4: The video clips are listed with their sources. The emotion labels are: calm (Cal.), medium aroused (Med.), activated (Act.), unpleasant (Unp.), neutral valence (Neu.), Pleasant (Pls.).

<table>
<thead>
<tr>
<th>Code</th>
<th>Emotion Labels</th>
<th>Video clips sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Act., Unp.</td>
<td>Hannibal</td>
</tr>
<tr>
<td>2</td>
<td>Act., Unp.</td>
<td>The Pianist</td>
</tr>
<tr>
<td>3</td>
<td>Med., Pls.</td>
<td>Mr. Bean’s holiday</td>
</tr>
<tr>
<td>4</td>
<td>Act., Neu.</td>
<td>Ear worm (blip.tv)</td>
</tr>
<tr>
<td>5</td>
<td>Med., Neu.</td>
<td>Kill Bill VOL I</td>
</tr>
<tr>
<td>6</td>
<td>Med., Pls.</td>
<td>Love actually</td>
</tr>
<tr>
<td>7</td>
<td>Med., Pls.</td>
<td>Mr. Bean’s holiday</td>
</tr>
<tr>
<td>8</td>
<td>Cal., Pls.</td>
<td>The thin red line</td>
</tr>
<tr>
<td>9</td>
<td>Med., Neu.</td>
<td>The shining</td>
</tr>
<tr>
<td>10</td>
<td>Med., Pls.</td>
<td>Love actually</td>
</tr>
<tr>
<td>11</td>
<td>Act., Unp.</td>
<td>The shining</td>
</tr>
<tr>
<td>13</td>
<td>Act., Unp.</td>
<td>Silent hill</td>
</tr>
<tr>
<td>14</td>
<td>Med., Unp.</td>
<td>The thin red line</td>
</tr>
<tr>
<td>15</td>
<td>Cal., Neu.</td>
<td>AccuWeather New York weather report (youtube.com)</td>
</tr>
<tr>
<td>16</td>
<td>Act., Unp.</td>
<td>American history X</td>
</tr>
<tr>
<td>17</td>
<td>Cal., Neu.</td>
<td>AccuWeather Detroit weather report (youtube.com)</td>
</tr>
<tr>
<td>18</td>
<td>Act., Pls.</td>
<td>Funny cats (youtube.com)</td>
</tr>
<tr>
<td>19</td>
<td>Cal., Neu.</td>
<td>AccuWeather Dallas weather report (youtube.com)</td>
</tr>
<tr>
<td>20</td>
<td>Act., Pls.</td>
<td>Funny (blip.tv)</td>
</tr>
</tbody>
</table>

4.3.1.1 Ground truth definition

The median arousal and valence was used to determine ground truth labels with the following procedure. First, the values assessed by the online questionnaire were centered and then three equal length intervals were defined on the assessment range \((arousal, valence \in [1, 9])\). The labels assigned to all videos are given in Table 4.3.1.1. The distribution of online self emotions for the selected videos is shown in Fig. 4.10.

Ultimately, 20 videos were selected to be shown which were between 35s to 117s long \((M = 81.4\text{s}, SD = 22.5\text{s})\). Psychologists recommended videos from one to ten minutes long for elicitation of a single emotion [44, 9]. Here, the video clips were kept as short as possible to avoid multiple emotions or habituation to the stimuli while keeping them long enough to observe the effect.
4.3.2 Multi-modal emotion recognition

4.3.2.1 EEG signals

Electroencephalogram signals were recorded with a 1024Hz sampling rate and later downsampled to 256Hz to reduce the memory and processing costs. EEG signals were recorded using active AgCl electrodes placed according to the international 10-20 system. The layout of EEG electrodes on the cap are shown in Fig. 4.11. The unwanted artifacts, trend and noise were reduced prior to extracting the features from EEG data by pre-processing the signals. Drift and noise reduction were done by applying a 4-45Hz band-pass filter. Other artifacts such as muscular activity was kept at a low level by instructing the participants to minimize their movements while videos were playing. Biosemi active electrodes record EEG signals referenced to common mode sense electrode (CMS) as a part of its feedback loop. In order to gain the full common-mode rejection ratio (CMRR) at 50Hz, EEG signals should be re-referenced to another reference. EEG signals were thus re-referenced to the average reference to maximize signal to noise ratio.

The spectral power of EEG signals in different bands was found to be correlated with emotions [113, 116, 61]. Power spectral density (PSD) from different bands were computed using fast Fourier transform (FFT) and Welch algorithm [117]. In this method, the signal is split into overlapping segments and the PSD is estimated by averaging the periodograms. The averaging of periodograms results in smoother power spectrum. The PSD of each electrode’s EEG signals was estimated using 15s long windows with 50% overlapping.

The logarithms of the PSD from theta (4Hz < f < 8Hz), slow alpha (8Hz < f < 10Hz), alpha (8Hz < f < 12Hz), beta (12Hz < f < 30Hz) and gamma (30Hz < f) bands were extracted from all 32 electrodes as features. In addition to power spectral features, the difference between the spectral power of all the 14 symmetrical pairs on the right and left hemisphere was extracted to measure the possible asymmetry in the brain activities due to the valence of an emotional stimuli [118, 115]. The asymmetry features were extracted from all mentioned bands except slow alpha. The total number of EEG features of a trial for 32 electrodes is 14 × 4 + 32 × 5 = 216 features. A list of extracted EEG features is given in Table 4.5.

4.3.2.2 Eye gaze data

The X120 Tobii eye gaze tracker provides the position of the projected eye gaze on the screen, the pupil diameter, the moments when the eyes were closed and the instantaneous distance of the participant’s eyes to the gaze tracker device positioned below the screen. The eye gaze data was sampled at 60Hz. The blinking moments are also extractable from eye gaze data. The eye gaze itself is highly dependent on the content and therefore, it was not used directly for emotion recognition. However, pupil diameter has been shown to change in different emotional states [69, 70].

A linear interpolation was used to replace the missing pupil diameter samples due to eye blinking. Then, the average diameter of right and left eye pupil was used as the pupil diameter time series. The major cause of pupil diameter variation comes from lighting; therefore, the

participants’ responses to the same video (stimuli) in the controlled lighting environment follow similar patterns. There are different parametric models for pupillary light reflex [119, 120]. However, these parametric models are not error free and calculating their numerous parameters is rather difficult without specific light reflex experiment. It has been shown that the pupil diameter variation as a result of light changes with age and between different people [119]. Most of the participants in our experiment were young, in their twenties; therefore, the aging effect was assumed to be negligible. The difference between the magnitudes can be reduced by normalizing the pupil diameter time series. Consequently we extracted the light reflex using a non-parametric estimation from the data. This common lighting reflex pattern was estimated for each video using PCA.

If $Y$ is the $M \times N_p$ matrix containing the centered and normalized pupillary responses to the same video from $N_p$ participants and $M$ samples, then $Y$ consists of three components:

$$Y = X + Z + E \quad (4.4)$$

$X$ is the lighting response which is the strongest effect on the signal. $Z$ is the parasympathetic emotional and attentional response and $E$ is the noise originated from measurement. These three components are originated from independent sources, and the decorrelating characteristic of PCA is able to separate these three. First, $Y$ was decomposed using PCA into $N_p$ components. The first principal component is assumed to be a close estimation of the lighting reflex. The normalized principal component was then removed from normalized time series. Then the remaining residual part includes $Z + E$.

$$Y = UDV^T \quad (4.5)$$

$$A_p = UD \quad (4.6)$$
Table 4.5: This table lists all the features extracted from eye gaze data and EEG signals.

<table>
<thead>
<tr>
<th>Eye gaze data</th>
<th>Extracted features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pupil diameter</td>
<td>standard deviation, spectral power in the following bands: [0, 0.2]Hz, [0.2, 0.4]Hz, [0.4, 0.6]Hz and [0.6, 1]Hz</td>
</tr>
<tr>
<td>Gaze distance</td>
<td>approach time ratio, avoidance time ratio, approach rate</td>
</tr>
<tr>
<td>Eye blinking</td>
<td>blink depth, blinking rate, length of the longest blink, time spent with eyes closed</td>
</tr>
<tr>
<td>EEG</td>
<td>theta, slow alpha, alpha, beta, and gamma PSD for each electrode. The spectral power asymmetry between 14 pairs of electrodes in the four bands of alpha, beta, theta and gamma.</td>
</tr>
</tbody>
</table>

\[
S_p = V^T \tag{4.7}
\]

\[
Y_1 = A_{p1}S_{p1} \tag{4.8}
\]

\[
Y_R = Y - Y_1 \tag{4.9}
\]

If we decompose Y using singular value decomposition (SVD) \(U\) is a matrix with eigen vectors of \(YY^T\) as its column. \(D\) is a diagonal matrix whose diagonal values are the eigen values of \(YY^T\). Finally, the columns of \(V\) are the eigen vectors of \(Y^TY\) (see Equation 4.5). From the principal components of \(Y\), \(A_p\), we can reconstruct the first principal component or the light reflex pattern \(Y_1\) (see Equation 4.6). To remove the light reflex component, \(Y_1\), from all the time series, it is enough to subtract it from the original data (see Equation 4.8 and 4.9). \(Y_R\) is the residual part which contains the emotional and attentional pattern, in addition to the noise.

After removing the linear trend, the power spectrum of the pupil diameter variation was computed. Standard deviation and spectral features were extracted from the pupil diameter. The Hippus effect is the small oscillations of eye pupil diameter between 0.05 to 0.3Hz and with the amplitude of 1 mm [119, 121]. Hippus effect has been shown to be present when one is relaxed or passive. In the presence of mental activity, the effect will disappear. The Hippus effect is extracted by the first two power spectral features which are covering up to 0.4 Hz. The rate of eye blinking is shown to be correlated with anxiety [113]. From the eye blinks, the eye blinking rate, the average and maximum blink duration were extracted as features. In addition to the eye blinking features, the amount of time the participants spent with his/her eyes closed was also used as a feature to detect possible eye closing due to unpleasant emotions.

Although the participants were asked not to move during the experiment, there were small head movements which manifested itself in the distance between participants’ eyes and the eye
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The distance of the participant to the screen and its changes provide valuable information about the participants’ posture. The total change in the distance of the user to the gaze tracker, gaze distance, was calculated to measure the possible approach and avoidance phenomena. The amount of time the participant spent per trial getting close or far from the screen was computed as well. These features were named approach and avoidance ratio to represent the amount of time participant spent getting close or going far from the screen. The frequency of the participants’ movement towards the screen during each trial, approach rate, was also extracted. Ultimately 12 features were extracted from the eye gaze data. A summary of all extracted features is given in Table 4.5.

All the extracted features were numerical. To reduce the between participant differences, it is necessary to normalize the features. Maximum-Minimum normalization was applied on each feature of the features set separately for each participant’s signals. In this normalization, the minimum value for any given feature is subtracted from the same feature of a participant, and the results were divided by the difference between the maximum and minimum values.

4.3.2.3 Emotion classification

With the proposed inter-participant emotion recognition, the goal is to find the emotional class with the highest agreement within a population. The most popular emotional class or tag can satisfy a larger population of viewers in a video retrieval scenario. For each video from the dataset, the ground truth was thus defined by computing the median of arousal and valence scores given on a nine point scale. The median values were then categorized into three classes with equal intervals. According to this definition, we can name these classes calm, medium aroused, and activated for arousal and unpleasant, neutral, and pleasant for valence.

A SVM classifier with RBF kernel was employed to classify the samples using features from each of the two modalities. Prior to classification, a feature selection was used to select discriminative features as follows. First, a one way ANOVA test was done on only the training set for each feature with the class as the independent variable. Then any feature for which the ANOVA test was not significant (£p > 0.05$) was rejected. This feature selection criterion was hence re-calculated for each cross validation’s iteration. A leave-one-participant-out cross validation technique was used to validate the user-independent classification performance. At each step of cross validation, the samples of one participant were taken out as test set, and the classifier was trained on the samples from the rest of the participants. This cross validation was employed to imitate the effect of introducing a new user to our emotion recognition system. This process was repeated for all participants’ data.

4.3.2.4 Modality fusion strategy

Classification in different modalities can be fused at both feature level and decision level. We applied these two fusion strategies and reported their results. With the feature level fusion, the feature vectors from different modalities were concatenated to form a larger feature vector. The feature selection and classification methods were then applied to the new feature set. However with the decision level fusion, classification was performed on each modality separately and the classification outcomes were fused to generate the fusion results. In [62] feature level fusion of
EEG and peripheral physiological signals did not improve the single modality results. On the other hand, Chanel et al. [61] showed how a fusion strategy improved the emotion recognition accuracy by fusing the results from EEG and peripheral features at decision level. Our results (see Section 4.3.3) show how in contrary to Feature Level Fusion (FLF), Decision Level Fusion (DLF) significantly outperforms the best single modality for arousal classification and do not underperform for valence classification.

In addition to the superior classification performance obtained by multi-modal strategy, in the absence of one of the modalities due to temporary problems or artifacts, the system can still continue working as a single modality emotion detection. The adaptability of the system to remove and add new modalities can be achieved without re-training the classifiers using the DLF. The adaptability and scalability of the DLF strategy gives it another advantage over FLF.

Here, we used two modalities, which are EEG and eye gaze data. The results of the classification over two modalities were fused to obtain the multi-modal fusion results. If the classifiers provide confidence measures on their decisions, combining decisions of classifiers can be done using a summation rule. The confidence measure summation fusion was used due to its simplicity and its proved performance for emotion recognition according to [61]. Other decision combination methods including product of confidence measures, decision template fusion, Dempster-Shafer, Bayesian belief integration [122], weighted sum and weighted product [123] did not give superior results.

The probabilistic outputs of classifiers are used as a measure of confidence. The sum rule is thus defined as follows for a given trial:

\[
g_a = \frac{\sum_{q \in Q} P_q(\omega_a|x_i)}{\sum_{a=1}^K \sum_{q \in Q} P_q(\omega_a|x_i)} = \sum_{q \in Q} \frac{1}{|Q|} P_q(\omega_a|x_i) \tag{4.10}
\]

In Equation 4.10, \(g_a\) is the summed confidence interval for affect class \(\omega_a\). \(Q\) is the ensemble of the classifiers chosen for fusion, \(|Q|\) the number of such classifiers and \(P_q(\omega_a|x_i)\) is the posterior probability of having class \(\omega_a\) the sample is \(x_i\) according to classifier \(q\). The final choice is done by selecting the class \(\omega_a\) with the highest \(g_a\). It can be observed that \(g_a\) can also be viewed as a confidence measure on the class, \(\omega_a\), given by the fusion of classifiers.

There are two problems employing SVM classifiers in this fusion scheme. First, they are intrinsically only two-class classifiers and secondly, their output is uncalibrated so that it is not directly usable as a confidence value in case one wants to combine outputs of different classifiers or modalities. To tackle the first problem, the one versus all approach is used where one classifier is trained for each class (\(N\) classifier to train), and the final choice is done by majority voting. For the second problem, Platt [124] proposes to model the probability of being in one of the two classes knowing the output value of the SVM by using a sigmoid fit, while Wu et al. [125] proposes a solution to extend this idea to multiple classes. In this study, we used the MATLAB libSVM implementation [126] of the Platt and Wu algorithms to obtain the posterior probabilities, \(P_q(\omega_a|x_i)\).
4.3.3 Experimental results

The experiments were performed in a laboratory environment with controlled temperature and illumination; 24 participants viewed 20 video clips each. 467 samples were gathered over a potential dataset of $24 \times 20 = 480$ samples; the 13 missing ones were unavailable due to technical difficulties.
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Figure 4.12: From top to bottom: on the first plot, there is an example of pupil diameter measures from three different participants in response to one video. The second plot shows the first principal component extracted by PCA from the time series shown in the first plot (the lighting effect). The bottom plot shows the pupil diameter of the blue signal in the first plot after reducing the lighting effect.

To find the best discriminative EEG features, the linear discrimination criterion was calculated. This parameter is the between class variance divided by within class variance for any given feature (see Table 4.6). For arousal classification, PSD in alpha bands of occipital electrodes was found to be the most discriminant features. In contrary for valence beta and gamma bands of temporal electrodes are more informative. The between class to within class variance ratios are higher for the best arousal EEG features. The higher linear discrimination criterion for best arousal features explains the superior classification rate for arousal dimension (see Table 4.7).

In order to study the discrimination abilities of the eye gaze data features, a one way analysis of variance test was performed on the features. The difference between the mean of features in different arousal or valence categories was found significant ($p < 0.05$). The significance of one way ANOVA shows that there is at least a significant difference between the means of the samples from two classes out of three. The box plots of four features namely, eye blinking rate, approach rate, maximum blink length, and standard deviation of pupillary responses are shown in Fig.
Table 4.6: 10 best EEG features for arousal and valence classification based on linear discrimination criterion. The between class variance to within class variance ratios, $\sigma_{bw}^2 / \sigma_{wn}^2$ are also given.

<table>
<thead>
<tr>
<th>Band</th>
<th>Electrode/s</th>
<th>$\sigma_{bw}^2 / \sigma_{wn}^2$</th>
<th>Band</th>
<th>Electrode/s</th>
<th>$\sigma_{bw}^2 / \sigma_{wn}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slow $\alpha$</td>
<td>PO4</td>
<td>0.18</td>
<td>$\beta$</td>
<td>T8</td>
<td>0.08</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>PO4</td>
<td>0.17</td>
<td>$\gamma$</td>
<td>T8</td>
<td>0.08</td>
</tr>
<tr>
<td>$\theta$</td>
<td>PO4</td>
<td>0.16</td>
<td>$\beta$</td>
<td>T7</td>
<td>0.07</td>
</tr>
<tr>
<td>Slow $\alpha$</td>
<td>PO3</td>
<td>0.15</td>
<td>$\gamma$</td>
<td>T7</td>
<td>0.06</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Oz</td>
<td>0.14</td>
<td>$\gamma$</td>
<td>P8</td>
<td>0.05</td>
</tr>
<tr>
<td>Slow $\alpha$</td>
<td>O2</td>
<td>0.14</td>
<td>$\theta$</td>
<td>P7</td>
<td>0.05</td>
</tr>
<tr>
<td>Slow $\alpha$</td>
<td>Oz</td>
<td>0.14</td>
<td>$\beta$</td>
<td>Fp1</td>
<td>0.04</td>
</tr>
<tr>
<td>$\theta$</td>
<td>O2</td>
<td>0.13</td>
<td>$\beta$</td>
<td>CP6</td>
<td>0.04</td>
</tr>
<tr>
<td>$\theta$</td>
<td>FC6</td>
<td>0.13</td>
<td>$\beta$</td>
<td>P8</td>
<td>0.04</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>PO3</td>
<td>0.13</td>
<td>$\beta$</td>
<td>P7</td>
<td>0.04</td>
</tr>
</tbody>
</table>

In average eye blinking rate was higher in calmer videos (see Fig. 4.13(a)). The amount of time participants spent getting closer to the screen is lower for the pleasant category. This shows that they had a tendency to seat more upright while watching more pleasant videos (see Fig. 4.13(b)). On the other hand, the maximum blink length or depth is higher for unpleasant videos. This is due to the fact that participants kept their eyes closed for some moments while watching unpleasant videos (see Fig. 4.13(c)). Pupillary response’s standard deviation is also shown to be higher during neutral scenes (see Fig. 4.13(d)).

The results have shown that it is possible to accurately recognize emotions with a user-independent approach. The classification accuracy measures are summarized in Table 4.7. The traditional F-score which combines precision and recall by their harmonic mean was also computed for each emotion category to give an overall evaluation of classification performance (Equation 4.11). The F1 score varies between zero and one. The random level is 0.5 for binary classification and balanced classes; values closest to 1 indicate a better performance.

$$F1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}$$

(4.11)

Precision and recall can be only defined for one class; hence, the F1 scores were calculated from the results of one versus all classification schemes for each class separately. As a result, the expectation of F1 scores of a uniform random classifier are calculated and given in Table 4.7. The classification rates of both three class classifications are defined as the percentage of correctly classified samples.

For the SVM classifier, the size of the kernel, $\gamma$, was selected between $[0.01, 10]$, based on the average F1 score using a 20-fold cross validation on the training set. The $C$ parameter that regulates the tradeoff between error minimization and margin maximization is empirically set to 1. Classifications were first performed with the goal of recovering the three classes with a leave-one-participant-out cross validation scheme. Regarding the single modality classification
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Figure 4.13: Box plots of four different gaze data features in three emotional conditions. (a) Eye blinking rate for arousal classification (b) Approach time ration for valence classification (c) Blink depth, average blink time, for valence classification (d) STD of pupil diameter for valence classification. One way ANOVA results showed a significant difference between features mean of different classes ($p < 0.05$)

of arousal and valence in three classes, we obtained 62.1% and 50.5% accuracy from EEG signals and 71.1% and 66.6% accuracy from eye gaze data (see Table 4.7). Although EEG classification results are inferior to the eye gaze data, they are comparable to the state of the art classification rates considering the inter-participant classification scheme [127, 61].

The DLF did not improve the best single modality, gaze data, results. However, the modality fusion strategy using the DLF improved the best SVM classification rate for arousal up to 76.4%. The DLF did not underperform for valence classification. To test the statistical significance of the classification performance, a paired t-test was used to compare F1 scores of the DLF on one side and the self reports and the best single modality, eye gaze data, on the other side. The F1 scores from each participant’s samples were compared and the improvement over arousal classification comparing to eye gaze data and self reports were found significant ($p < 0.01$). However, the difference between the eye gaze, DLF, and self reports F1 scores on valence classification was not found statistically significant. The confidence levels of the classification results from the two modalities were added to find the class with the highest summed confidence.

The confusion matrices for each modality show how they performed on each emotion category (Tables 4.8.a - 4.8.j). In these confusion matrices, the row represents the classified label, and each column represents the ground truth. Only for activated category EEG classification performed
as well as gaze data modality. However, the fusion of both with the exceptions of neutral
valence class outperformed gaze data results (see tables 4.8.a - 4.8.d and 4.8.f - 4.8.i). The DLF
outperformed the feature level fusion for all categories except unpleasant (see tables 4.8.c, 4.8.d,
4.8.h, and 4.8.i).

The use of different stimuli and emotion classes make it difficult to directly compare the results
to a similar work. Here, we compare the obtained accuracy with the most similar existing works.
Kolodyazhniy et al. [64] used videos extracted from movies, in a user independent strategy,
to classify three classes; namely, neutral, sadness and fear. They obtained 77.5% recognition
rate from peripheral physiological responses while introducing random startles. Their results on
three classes are almost at the same level of our arousal classification performance. In a gaming
protocol, Chanel et al. [127] achieved the accuracy of 63% in a user-independent approach on the
recognition of three classes; namely, boredom, engagement, anxiety. These three classes can be
translated to our three arousal levels. Our results are inferior to the ones by Lisetti and Nasoz
[60] on six classes. However, we did not only select the responses from the highly emotional
moments in each scene or excerpt and our scene segmentation was independent of the emotional

<table>
<thead>
<tr>
<th>Modality</th>
<th>Classification rate</th>
<th>Average F1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>arousal</td>
<td>valence</td>
</tr>
<tr>
<td>EEG</td>
<td>62.1%</td>
<td>50.5%</td>
</tr>
<tr>
<td>Eye gaze</td>
<td>71.1%</td>
<td>66.6%</td>
</tr>
<tr>
<td>FLF</td>
<td>66.4%</td>
<td>58.4%</td>
</tr>
<tr>
<td>DLF</td>
<td>76.4%</td>
<td>68.5%</td>
</tr>
<tr>
<td>Self-reports with</td>
<td>55.7%</td>
<td>69.4%</td>
</tr>
<tr>
<td>manikins</td>
<td>SAM</td>
<td></td>
</tr>
<tr>
<td>Random level</td>
<td>33.3%</td>
<td>33.3%</td>
</tr>
</tbody>
</table>
4.3. Multi-modal emotion recognition in response to videos

Table 4.8: Confusion matrices of different classification schemes (row: classified label; column: ground truth). The numbers on the first row and the first column of tables a, b, c, d and e represents: 1. calm, 2. medium aroused, 3. activated and for tables f, g, h, i, and j represents: 1. unpleasant 2. neutral valence 3. pleasant. The confusion matrices relate to classification using (a, f) EEG signals (b, g) Eye gaze data (c, h) FLF (d, i) DLF (e, j) Self reports.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arousal (a) EEG</td>
<td>44</td>
<td>15</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>22</td>
<td>111</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>Arousal (b) Eye gaze data</td>
<td>60</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>10</td>
<td>136</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>26</td>
<td>43</td>
</tr>
<tr>
<td>Arousal (c) FLF</td>
<td>49</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>15</td>
<td>117</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>32</td>
<td>55</td>
</tr>
<tr>
<td>Arousal (d) DLF</td>
<td>87</td>
<td>56</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>23</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>54</td>
<td>31</td>
</tr>
<tr>
<td>Arousal (e) Self reports</td>
<td>108</td>
<td>46</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>36</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>20</td>
<td>16</td>
</tr>
<tr>
<td>Valence (f) EEG</td>
<td>115</td>
<td>48</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>27</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>22</td>
<td>16</td>
</tr>
<tr>
<td>Valence (g) Eye gaze data</td>
<td>126</td>
<td>40</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>38</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>Valence (h) FLF</td>
<td>63</td>
<td>35</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>24</td>
<td>88</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>9</td>
<td>63</td>
</tr>
<tr>
<td>Valence (i) DLF</td>
<td>139</td>
<td>83</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>18</td>
<td>20</td>
</tr>
<tr>
<td>Valence (j) Self reports</td>
<td>126</td>
<td>40</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>38</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>8</td>
</tr>
</tbody>
</table>

The agreement between participants’ self-reports and ground truth is shown in the confusion matrix given in Table 4.8e and Table 4.8j. The columns of this table represent how the videos of each class defined by ground truth were individually self-reported. For example, the first column of this table represent how many of the samples which were actually in class one were classified into different classes.

In order to measure the agreement between individual self-reports and the ground truth, the self-reported arousal and valence scores on nine point scale were translated into three levels. These levels were then treated like classified labels, and the classification rate was computed. This was done by considering that the goal of each participant is to label a video clip by the correct label, the most common tag. The classification rate for individually self-reported labels was 55.7% for arousal which is inferior to the worst classifier’s result. Although, looking at the inter-annotation agreement, participants found that it easier to self-report pleasantness, the classification rate for valence is not significantly lower than the self-report rate. Therefore, the accuracy of obtained tags via classification is comparable to the individually reported labels.

Fig. 4.14 summarizes the comparison of different classification strategies showing the F1 scores for each category and on average. Looking at the bars on the most right side of the content.
4.4 Emotion Recognition in Response to Music Videos

4.4.1 Overview

In this study, we present an emotion detection method for music videos using central and peripheral nervous system physiological signals. A set of 40 music clips eliciting a broad range of emotions were first selected. After extracting the one minute long, emotional highlight of each video, they were shown to 32 participants while their physiological responses were recorded. Participants self-reported their felt emotions after watching each clip by means of arousal, valence, dominance, and liking ratings. The physiological signals included electroencephalogram, galvanic skin response, respiration pattern, skin temperature, electromyograms and blood volume pulse using plethysmograph. Emotional features were extracted from the signals. The details on the experimental setup and protocol are given in detail in Section 3.2.2.3.

4.4.2 Emotional Features

The following peripheral nervous system signals were recorded: GSR, respiration amplitude, skin temperature, electrocardiogram, blood volume by plethysmograph, electromyograms of Zygomaticus and Trapezius muscles, and EOG. GSR provides a measure of the resistance of the skin by positioning two electrodes on the distal phalanges of the middle and index fingers. A plethysmograph measures blood volume in the participant’s thumb. Skin temperature and respiration were recorded since they vary with different emotional states.

Regarding the EMG signals, the Trapezius muscle (neck) activity was recorded to investigate possible head movements during music listening. The activity of the Zygomaticus major was also monitored, since this muscle is activated when the participant laughs or smiles.

Most of the power in the spectrum of an EMG during muscle contraction is in the frequency range between 4 to 40 Hz. Thus, the muscle activity features were obtained from the energy of EMG signals in this frequency range for the different muscles. The rate of eye blinking is another feature, which is correlated with anxiety. Eye-blinking affects the EOG signal and results in easily detectable peaks in that signal.

All the physiological responses were recorded at a 512Hz sampling rate and later down-sampled to 256Hz to reduce processing time. The trend of the ECG and GSR signals was removed by subtracting the temporal, low frequency drift. The low frequency drift was computed by smoothing the signals on each ECG and GSR channels with a 256 points moving average.

In total 106 features were extracted from peripheral physiological responses based on the proposed features in the literature [61, 8, 107, 58, 10] (see also Table 4.9).

From the EEG signals, power spectral features were extracted. The logarithms of the spectral power from theta (4-8 Hz), slow alpha (8-10 Hz), alpha (8-12 Hz), beta (12-30Hz) and gamma (30+ Hz) bands were extracted from all 32 electrodes as features. In addition to power spectral

4. This study was done in collaboration with, Sander Koelstra, Christian Mühl, Ashkan Yazdani, and Jong-Seok Lee in the context of Petamedia European network of excellence.
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features the difference between the spectral power of all the symmetrical pairs of electrodes on the right and left hemisphere was extracted to measure the possible asymmetry in the brain activities due to emotional stimuli. The total number of EEG features of a trial for 32 electrodes is 216. Table 4.9 summarizes the list of features extracted from the physiological signals.

Table 4.9: Features extracted from EEG and physiological signals.

<table>
<thead>
<tr>
<th>Signal</th>
<th>Extracted features</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSR</td>
<td>average skin resistance, average of derivative, average of derivative for negative values only (average decrease rate during decay time), proportion of negative samples in the derivative vs. all samples, number of local minima in the GSR signal, average rising time of the GSR signal, 10 spectral power in the [0-2.4]Hz bands, zero crossing rate of Skin conductance slow response (SCSR) [0-0.2]Hz, zero crossing rate of Skin conductance very slow response (SCVSR) [0-0.08]Hz, SCSR and SCVSR mean of peaks magnitude</td>
</tr>
<tr>
<td>BVP</td>
<td>Average and standard deviation of HR, HRV, and inter beat intervals, energy ratio between the frequency bands [0.04-0.15]Hz and [0.15-0.5]Hz, spectral power in the bands ([0.1-0.2]Hz, [0.2-0.3]Hz, [0.3-0.4]Hz), low frequency [0.01-0.08]Hz, medium frequency [0.08-0.15]Hz and high frequency [0.15-0.5]Hz components of HRV power spectrum.</td>
</tr>
<tr>
<td>Respiration</td>
<td>band energy ratio (difference between the logarithm of energy between the lower (0.05-0.25Hz) and the higher (0.25-5Hz) bands), average respiration signal, mean of derivative (variation of the respiration signal), standard deviation, range or greatest breath, breathing rhythm (spectral centroid), breathing rate, 10 spectral power in the bands from 0 to 2.4Hz, average peak to peak time, median peak to peak time</td>
</tr>
<tr>
<td>skin temperature</td>
<td>average, average of its derivative, spectral power in the bands ([0-0.1]Hz, [0.1-0.2]Hz)</td>
</tr>
<tr>
<td>EMG and EOG</td>
<td>eye blinking rate, energy of the signal, mean and variance of the signal theta, slow alpha, alpha, beta, and gamma PSD for each electrode. The spectral power asymmetry between 14 pairs of electrodes in the four bands of alpha, beta, theta and gamma.</td>
</tr>
</tbody>
</table>

4.4.3 Emotion classification

In this section, we present the methodology and results of single-trial classification of the responses to videos. Two different modalities were used for classification; namely EEG signals, and peripheral physiological signals.

Three different binary classification problems were posed: the classification of low/high arousal, low/high valence and low/high liking. The participants' ratings during the experiment were used to generate the ground truth. The ratings for each of these scales are thresholded into two classes (low and high). On the nine points scale, the hard threshold was simply set to five
which is in the middle of the minimum and maximum values. For some participants, this led to unbalanced classes. To show to what extent the classes were unbalanced the average and standard deviation of percentage of samples belonging to the high class were calculated. The mean and standard deviation (over participants) of the percentage of videos belonging to the high class per rating scale are: arousal ($M = 59\%, \ STD = 15\%$), valence ($M = 57\%, \ STD = 9\%$) and liking ($M = 67\%, \ STD = 12\%$).

In order to consider the unbalanced classes for evaluation, we reported the F1-score, which is commonly employed in information retrieval and takes the class balance into account, contrary to the mere classification rate. A naïve Bayes classifier was employed which is a simple and generalizable classifier and is able to deal with unbalanced classes in small training sets.

First, the features for the given modality were extracted from each trial or response to each video. Then, for each participant, the F1 scores were used to evaluate the performance of emotion classification in a leave-one-out cross validation scheme. At each step of the cross validation, one trial was used as the test-set and the of the trial served as the training set.

We used Fisher’s linear discriminant $J$ for feature selection:

$$J(f) = \frac{|\mu_1 - \mu_2|}{\sigma_1^2 + \sigma_2^2} \quad (4.12)$$

where $\mu_i$ and $\sigma_i$ are the mean and standard deviation for feature $f$ from class $i$. We calculated this criterion for each feature and then applied a threshold to select the maximally discriminating ones. This threshold was empirically set to 0.3.

A Gaussian naïve Bayes classifier was used to classify the test-set as low/high arousal, valence or liking. The naïve Bayes classifier $G$ assumes independence of the features and is given by:

$$G(f_1, \ldots, f_n) = \arg\max_c p(C = c) \prod_{i=1}^n p(F_i = f_i|C = c) \quad (4.13)$$

where $F$ is the set of features and $C$ the classes. $p(F_i = f_i|C = c)$ is estimated by assuming Gaussian distributions of the features and modeling these from the training set.

### Experimental results

Table 4.10 shows the average recognition rates and F1-scores (average F1-score for both classes) over participants for each modality and each rating scale. We compared the results to the expected values (analytically determined) of random classifiers, voting according to the majority class in the training data, and voting for each class with the probability of its occurrence in the training data. For determining the expected values of majority voting and class ratio voting, we used the class ratio of each participant’s feedback during the experiment. These results are slightly over-estimated since, in reality, the class ratio would have to be estimated from the training set in each fold of the leave-one-out cross-validation.

Voting according to the class ratio gives an expected F1-score of 0.5 for each participant. An independent one-sample t-test was performed to test the significance of the difference between the F1 scores of all participants and random level F1 score, 0.5. According to the results reported in Table 4.10, 8 out of the 9 obtained F1-scores are significantly superior to the class ratio
Table 4.10: Average accuracies (ACC) and F1-scores (F1, average of score for each class) over participants. Stars indicate whether the F1-score distribution over subjects is significantly higher than random level, 0.5, according to an independent one-sample t-test (\( ** = p < .01, * = p < .05 \)). For comparison, expected results are given for classification based on random voting, voting according to the majority class and voting with the ratio of the classes.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Arousal ACC</th>
<th>Arousal F1</th>
<th>Valence ACC</th>
<th>Valence F1</th>
<th>Liking ACC</th>
<th>Liking F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>EEG</td>
<td>0.62</td>
<td>0.58**</td>
<td>0.58</td>
<td>0.56**</td>
<td>0.55</td>
<td>0.50</td>
</tr>
<tr>
<td>Peripheral</td>
<td>0.57</td>
<td>0.53*</td>
<td>0.63</td>
<td>0.61**</td>
<td>0.59</td>
<td>0.54**</td>
</tr>
<tr>
<td>Random</td>
<td>0.50</td>
<td>0.48</td>
<td>0.50</td>
<td>0.49</td>
<td>0.50</td>
<td>0.48</td>
</tr>
<tr>
<td>Majority class</td>
<td>0.64</td>
<td>0.39</td>
<td>0.59</td>
<td>0.37</td>
<td>0.67</td>
<td>0.40</td>
</tr>
<tr>
<td>Class ratio</td>
<td>0.56</td>
<td>0.50</td>
<td>0.52</td>
<td>0.50</td>
<td>0.59</td>
<td>0.50</td>
</tr>
</tbody>
</table>

random baseline. The exception is the classification of liking using EEG signals \( (p = 0.068) \). However, looking at the F1 this voting scheme does not perform better. Overall, classification using EEG and peripheral are not significantly different \( (p = 0.41) \) (tested using a two-sided repeated samples t-test over the concatenated results from each rating scale and participant).

The modalities can be seen to perform moderately complementarily, where EEG scores best for arousal, peripheral for valence. The results on valence dimension classification performed best, followed by liking and then arousal. Although the classification results are significantly higher than random level, they are still far from being ideal for an emotional tagging application. This can be due to a noisy ground-truth which is based on self-reports and low intensity emotions. Signal noise, individual physiological differences and low number of samples are the other possible causes of the relatively poor classification accuracy.

4.5 Discussions

In this section, we discuss limitations of the conducted studies and provide the open issues. Physiological responses can vary due to non-emotional changes, such as circadian rhythms, ambient temperature, body posture and other psychophysiological factors such as attention, anticipation and mental effort [128]. Emotion recognition from bodily responses is therefore, limited by controlling different contextual factors. Moreover, like other similar works [64], the generalization of the results are limited by the videos shown to the participants.

The inter-annotation agreement for arousal self-reports in general is lower comparing to keyword based self-assessments. In a real-case scenario for an explicit tagging system, using words will be easier for an ordinary user and leads to higher between participant agreement in comparison to arousal and valence reported by Self Assessment Manikin (SAM). However, emotional keywords are difficult to translate and might not exist with the same meaning in different languages [35]. Emotion detection can overcome those difficulties with keeping the accuracy at the same level. In these studies, participants were asked to explicitly choose an
emotional indicator to form the ground truth. In a real application, with the existence of a reliable user-independent emotion recognition method, the self-reporting phase can be eliminated.

In the first study (see Section 4.2.1), the results of a participant dependent emotion detection using regression (RVM) using peripheral physiological signals showed the feasibility of using these signals for video affect detection. These results were shown further useful by the results obtained by Kierkels et al. [129, 13] for implicit tagging using the regression outputs.

In the second study (see Section 4.3), the first study was expanded to include more participants and a participant independent approach was taken. Arousal labels were on average detected with higher accuracy using EEG signals comparing to valence labels. This might be due to higher visual and auditory variance of the arousal variant videos comparing to valence variant ones. Exciting scenes usually contain fast movements and loud noises which manifest themselves both in EEG signals and pupillary responses, whereas the difference between pleasant and unpleasant responses can be hidden in the semantics. The direct bodily responses to different stimuli can increase the variance in responses and improve the emotion recognition results. For example, faster changing video induces a different response in occipital cortex comparing to a more static video.

The DLF superior classification rate for arousal and its similar performance for valence classification shows that the proposed emotion classification can replace the self-reporting of single participants for detecting popular, emotional tags for this dataset. These popular, emotional tags are defined by the emotions felt by the majority of users watching the same video. After detecting emotional classes, they can be stored along other metadata attached to each video. Emotional labels can be converted to scores for arousal and valence for each video. The emotional scores can be then used, like in the image recommendation applications [12], to improve a video recommender’s performance. In future works, the recognized emotional labels should be added as features to a video recommendation system to study the effect of introducing emotional labels on those systems. This effect can be determined by assessing users’ satisfaction from a recommendation or retrieval system with and without emotional information. The emotion detection can be also used indirectly as a tool to detect topical relevance in information retrieval systems [89].

In the second experiment, the determination of ground truth is based on the participants’ feedback in the online preliminary experiment. In order to measure the agreement between the popular responses of the two separate populations of the preliminary assessments and the experiments, we computed the median valence and arousal reported during the experiment and compared the labels based on the recorded participants’ popular response. Only three arousal labels out of 40 labels were changed from activated to medium arousal or vice-versa. No valence label has changed when comparing two populations. This is due to valence dimension’s higher inter-annotator agreement.

These studies still has open issues that need to be considered in the future. In a real case scenario, any new user will need to have few minutes of signals recorded to provide reliable values for feature normalization due to the utilized normalization. The estimation of pupillary response to illumination is an open issue which needs more investigation. Although we assumed that the lighting pupillary responses are similar between participants, there will be a large difference in
case of introducing users from a different age group. Therefore, the parameters of a reliable model for pupillary reflex to lighting, such as [119], should be determined before introducing a new user to the system. Alternatively, the real time lighting effect similar to [71] can be employed to remove the lighting effect. A larger video set and a larger number of participant can be considered to increase the generalization of the developed emotion classifier in response to videos.

In the last experiment on music videos (see Section 4.4), the results were poor comparing to the second experiment. The inferior results can be caused by three factors. First, the emotions elicited by music videos were weaker comparing to movie scenes. Second, the classification was participant dependent, and the number of samples were smaller. Finally, eye gaze, which contributed the most in the superior results for the second experiment, was not recorded.

In these studies, the length of the experimental session limited number of videos we could show to each participant. The number of participants in these studies were large and diverse enough comparing to similar studies [8, 61]. However, the population only consisted of young students, which limits the trained algorithm to this particular group. These limitations might worsen the results in case of introducing a new genre of video which was not present in the current video set. To generalize and train such a system, the recruited participants should be as close as possible to the target audience of the video retrieval or recommendation systems.

Emotions can co-occur and/or last for very short moments. This puts using a single emotional label for a video clip under question. In order to address this issue, self-reporting should include the possibility to indicate different emotions and their degree of strength. This is possible by using questionnaires such as positive and negative affect schedule (PANAS) [130] or Geneva emotion wheel [15]. However, these emotional self-reporting methods are more complex and make the experiment longer. In future work, multiple or co-occurring emotions should be assessed using a more sophisticated self-reporting tool.

4.6 Summary

In this chapter, the methodology, evaluation criteria and results of emotion detection for three different experiments were presented. First, a personalized regression based emotion detection was proposed, implemented and evaluated on eight participants. The second study was a participant independent multi-modal emotion recognition in response to videos. The third study was conducted to detect emotions in response to music videos in a participant dependent approach. In the next Chapter, the methods and results on the estimation of the emotion from the content itself will be given.
Chapter 5

Content Analysis for Affect Estimation

5.1 Overview

In this chapter, the developed methodology and the results concerning the evaluations of the methods estimating emotions from video content are presented. Although, emotions are personal and vary depending on the contextual factors, there exists a more common emotion which is induced by a video excerpt or a movie scene. The common emotion eliciting characteristic is an crucial factor for the popularity of commercial movies. Different genres of movies elicit certain emotions in the majority of audience, e.g., comedy, drama, horror. The present study is focused on movies because they represent one of the most common and popular types of multimedia content. An affective representation of scenes will be useful for tagging, indexing and highlighting of important parts in a movie.

5.1.1 Audio-Visual Features

Audio and video were first demultiplexed. Music videos were encoded into the Moving Picture Experts Group (MPEG)-1 format to extract motion vectors and I-frames for further feature extraction. The video stream of the music clips has been segmented at the shot level using the method proposed in [131].

Movie scenes have been segmented at the shot level using the OMT shot segmentation software [132]. Video clips were encoded into MPEG-1 format to extract motion vectors and I frames for further feature extraction. We used the OVAL library (Object-based Video Access Library) to capture video frames and extract motion vectors.

Sound has an significant impact on user’s affect. For example, according to the findings of Picard [133], loudness of speech (energy) is related to evoked arousal, while rhythm and average pitch are related to valence. The audio channels of the movie scenes were extracted and encoded into monophonic information (MPEG layer 3 format) at a sampling rate of 48 kHz, and their amplitude range was normalized in [-1, 1]. All of the resulting audio signals were normalized to the same amplitude range before further processing. A total of 53 low-level audio features were determined for each of the audio signals. These features, listed in Table 5.1, are commonly used in audio and speech processing and audio classification [134, 135].

Wang et al. [50] demonstrated the relationship between audio type’s proportions and affect,
where these proportions refer to the respective duration of music, speech, environment, and silence in the audio signal of a video clip. To determine the three principal audio types (music, speech, and environment), silence was first identified by comparing the audio signal energy of each sound sample with a pre-defined threshold empirically set at $5 \times 10^{-7}$. After removing silence, the remaining audio signals were classified into three classes using a SVM. We implemented a three class audio type classifier using support vector machines (SVM with polynomial kernel) operating on audio low-level features in a time window of one second. Despite some classes overlapping (e.g., presence of a musical background during a dialogue), the classifier was usually able to recognize the dominant audio type. The SVM was trained utilizing more than 3 hours of audio, extracted from movies and labeled manually. The classification results were used to form 4 bins (3 audio types and silence) normalized histogram; these histogram values were used as affective features for the affective representation. Mel Frequency Cepstral Coefficients (MFCC), Formants and the pitch of audio signals were extracted using the PRAAT software package [136].

From a movie director’s point of view, lighting key [50, 137] and color variance [137] are important parameters to evoke emotions. We therefore, extracted lighting key from frames in the Hue, Saturation, Value (HSV) space by multiplying the average value (V in HSV) by the standard deviation of the values. Color variance was obtained in the CIE LUV color space by computing the determinant of the covariance matrix of L, U, and V.

The average shot change rate and shot length variance were extracted to characterize video rhythm. Hanjalic et al. [7] showed the relationship between video rhythm and affect. Fast object movements in successive frames are also an effective factor to evoke excitement. To measure this factor, the motion component was defined as the amount of motion in consecutive frames computed by accumulating magnitudes of motion vectors for all B and P frames.

Colors and their proportions have an effect to elicit emotions. In order to use colors in the list of video features, 20 bin color histograms of hue and lightness values in the HSV space were computed for each I frame and subsequently averaged over all frames. The resulting averages in the 20 bins were used as video content-based features. The median of L value in Hue, Saturation, Lightness (HSL) space was computed to obtain the median lightness of a frame. Shadow proportion or the proportion of the dark area in a video frame is another feature which relates to affect [50]. Shadow proportion is determined by comparing the lightness values in HSL color space with an empirical threshold. Pixels with lightness level below this threshold (0.18 [50]) are assumed to be dark and in the shadow in the frame.

Visual excitement is a measure of the average pixel’s color change between two consecutive frames [50]. It is defined as the average change between the CIE Luv histograms of the $20 \times 20$ blocks of two consecutive frames. In our case, this visual excitement feature was implemented from the definition given in [50] for each key frame. Two visual cues were also implemented to characterize these key frames. The first one, called visual detail, is used as an indicator of the distance from the camera to the scene and differentiates between close-ups and long-shots. The visual detail was computed by the average gray level co-occurrence matrix (GLCM) [50]. The other visual cue is the grayness which was computed from the proportion of the pixels with saturation below 20%, which is the threshold determined for colors that are perceived as gray [50].
### Table 5.1: Low-level features extracted from audio signals.

<table>
<thead>
<tr>
<th>Feature category</th>
<th>Extracted features</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MFCC</strong></td>
<td>MFCC coefficients (13 features) [135], Derivative of MFCC (13 features), Autocorrelation of MFCC (13 features)</td>
</tr>
<tr>
<td><strong>Energy</strong></td>
<td>Average energy of audio signal [135]</td>
</tr>
<tr>
<td><strong>Formants</strong></td>
<td>Formants up to 5500Hz (female voice) (five features)</td>
</tr>
<tr>
<td><strong>Time frequency</strong></td>
<td>Spectrum flux, Spectral centroid, Delta spectrum magnitude, Band energy ratio, [135] [134]</td>
</tr>
<tr>
<td><strong>Pitch</strong></td>
<td>First pitch frequency</td>
</tr>
<tr>
<td><strong>Zero crossing rate</strong></td>
<td>Average, Standard deviation [135]</td>
</tr>
<tr>
<td><strong>Silence ratio</strong></td>
<td>Proportion of silence in a time window [138]</td>
</tr>
</tbody>
</table>

#### 5.1.2 Textual features

Two textual features were also extracted from the subtitles track of the movies. According to [139], the semantic analysis of the textual information can improve affect classification. As the semantic analysis over the textual data is not the focus of our work, we extracted simple features from subtitles by tokenizing the text and counting the number of words. These statistics have been used with the timing of the subtitles to extract the talking rate feature which is the number of words that had been spoken per second on the subtitles show time. The other extracted feature is the number of spoken words in a scene divided by the length of the scene, which can represent the amount or existence of dialogues in a scene.

A method based on the bag of words of strategy and estimating the affect elicited by content using Whissel Dictionary [80] is also proposed (see Section 5.3).

#### 5.1.3 Continuous characterization of multimedia

A method estimating dimensional emotions are proposed. The dataset consisting of 64 movie scenes (details in Section 3.1.2.1) was used and shown to 8 participants. Their continuous emotional self reports served as the ground truth for a continuous affect estimation method. The affect was estimated using regression and evaluated using a leave one out cross validation strategy. A similar method detecting affect from physiological responses in Section 4.2.1 is used to estimate what emotion is going to be elicited showing videos.

First, the correlations between content features and self assessments were determined. Table 5.2 shows, for each participant, the features which had the highest absolute correlations with that participant’s self-assessments of valence and arousal. The large variation between participants regarding which multimedia features have the highest absolute correlation value with their self assessment indicates the variance in individual preferences to different audio or video features. For instance, an increase in motion component leads to higher arousal for participant 8. For the same feature, increase in motion component resulted in lower valence for participant 5, which means that the participant had a negative feeling for exciting scenes with a large amount of movement in objects or background.

Moreover, The correlation between physiological responses and content features was studied. Table 5.3 shows, for all participants, the correlation coefficients between four different pairs of
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Table 5.2: Content features with the highest absolute correlation with self assessments for participants 1 to 8.

<table>
<thead>
<tr>
<th>Part.</th>
<th>Arousal</th>
<th>Valence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6th MFCC coefficient</td>
<td>0.44</td>
</tr>
<tr>
<td>2</td>
<td>19th bin of the Hue histogram (purplish)</td>
<td>-0.47</td>
</tr>
<tr>
<td>3</td>
<td>8th MFCC coefficient</td>
<td>0.45</td>
</tr>
<tr>
<td>4</td>
<td>First autocorrelation MFCC coefficient (standard deviation)</td>
<td>0.44</td>
</tr>
<tr>
<td>5</td>
<td>4th Derivative MFCC</td>
<td>0.35</td>
</tr>
<tr>
<td>6</td>
<td>11th autocorrelation coefficient MFCC</td>
<td>-0.37</td>
</tr>
<tr>
<td>7</td>
<td>12th MFCC coefficient</td>
<td>0.43</td>
</tr>
<tr>
<td>8</td>
<td>Motion component</td>
<td>0.40</td>
</tr>
</tbody>
</table>

physiological features and multimedia features. These eight features have been chosen from the features which have significant correlation with self assessments and thus are more importance for affect characterization. The correlations show that the indicated physiological responses are significantly correlated with changes in multimedia content. This is for instance the case with the positive correlation between EMG Zygomaticus energy and key lighting of the video content: lighter scenes have a direct, positive effect on the Zygomaticus activity.

The arousal and valence were estimated using regressors. If \( y(j) \) is the emotion, arousal or valence, felt by viewers and \( \hat{y} \) is our estimation. In order to determine the optimum \( \hat{y} \), the weights in Equation 4.1 were computed via a linear RVM from the Tipping RVM toolbox [114]. This procedure was applied on the user self assessed valence-arousal, \( y(j) \), and on the feature-estimated valence-arousal, \( \hat{y}(j) \), over all movie scenes. This procedure is performed two times for optimizing the weights corresponding to:

- multimedia features when estimating valence;
- multimedia features when estimating arousal.

The mean absolute error (\( E_{MAE} \)) and Euclidean distance (\( E_{ED} \)) are used to evaluate the regression results in the same way as Section 4.2.1.4.

\( E_{ED} \) and \( E_{MAE} \) values are shown in Table 5.3. It can in particular be observed that the average Euclidean distance results are all below random level (which is around 0.5). The \( E_{MAE} \) represents the distance of the determined emotion from the self assessed emotion in the dimen-
Table 5.3: The linear correlation $\rho$ values between multimedia features, and physiological features which are significantly correlated with self assessments (participants 1 to 8).

<table>
<thead>
<tr>
<th>Part.</th>
<th>EMG Zygomaticus (Sum of absolute values) / Key lighting</th>
<th>GSR spectral density 0-0.1 Hz band / Standard deviation of the first autocorrelation of MFCC</th>
<th>BVP spectral density 0.1-0.2 Hz band / Shot length variation</th>
<th>EMG Zygomaticus (Sum of absolute values) / Visual cue, details</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>0.73</td>
<td>0.54</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>0.71</td>
<td>0.72</td>
<td>0.84</td>
<td>0.53</td>
</tr>
<tr>
<td>3</td>
<td>0.35</td>
<td>0.71</td>
<td>0.89</td>
<td>0.33</td>
</tr>
<tr>
<td>4</td>
<td>0.51</td>
<td>0.50</td>
<td>0.78</td>
<td>0.43</td>
</tr>
<tr>
<td>5</td>
<td>0.39</td>
<td>0.63</td>
<td>0.88</td>
<td>0.36</td>
</tr>
<tr>
<td>6</td>
<td>0.41</td>
<td>0.63</td>
<td>0.91</td>
<td>0.30</td>
</tr>
<tr>
<td>7</td>
<td>0.46</td>
<td>0.76</td>
<td>0.86</td>
<td>0.40</td>
</tr>
<tr>
<td>8</td>
<td>0.64</td>
<td>0.55</td>
<td>0.82</td>
<td>0.56</td>
</tr>
</tbody>
</table>

The linear correlation $\rho$ values between multimedia features, and physiological features which are significantly correlated with self assessments (participants 1 to 8).

5.2 Movie Scene Classification Using A Bayesian Framework

Emotions that are elicited in response to a video scene contain valuable information for multimedia tagging and indexing. The novelty of the method proposed in this Section is to introduce a Bayesian classification framework for affective video tagging that allows taking contextual information into account. We think that using the existing online metadata can improve the affective representation and classification of movies. Such metadata, like movie genre, is available on the Internet (e.g., the internet movie database http://www.imdb.com). Movie genre can be exploited to improve an affect representation system’s inference about the possible emotion which is going to be elicited in the audience. For example, the probability of a happy scene in a comedy certainly differs from that in a drama. Moreover, the temporal order of the evoked emotions, which can be modeled by the probability of emotion transition in consecutive scenes, is also expected to be useful for the improvement of an affective representation system.

It is shown here how to benefit from the proposed priors in a Bayesian classification framework. Affect classification was done for a three labels scene classification problem, where the
Table 5.4: Mean absolute error (EMAE), and Euclidean distance (EED) between estimated valence-arousal grades and self assessments (participants 1 to 8).

<table>
<thead>
<tr>
<th>Part.</th>
<th>$E_{MAE}$ Arousal estimated from MCA</th>
<th>$E_{MAE}$ Valence estimated from MCA</th>
<th>$E_{ED}$ MCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.18</td>
<td>0.13</td>
<td>0.24</td>
</tr>
<tr>
<td>2</td>
<td>0.17</td>
<td>0.15</td>
<td>0.23</td>
</tr>
<tr>
<td>3</td>
<td>0.15</td>
<td>0.04</td>
<td>0.21</td>
</tr>
<tr>
<td>4</td>
<td>0.15</td>
<td>0.13</td>
<td>0.21</td>
</tr>
<tr>
<td>5</td>
<td>0.15</td>
<td>0.15</td>
<td>0.24</td>
</tr>
<tr>
<td>6</td>
<td>0.15</td>
<td>0.12</td>
<td>0.22</td>
</tr>
<tr>
<td>7</td>
<td>0.12</td>
<td>0.12</td>
<td>0.18</td>
</tr>
<tr>
<td>8</td>
<td>0.13</td>
<td>0.07</td>
<td>0.16</td>
</tr>
<tr>
<td>Average</td>
<td>0.15</td>
<td>0.11</td>
<td>0.21</td>
</tr>
<tr>
<td>Random level</td>
<td>~0.4</td>
<td>~0.4</td>
<td>~0.5</td>
</tr>
</tbody>
</table>

labels are “calm”, “positive excited”, and “negative excited”. Ground truth was obtained through manual annotation with a FEELTRACE-like [48] annotation tool with the self-assessments serving as the classification ground-truth. The usefulness of priors is shown by comparing classification results with or without using them.

In our proposed affective indexing and retrieval system, different modalities, such as video, audio, and textual data (subtitles) of a movie will be used for feature extraction. Fig. 5.1 shows the diagram of such a system. The feature extraction block extracts features from the three modalities and stores them in a database. Then, the affect representation system fuses the extracted features, the stored personal information, and the metadata to represent the evoked emotion. For a personalized retrieval, a personal profile of a user (with his/her gender, age, location, social network) will help the affective retrieval process.

5.2.1 Dataset and annotations

21 commercial and famous movies were first gathered and fully annotated. A list of the movies in the dataset and their corresponding genre is given in Table 5.5.

FEELTRACE is a self-assessment tool which was proposed by Cowie et al. [48] to assess emotion in the valence-arousal space. In this assessment tool, the coordinates of a pointer manipulated by the user are continuously recorded during the show time of the stimuli (video, image, or external source) and used as the affect indicators. Inspired by this tool designed for psychological studies, an affective self reporting tool has been implemented to assess emotion during the watching of a video. The emotion is recorded as the coordinates of the pointer on the
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![Diagram of video affective representation]

**Figure 5.1:** A diagram of the proposed video affective representation.

<table>
<thead>
<tr>
<th>Drama movies</th>
<th>Comedy movies</th>
</tr>
</thead>
<tbody>
<tr>
<td>The pianist, Blood diamond, Hotel Rwanda, Apocalypse now, American history X, Hannibal</td>
<td>Man on the moon, Mr. Bean’s holiday, Love actually, Shaun of the dead, Shrek</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Horror movies</th>
<th>Action movies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silent hill, 28 days later, Ringu (Japanese), The shining</td>
<td>Man on Fire, Kill Bill Vol. 1, Kill Bill Vol. 2, Platoon, The thin red line, Gangs of New York</td>
</tr>
</tbody>
</table>

One participant annotated the movies so as to indicate at which times his felt emotion has changed. Thus, the valence and arousal values received from the participant should occur when there was a change in the participant’s emotion. The participant was asked to indicate at least one point during each scene not to leave any scene without assessment. Continuous annotation of the movies is a time consuming process; hence the participant was asked to annotate at most two movies per day of different genres.

A set of \textit{SAM} manikins \textit{H0} are generated for different combinations of arousal and valence to help the user understand the emotions related to the regions of valence-arousal space. E.g. the positive, excited manikin is generated by combining the positive manikin and the excited manikin. A preview of the annotation software is given in Fig. 5.2.
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Figure 5.2: Snapshot of the affective annotation software which is implemented in LABVIEW. The positive excited manikin can be seen in the central part of the display.

5.2.2 Arousal estimation with regression on shots

Informative features for arousal estimation include loudness and energy of the audio signals, motion component, visual excitement and shot duration. Using a method similar to Hanjalic et al. [7] and to the one proposed in [10], the felt arousal from each shot is computed by a regression of the content features (see Section 5.1.1 for a detailed description). In order to find the best weights for arousal estimation using regression, a leave one movie out strategy on the whole dataset was used, and the linear weights were computed by means of a RVM from the RVM toolbox provided by Tipping [114]. The RVM is able to reject uninformative features during its training hence no further feature selection was used for arousal determination. Equation 5.1 shows how \( N_s \) audio and video based features \( z^k_i \) of the \( k \)-th shot are linearly combined by the weights \( w_i \) to compute the arousal \( \hat{a}_k \) at the shot level.

\[
\hat{a}_k = \sum_{i=1}^{N_s} w_i z^k_i + w_0
\]  

(5.1)

5.2.3 Scene classification

After computing arousal at the shot level, the average and maximum arousals of the shots of each scene are computed and used as arousal indicator features for the scene affective classification. During an exciting scene, the arousal related features do not all remain at their extreme level. In order to represent the highest arousal of each scene, the maximum of the shots’ arousal was chosen to be used as a feature for scene classification.

The linear regression weights that were computed from our data set were used to determine the arousal of each movie’s shots. This was done in such a way that all movies from the dataset except for the one to which the shot belonged to were used as the training set for the RVM. Any missing affective annotation for a shot was approximated using linear interpolation from the closest affective annotated time points in a movie.

It was observed that arousal has higher linear correlation with multimedia content-based features than valence. Valence estimation from regression is not as accurate as arousal estimation and therefore, valence estimation has not been performed at the shot level.

For the purpose of categorizing the valence-arousal space into three affect classes, the valence-
arousal space was divided into the three areas shown in Fig. 5.3, each corresponding to one class. According to [57] emotions mapped to the lower arousal category are neither extreme pleasant nor unpleasant emotions and are difficult to differentiate. Emotional evaluations are shown to have a heart shaped distribution on valence-arousal space [57]. Hence, we categorized the lower half of the plane into one class. The points with an arousal of zero were counted in class 1, and the points with arousal greater than zero and valence equal to zero were considered in class 2. These classes were used as a simple representation for the emotion categories based on the previous literature on emotion assessment [61].

![Figure 5.3: Three classes in the valence-arousal space are shown; namely calm (1), positive excited (2) and negative excited (3).](image)

In order to characterize movie scenes into these affective categories, the average and maximum arousal of the shots of each scene and the low level extracted audio- and video-based features were used to form a feature vector. This feature vector, in turn, was used for the classification. The content features are listed in Section 5.1.1.

If the content feature vector of the $j$-th scene is $x_j$, the problem of finding the emotion class, $\hat{y}_j$, of this scene is formulated as estimating the $\hat{y}_j$ which maximizes the probability $p(y_j|x_j, \theta)$ where $\theta$ is the prior information which can include the user’s preferences and video clip’s metadata. In this study one of the prior metadata ($\theta$) we used is for instance the genre of the movie. Personal profile parameters can be also added to $\theta$. Since in this study the whole affect representation is trained by the self report of one participant the model is assumed to be personalized for this participant. When the emotion of the previous scene is used as another prior the scene affect probability formula changes to $p(y_j|y_{j-1}, x_j, \theta)$. Assuming for simplification that the emotion of the previous scene is independent of the content features of the current scene this probability can be reformulated as:

$$p(y_j|y_{j-1}, x_j, \theta) = \frac{p(y_j|y_{j-1}, \theta)p(y_j|x_j, \theta)}{p(y_{j-1}|\theta)}$$  \hspace{1cm} (5.2)

The classification problem is then simplified into the determination of the maximum value of the numerator of Equation (5.2), since the denominator will be the same for all different affect
classes $y_j$. The priors are established based on the empirical probabilities obtained from the training data. For example, the occurrence probability of having a given emotion followed by any of the emotion categories was computed from the participant’s self-assessments and for each genre. This allowed to obtain the $p(y_{j-1}|y_j, \theta)$. Different methods were evaluated to estimate the posterior probability $p(y_j|x_j)$. A naïve Bayesian approach which assumes the conditional probabilities are Gaussian was chosen as providing the best performance on the dataset; the superiority of this method can be attributed to its generalization abilities.

5.2.4 Results

5.2.4.1 Arousal estimation on shots

Fig. 5.4 shows a sample arousal curve from part of the film entitled “Silent Hill”. Fig. 4 is a typical example of the obtained results on arousal estimation. The estimated affect curve, in the first half, fairly closely follows the self-assessment curve. This moreover shows the correlation between arousal related content features and participant’s self-estimated affect. The participant’s felt emotion was, however, not entirely in agreement with the estimated curve, as can for instance be observed in the second half of the plot. A possible cause for the discrepancy is the low temporal resolution of the self-assessment. Another possible cause is experimental weariness: after having had exciting stimuli for minutes, a participant’s arousal might be decreasing despite strong movements in the video and loud audio. Finally, some emotional feelings might simply not be captured by low-level features; this would for instance be the case for a racist comment in a movie dialogue which evokes disgust for a participant. Without some form of semantic high level analysis of the movie script, the content features are unable to detect verbal behavior in movie scenes.

![Figure 5.4: Five-points smoothed shot arousal curve (full line), and corresponding self-assessments (dashed line).](image)

5.2.4.2 Scene classification results

The naïve Bayesian classifier results are shown in Table 5.6a. A more complex SVM classifier was also evaluated on this dataset but did not demonstrate an improvement in terms of classification results. The superiority of the Bayesian classifier with priors over a more complex classifier such as the SVM shows that the improvement brought in through the use of adequate
priors, can be higher than the one provided by a more complex classifier. Results achieved by such a support vector machine classifier with a linear kernel are reported in Table 5.6e.

Table 5.6: Affective scene classification accuracies and F1 scores with different combinations of priors (on the left) and their confusion matrices (on the right). “1”, “2”, “3” correspond to the 3 classes “calm”, “positive excited”, and “negative excited”. In the confusion matrices the rows are classified labels and the columns are ground truth.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Naïve Bayesian</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F1</td>
<td>0.55</td>
<td>0.77</td>
<td>0.36</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.56</td>
<td>0.17</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.06</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>0.54</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(b) Bayesian + time</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>0.56</td>
<td>0.76</td>
<td>0.35</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.57</td>
<td>0.16</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.08</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>0.52</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(c) Bayesian + genre</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>0.60</td>
<td>0.87</td>
<td>0.44</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.61</td>
<td>0.02</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.11</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>0.61</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(d) Bayesian + genre &amp; time</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>0.63</td>
<td>0.83</td>
<td>0.31</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.64</td>
<td>0.09</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.08</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>0.60</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(e) SVM linear kernel</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>0.56</td>
<td>0.77</td>
<td>0.32</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.56</td>
<td>0.13</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.11</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>0.57</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results obtained using the preceding emotion prior (temporal prior) are given in Table 5.6b. The affect class of the previous scene, that is the preceding emotion, was obtained by using the same trained classifier to classify the preceding scene’s feature vector. Using the temporal prior, the improvement in the F1 score and accuracy of the classifier showed that even in case of misclassification of the previous scenes the Bayesian classifier is robust enough to slightly improve the classification performance.

The genre prior was then included as the only prior; the classification results obtained are shown in Table 5.6c. Finally, the best results were obtained using both the genre and temporal priors as can be seen in Table 5.6d. The F1 score increased about 9 percent utilizing both priors.
in comparison to naïve Bayesian.

As with the temporal prior, the genre prior leads to better estimate of the emotion class. The classification accuracies of the first class “calm” and the third class, “negative excited” have been improved with this prior. Regarding the “calm” class, the reason for this improvement is that the genre has a clear impact on arousal, thus on “calm” vs. “aroused” classification (horror and action movies have higher arousal than drama and comedy). The determination of the second class, “positive excited”, was only improved by utilizing the temporal prior and not by the genre prior. The reason is that positive excited emotions were spread among different genres in this training data. A sample of movie scenes classification along time is shown in Fig. 5.5. The evolution of classification results over consecutive scenes, when adding the time prior, shows that this prior allows correcting results for some samples that were misclassified using the genre prior only. For example on the 4th and 20th scene the classifier with time prior was able to find the correct class while the naïve Bayesian with only genre prior missed it. Moreover, adding the time prior did not change any correct classification of the naïve Bayesian classifier.

One of the main drawbacks of the proposed approach is the low temporal resolution of affective annotations. It is impossible to guarantee a perfect continuous assessment and annotation of a movie without the user being distracted at times from the movie events. It is also non-realistic to expect an average user to be able to use psychological terms and consistent words to express his/her emotions. Using physiological signals or audio-visual recordings will help overcome these problems and facilitate this part of the work, by yielding continuous affective annotations without interrupting the user [10].

More prior information and semantic analysis of the movie’s script (subtitles), as well as higher level features, are necessary to further improve affect representation. Priors can be personality related information that help in the definition of personal, affective profiles. An example of such pieces of information is a social network groups indicating people with the same taste, gender, ethnicity, age, etc. A larger dataset of movies with annotations from multiple participants with different backgrounds will therefore, enable us to examine more priors. It will also provide us with a better understanding of the feasibility of using group-wise profiles containing some affective characteristics that are shared between users.
5.3 Video Characterization Using Text Analysis

Subtitles of movies carry valuable semantic information that can be used for affective understanding [139]. In this Section, the same dataset utilized in the previous Section, Section 5.2, was employed to study the usefulness of text analysis for affective characterization. Two different approaches were taken for affective understanding of movies based on subtitles. First, a shot level characterization based on Whissel Dictionary [80] and then a scene classification based on the bag of words strategy.

5.3.1 Shot level characterization using dictionary

The dictionary of affect in language [80] contains 8743 words, which are rated by 200 volunteers in three dimensions; namely, pleasantness, activation and imagery which means whether a word gives a clear mental picture. Example of words and their ratings are shown in Fig. 5.3.1.

In order to characterize the pleasantness of movies in shot level, first the subtitles were tokenized, and then the words, which were spoken in each shot, were extracted. The pleasantness ratings of words were averaged which gave us the pleasantness in each shot. Two examples of obtained results with a self reported valence curve are shown in Fig. 5.7.

Although, in the first half of American History X (see Fig. 5.7(a)), the affect estimation follows the self assessments there are moments in which the estimated valence is not entirely in accordance with the self assessments, e.g., from seconds 5000 to 6000 in American History X and around 1000 seconds in Love actually (see Fig. 5.7).

5.3.2 Scene classification using text analysis

In this Section, a bag of words strategy is employed for classification of scenes into three classes of calm”, “positive excited”, and ”negative excited” which is the same classification scheme that was used in Section 5.2. For this purpose, the subtitles were first tokenized, and the frequency of terms were calculated (after removing the stop words). In the proposed method, each affective class was dealt with like a document in text retrieval and every word spoken in a scene with
unknown affect was presented as a query to a repository of indexed documents (classes). The similarity of the scene to the indexed documents was measured by first computing the normalized word frequencies in classes and comparing the normalized frequencies of the query in different classes. The class or document with the highest frequency of the query was identified as relevant and its class, e.g., “calm”, was identified as the class corresponding to that word. For example, the following sentence words were classified as:

“oh” “you’re” “crazy” “i’m” “just” “bringing”

2 1 3 1 2 2

A majority vote over the query results decides the class of the whole scene, e.g., the above example is therefore, classified in class “2”. A ten fold cross validation was used for the classification of scenes based on a majority vote between the subtitle words. Three text processing schemes were applied on the dataset. First, simply by tokenizing and computing the frequencies. Second, after removing the English stop words and third after removing stop word and stemming. The classification results are shown in Table 5.7. The results showed that removing stop words and stemming did not improve the results and only by using text and bag of words strategy it is possible to estimate the emotions with a rate which is significantly higher than a random guess. The text analysis combined with video and audio content features can further improve the MCA results.

Figure 5.7: Valence estimation and self reports on shot level for two movies are shown.
5.4 Boredom Ranking

5.4.1 Dataset and features

The dataset selected for the developed corpus is Bill’s Travel Project, a travelogue series called “My Name is Bill” created by the film maker Bill Bowles (http://www.mynameisbill.com/) (see Section 3.1.2.3). Each video is annotated by multiple annotators with boredom scores on nine point scale. The average boredom score given by participants of the preliminary study served as the ground truth for this benchmarking challenge. First 42 videos were released and used for training. The remaining 80 videos were served as the evaluation.

The dataset consists of information from different modalities; namely, visual information from video, speech transcripts, audio signals, titles and publication dates.

The low level content features were extracted from audio and video signals; namely, key lighting, color variance, motion component zero crossing rate, audio energy. A detailed description of the content features in Section 5.1.1. Shot boundaries were detected using the method described in [131]. Video length, shot change rate and variation (standard deviation and skewness), number of shots and average shot length were extracted using the detected shot boundaries.

The speech transcripts were provided by a software implemented originally for speech recognition in meetings [140]. Using WordNet [141] the nouns and nouns which could describe a country, place or land were first extracted as location names. Each noun was checked to see if it has a Wikipedia page in English. The number of nouns indexed in Wikipedia was counted as information related feature. This was extracted as an indicator of the amount of information each transcript carries. The sum of the length of all nouns’ Wikipedia pages was also extracted.

| Table 5.7: Affective scene classification accuracies and F1 scores with different combinations of priors (on the left) and their confusion matrices (on the right). “1”, “2”, “3” correspond to the three classes “calm”, “positive excited”, and “negative excited”. |
|-------------------------------------------------|-----|-----|-----|
| (a) Without preprocessing                        |     |     |     |
|                                                   | 1   | 2   | 3   |
| F1                                              | 0.48| 0.35| 0.21| 0.23|
| Accuracy                                        | 0.51| 0.26| 0.56| 0.14|
|                                                   | 3   | 0.39| 0.23| 0.62|
| (b) Stop word removal                           |     |     |     |
|                                                   | 1   | 2   | 3   |
| F1                                              | 0.47| 0.37| 0.24| 0.22|
| Accuracy                                        | 0.49| 0.23| 0.53| 0.15|
|                                                   | 3   | 0.40| 0.23| 0.63|
| (c) Stemming & stop word removal                 |     |     |     |
|                                                   | 1   | 2   | 3   |
| F1                                              | 0.45| 0.35| 0.18| 0.23|
| Accuracy                                        | 0.47| 0.26| 0.55| 0.16|
|                                                   | 3   | 0.39| 0.26| 0.60|
to represent the information significance of the content. Location fame score was computed by averaging the Wikipedia page size of all the location nouns. The number of location nouns was another feature in this class. Based on the scores given to the development set, information transfer, fame score, video length, number of shots and shot change related features were formed the set of proposed features.

In order to determine the boredom score estimation, the regression weights were computed by means of a RVM from the Tipping RVM toolbox [114].

5.4.2 Boredom ranking results

First, the correlation between low level content features with the development set was studied. Then the features with significant Spearman correlation were chosen in the feature set. Finally, three different runs were generated by combining the new proposed features and the selected content features. The content features with highest ranking correlation with the training set are shown in Table 5.8.

Table 5.8: Content features with significant ranking correlation with boredom scores in the development set.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Kendall’s Tau correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average of the third Mel-Frequency cepstral coefficients (MFCC)</td>
<td>-0.24</td>
</tr>
<tr>
<td>Average of the 10th MFCC</td>
<td>0.21</td>
</tr>
<tr>
<td>Average of the third MFCC</td>
<td>0.24</td>
</tr>
<tr>
<td>Standard deviation of the third coefficient of the auto-correlation of MFCC</td>
<td>0.24</td>
</tr>
<tr>
<td>Video key lighting</td>
<td>0.23</td>
</tr>
<tr>
<td>Average of 16th bin of the Luminance histogram (out of 20 bins)</td>
<td>0.25</td>
</tr>
<tr>
<td>Average of 17th bin of the Luminance histogram</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Table 5.9: Ranking evaluation results for all the 5 submitted runs and random level.

<table>
<thead>
<tr>
<th>Run</th>
<th>Kendall’s Tau ranking correlation</th>
<th>Spearman $\rho$</th>
<th>Kendall’sTau ranking distance</th>
<th>Spearman footrule distance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r$</td>
<td>$p$</td>
<td>$\rho$</td>
<td>$p$</td>
</tr>
<tr>
<td>Random level</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>0.13</td>
<td>0.07</td>
<td>0.19</td>
<td>0.08</td>
</tr>
<tr>
<td>2</td>
<td>0.10</td>
<td>0.17</td>
<td>0.14</td>
<td>0.20</td>
</tr>
<tr>
<td>3</td>
<td>0.10</td>
<td>0.18</td>
<td>0.14</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Four ranking distance metric were used to evaluate the boredom ranking results, which are given in Table 5.9. The Kendall’s Tau ranking correlation, Kendall’s Tau ranking distance,
Spearman $\rho$ and Spearman footrule distance. The details about these metrics are available in [142].

The first run used the proposed feature and not the content features. The second run used all the content features and proposed features together (217 features). Finally, the last run used the combination of the selected content features and proposed features.

The best results were obtained from regression using the proposed set of features and the combination of selected content features with proposed features. None of the generated ranked lists on the test set had significant ranking correlation with the ground truth $p < 0.05$).

A set of features for the ranking of felt boredom in videos is proposed. The boredom ranking results were evaluated using Kendall Tau’s ranking correlation and ranking distances. The fame score, amount of information and shot segmentation information are proposed to be useful for boredom ranking.

5.5 Summary

Different content based affective representation systems using different modalities for estimating felt emotions at the scene level have been proposed. The method, which used a Bayesian classification framework that allows taking some form of context into account, obtained the best results. Results showed the advantage of using well chosen priors, such as temporal information provided by the previous scene emotion, and movie genre. The F1 classification score of 0.55 that was obtained on three emotional classes with a naïve Bayesian classifier was improved to 0.56 and 0.59 using only the time and genre prior. This F1 score finally improved to 0.63 after utilizing all the priors. Promising results were also obtained from text analysis. The text analysis can be further developed using different similarity measures and combining with other modalities. A set of features to detect the boredom elicited in the audience from the content was also proposed.
Chapter 6

Conclusions and Perspectives

The studies reported in this thesis were focused on automatically and unobtrusively detecting emotional tags for videos. These emotional tags are useful means for filling the semantic gap between users’ and computers’ understanding of multimedia content. This problem was attacked from two different perspectives. Automatic detection of users’ emotions in response to videos was first attempted. Then automatic prediction of users’ emotion based on low-level content features was also studied.

6.1 Lessons Learned

Many lessons were learned by the author which are reflected in this thesis. To summarize, I give the following crucial points:

- Emotional understanding of multimedia is a challenging task and extremely difficult to be solved with a universal solution. Systems based on affective computing can only work if they are able to take context and personal profiles into account.
- Self reports and especially dimensional self reports are not easy to provide. The ground truth definition is one of the main challenges in affective computing and emotion recognition [29]. Special attention is needed in gathering emotional self reports, such as asking different questions to check the consistency and possibly using a post experiment questionnaire.
- Physiological responses vary from person to person and time to time. An effective baseline is required for a robust emotion recognition system.
- To reduce the between participant and between session variance, the experiment environment in the laboratory should be kept isolated from the outside environment. The participants should not be able to see the examiners or hear the noise from the outside. The light and temperature should be controlled to avoid variation in physiological reactions due to non controlled parameters.
- Choosing the right stimuli material is an important factor in any affective study. They should be long enough to induce emotions and short enough to prevent boredom. Furthermore, to assure that variation in stimuli length does not introduce variance in the measurements between emotional and non-emotional stimuli, we suggest the stimuli durations to be equal. The mixture of contradicting emotions can make problems for self-assessments.
- Regarding multimedia content analysis, speech transcripts and subtitles are rich sources
of semantic information. Taking to account textual and contextual information enhances multimedia content-based affective understanding.

6.2 Conclusions

In Chapter 2, I gave a background on emotion theories, affective content analysis and emotion recognition in response to videos. First, emotional theories concerning the emotional responses to videos and movies and cognitive theory of emotions were explained. Then, different emotional presentation such as discrete, and dimensional were explained. A literature review on emotional self reporting methods, emotional understanding of videos using content analysis, emotion recognition using bodily responses and implicit tagging were given.

Next, in Chapter 3, existing emotional corpora were listed and presented. The developed emotional video corpora and analysis over users’ emotional self reports were presented. The results on video corpora development showed the importance of context and variation of emotional response by time, mood and gender. The developed databases of emotional, bodily responses were also presented. The experimental protocol and participants’ information were provided in detail.

In Chapter 4, methodology and results of emotion recognition methods employed to detect emotion in response to videos were presented. First, a regression based method to detect emotion in continuous space was presented, and correlates of emotional self assessments and physiological responses were shown. Second, a multi-modal participant independent study was presented. The second study showed the performance of an inter-participant emotion recognition tagging approach using participants’ EEG signals, gaze distance and pupillary response as affective feedbacks. The feasibility of an approach to recognize emotion in response to videos was shown. The best classification accuracy of 68.5% for three labels of valence and 76.4% for three labels of arousal were obtained using a modality fusion strategy and a support vector machine. Although the results were based on a fairly small video dataset, due to experimental limitations, the promising accuracy can be scalable to more samples from a larger population. The improved performance using multi-modal fusion techniques leads to the conclusion that by adding other modalities, such as facial expressions, accuracy as well as robustness should further improve. The last Section of Chapter 4 presented the results and methods for emotion assessment in response to music videos. Although, a similar approach was taken the results were inferior to the studies with movie scenes. This can be due to the weaker emotional content and the absence or weaker presence of narrative plot in music videos.

In Chapter 5, content analysis methods to detect emotions that are more likely to be elicited by a given multimedia content were presented. Low level content features, which were used for affective understanding, were introduced. Again the regression method was used for affective understanding of videos and the correlation between content features, physiological responses and emotional self reports were studied. Content based multimedia features’ correlations with both physiological features and users’ self-assessment of valence-arousal were shown to be significant.

Next, an affective representation system for estimating felt emotions at the scene level has been proposed using a Bayesian classification framework. The classification accuracy of 56% that was obtained on three emotional classes with a naïve Bayesian classifier was improved to 64%
after utilizing temporal and genre the priors. Results showed the advantage of using well chosen
priors, such as temporal information provided by the previous scene emotion, and movie genre.
Finally, a set of features for the ranking of felt boredom in videos were proposed. The boredom
ranking results were evaluated using Kendal Tau’ ranking correlation and ranking distances. The
fame score, amount of information and shot segmentation information were shown to be useful
for boredom ranking.

6.3 Perspectives

Different open questions arose during the studies which were conducted during the work
presented in thesis. The open questions can be distilled into the following items:
- There are a lot of useful information in the temporal dimension since emotional responses
  often do not have abrupt changes. Emotion recognition in continuous time, which takes into
  account the temporal dimension, is one of the key problems which needs to be addressed.
- Text, audio and visual features can be combined at different levels to improve the emo-
  tional understanding of videos. Using language models and natural language processing
  for semantic analysis of subtitles can also improve the results.
- In this thesis, only simple feature level fusions were attempted. More advanced fusion tech-
  niques on sensorial level considering the correlation between different responses recorded
  by different sensors is an interesting approach to be taken.
- Real life or ambulatory recording can provide a more general estimate of emotional re-
  sponses, which manifest themselves in bodily signals. Real life emotional responses despite
  the environment noise can have higher intensities. Less obtrusive deisves such as the
  Q-sensor by Affectiva can be employed for real life recordings in places such as movie
  theaters.
- Users are more responsive in a social context. In future, experiments can be conducted
  in the presence of more than one participant to boost their expressions and emotional
  responses.
- The performance of a retrieval system using emotional tags detected by content analysis
  and emotion recognition systems can be studied and compared to a baseline system using
  only user generated tags or self reports.
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Appendix B: Consent Form

Projet informatique d'interaction multimodale
Formulaire de consentement pour l'acquisition de données

Le Laboratoire de Vision par ordinateur et multimédia (CVML) du Département d'informatique de l'Université de Genève conduit des recherches en informatique dans le domaine des interfaces multimodales. Ces interfaces ont pour but d'améliorer la communication entre humain et machine grâce à l'utilisation de modes d'interaction non-standards, c'est-à-dire autres que le clavier et la souris.

Le CVML réalise des tests concernant des protocoles de communication informatiques multimodaux. Nous vous proposons donc de participer à des expériences en tant que l'un des sujets. Il ne s'agit pas d'expériences de recherche médicale, biomédicale, thérapeutique, etc. Nous n'avons pas de connaissances médicales, et ne sommes pas à même de déceler de possibles anomalies.

Dans le texte qui suit, vous serez désigné “sujet” et la ou les personne qui supervisent l'expérience seront nommés “expérimentateur”.

Déroulement des expériences
Les expériences sont décrites plus bas dans ce texte. Nous tenons à votre disposition d'autres documents plus détaillés, et les compléterons très volontiers par des explications orales.

Le sujet participe à l'expérience de manière bénévole, sans contrepartie financière. Le laboratoire veille cependant à régler les frais inhérents à l'expérience.

Respect de la sphère privée, conservation des données
Les renseignements collectés sur le sujet ainsi que les données acquises sont strictement confidentiels et anonymes. Les données seront utilisées à des fins de recherche uniquement. Les résultats des analyses pourront faire l'objet de publications scientifiques, toujours en respectant strictement l'anonymat des sujets.

Chaque sujet se voit attribuer un numéro de code. Aucune information permettant d'identifier la personne n'est attachée aux données. L'expérimentateur ne connaît la correspondance entre ce code et vous-même que pour les données dont il gère l'acquisition. Le responsable de projet est la seule personne ayant la liste de toutes les correspondances. L'expérimentateur et le responsable de projet sont strictement liés par le secret professionnel concernant les données et les correspondances entre sujets.

Les données sont sauvegardées à double exemplaire: chez l'expérimentateur pour les besoins de ses travaux, et chez le chef de projet pour une conservation de longue durée. A votre demande écrite, les données vous concernant peuvent être effacées, et/ou peuvent vous être communiquées.

Conditions d’arrêt de l’expérience
L'expérience se termine lorsque tous les tests sont achevés ou que l'un des cas suivants se présente:

- le sujet décide d'arrêter l'expérience de son propre chef pour n'importe quelle raison. Il n'est pas tenu d'indiquer la ou les raisons qui ont conduit à sa décision;
- l'expérimentateur décide d'exclure le patient de l'étude en lui précisant le motif (p.ex. s'il ne répond plus aux exigences prévues par le protocole).

Informations supplémentaires
Des renseignements supplémentaires peuvent être demandés à tout moment au responsable de l'étude ou aux expérimentateurs.

Responsable de l'étude: Thierry Pun (Thierry.Pun@unige.ch).
Acquisition de signaux physiologiques

Nous utilisons pour enregistrer les signaux physiologiques le dispositif d'acquisition Active II de la société Biosemi (http://www.biosemi.com). La caractéristique de ce système est qu'il utilise des électrodes dites actives, c'est-à-dire qu'une infime quantité de courant est diffusée par la surface de l'électrode. Selon l'information reçue et à notre connaissance, la quantité infime de courant injectée permet de supposer qu'il n'y a pas de risques pour la santé du sujet. De la même manière, nous ne sommes pas au courant de contre-indications ou risques associés à l'utilisation de cet équipement. Le système Biosemi Active II est utilisé par de nombreux laboratoires à travers le monde pour des expériences similaires. Il n'y a pas de risque d'électrocution car le dispositif à électrodes est isolé galvaneulement du reste du système d'acquisition (liaison par fibre optique) et est alimenté par batterie.

Acquisition de signaux électro-encéphalographiques (EEG)

Des signaux EEG - électroencéphalographiques sont utilisés pour le développement d'interfaces informatiques interactives et multimodales (faisant appel à plusieurs sens humains). Les signaux acquis permettent de localiser les régions du cerveau activées pour une tâche donnée. Dans le futur, et c'est là l'un des buts de ces recherches, ils devraient aussi servir à contrôler directement une machine par "la pensée", chaque commande étant associée à un état mental précis ("tâche") de l'utilisateur. Dans le futur toujours, ils devraient également permettre de déte...
Questionnaire d'expérience

Les questions qui vous sont posées ici ont pour but de faciliter le traitement des signaux qui seront acquis. Dans le cas des EEG, la connaissance de la main prédominante est importante car elle a une influence sur les signaux acquis. Les réponses que vous donnerez seront traitées de manière strictement confidentielle.

Coordonnées
Nom et prénom(s)
Adresse
Numéro postal/Ville
Adresse email
Téléphone

Renseignements généraux
Vous êtes un/une ☐ homme ☐ femme
Votre date de naissance (jour/mois/année)

Renseignements influençant les signaux EEG
Main prédominante: ☐ gaucher ☐ droitier ☐ ambidextre

Formulaire de consentement
La signature du présent formulaire atteste que vous êtes majeur, que vous n'êtes ni sous tutelle ou curatelle, que vous avez bien compris le but de l'expérience et la tâche qui vous sera demandée et que vous consentez librement à participer à cette étude.

- Le responsable d'étude/les expérimentateurs m'ont informé oralement et par écrit des buts de l'étude en informatique portant sur les interfaces multimodales, ainsi que des risques éventuels.
- J'accepte que des signaux et images d'expérience soient enregistrés et traités, ceci à des buts scientifiques uniquement et en respectant la confidentialité, et que des publications scientifiques soient réalisées sur la base des résultats obtenus.
- J'ai lu et compris les informations relatives à l'étude susnommée. J'ai reçu des réponses satisfaisantes aux questions concernant ma participation à cette étude. Je recevrai une copie du présent dossier (information, formulaire de consentement et questionnaire d'expérience).
- Je participe volontairement à cette étude. Je peux à tout moment retirer mon accord de participation à cette étude sans avoir à donner de raisons.
- J'ai eu suffisamment de temps pour réfléchir avant de prendre ma décision.

☐ Cochez ici si vous acceptez que votre image soit utilisée pour une éventuelle publication scientifique.
☐ Cochez ici si vous acceptez que votre image soit publiée dans une base de données scientifique.

Cocher SVP: ☐ J'ai bien lu ce qui précède et je consens à participer à cette expérience.

Signature du sujet (vous): ………………………… Date: ……………………
Signature du responsable de l'expérience: ………………………… Date: ……………………
Appendix C: Participant’s Instructions

Participant instructions

In the experiment you are participating in, we study the relation between music videos and emotions. Your task is to watch the videos and afterwards to judge your own emotional state, that is your feelings elicited by the music video, and to rate the video.

There are 3 scales that you can use to indicate your feelings: pleasure, arousal, and dominance. All scales range from 1 to 9.

Valence scale
The scale ranges from big frown to big smile, which represents feelings that range from unhappy or sad to happy or joyful. The rating is done by choosing one among 9 options within the range, as shown below. The facial expressions of the mannequins help you find appropriate options.

![Valence scale](image)
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sad
happy
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Arousal scale
The scale ranges from calm or bored to stimulated or excited. Again, you are to choose one among 9 options. You can see that the facial expression of the mannequin remains the same, but the “explosion” or grumbling in the stomach of the mannequin indicates the degree of arousal.

![Arousal scale](image)
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bored
stimulated
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Dominance/Control
Sometimes you feel empowered (in control of everything) when listening to music or seeing a video. Other times, you feel rather helpless and weak (without control). The scale ranges from submissive (or "without control") to dominant (or "in control"). A
small mannequin in the left side indicates that you feel unimportant or without control, bullied, like someone else is the leader or in charge, or like you can't handle the situation. A big mannequin in the right side indicates that you feel important, very big, or like you don't need anyone's help.

General liking scale

A fourth scale asks for your personal rating of the video, that is how much you liked the music video. Please be careful not to confuse this with the “pleasure scale”. Here we are interested in your taste, not your feeling. For example you can still like a video that makes you feel bad, i.e. sad or angry.

If you have more questions please don’t hesitate to refer to the experimenter.

And now .. enjoy the experiment 😊
Appendix D: Video Clips

First Movie Database

To create the video dataset, we extracted video scenes from eight movies selected either according to similar studies, or from recent famous movies. The movies included four major genres: drama, horror, action, and comedy. Video clips used for this study are from the following: Saving Private Ryan (action), Kill Bill, Vol. 1 (action), Hotel Rwanda (drama), The Pianist (drama), Mr. Bean’s Holiday (comedy), Love Actually (comedy), The Ring, Japanese version (horror) and 28 Days Later (horror). The extracted scenes, eight for each movie, had durations of approximately one to two minutes each and contained an emotional event. The following dataset has been presented and used in Sections 3.1.2.1, 4.2.1 and 5.1.3.

28 Days Later

The version of the movie we used starts by the “Fox searchlights pictures’ Intro.

<table>
<thead>
<tr>
<th>Scene number</th>
<th>Start time</th>
<th>Stop time</th>
<th>Description of the start of the scene</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>00:09:05</td>
<td>00:10:09</td>
<td>Jim (Cillian Murphy) walks in the deserted streets of London with plastic bag in his hand</td>
</tr>
<tr>
<td>2</td>
<td>00:13:39</td>
<td>00:15:15</td>
<td>Starts with a close shot on Jim’s face in the church</td>
</tr>
<tr>
<td>3</td>
<td>00:42:33</td>
<td>00:44:55</td>
<td>The taxi starts ascending the trash dump in the tunnel</td>
</tr>
<tr>
<td>4</td>
<td>00:49:04</td>
<td>00:50:02</td>
<td>Inside the grocery store in the deserted gas station</td>
</tr>
<tr>
<td>5</td>
<td>01:08:29</td>
<td>01:09:24</td>
<td>Major Henry West (Christopher Eccleston) and Jim are walking in a corridor</td>
</tr>
<tr>
<td>6</td>
<td>01:34:58</td>
<td>01:35:46</td>
<td>Hannah (Megan Burns) is sitting in a red dress frightened in a room</td>
</tr>
<tr>
<td>7</td>
<td>01:36:09</td>
<td>01:37:58</td>
<td>A fight between the black soldier and a zombie</td>
</tr>
<tr>
<td>8</td>
<td>01:39:14</td>
<td>01:39:48</td>
<td>Jim opens the taxi’s door facing Major Henry West</td>
</tr>
</tbody>
</table>
Hotel Rwanda

The version of the movie we used starts by the “METROPOLITAN FILMS” Intro.

<table>
<thead>
<tr>
<th>Scene number</th>
<th>Start time</th>
<th>Stop time</th>
<th>Description of the start of the scene</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>00:07:09</td>
<td>00:07:30</td>
<td>General Bizimungu (Fana Mokoena) and Colonel Oliver(Nick Nolte) are talking in the hotel’s garden (while tourists are in the pool in the background)</td>
</tr>
<tr>
<td>2</td>
<td>00:09:37</td>
<td>00:10:58</td>
<td>In the Paul’s (Don Cheadle) house, their son run into the living room frightened</td>
</tr>
<tr>
<td>3</td>
<td>00:23:04</td>
<td>00:24:21</td>
<td>Discussion between Paul and the Rwandan officer and he asks for Paul’s ID</td>
</tr>
<tr>
<td>4</td>
<td>00:51:04</td>
<td>00:54:33</td>
<td>French soldiers are checking tourists’ passports</td>
</tr>
<tr>
<td>5</td>
<td>01:07:45</td>
<td>01:09:16</td>
<td>The hotel’s van is passing by is passing by burning houses at night</td>
</tr>
<tr>
<td>6</td>
<td>01:11:41</td>
<td>01:12:25</td>
<td>The hotel’s van is on the road in a foggy dawn</td>
</tr>
<tr>
<td>7</td>
<td>01:27:03</td>
<td>01:28:40</td>
<td>Rebels are dancing around the road waiting for the UN trucks</td>
</tr>
<tr>
<td>8</td>
<td>01:28:15</td>
<td>01:29:39</td>
<td>Rebels are hitting the refugees in the truck</td>
</tr>
</tbody>
</table>

Kill Bill VOL 1

The version of the movie we used starts by the “MIRAMAX” Intro.

<table>
<thead>
<tr>
<th>Scene number</th>
<th>Start time</th>
<th>Stop time</th>
<th>Description of the start of the scene</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>00:05:46</td>
<td>00:06:46</td>
<td>Uma thrman is fighting with Vernita Green (Vivica A. Fox)</td>
</tr>
<tr>
<td>2</td>
<td>00:58:50</td>
<td>01:01:00</td>
<td>The Japanese gangs are sitting around a black table</td>
</tr>
<tr>
<td>3</td>
<td>01:10:13</td>
<td>01:11:40</td>
<td>Japanese gangs are drinking in a room</td>
</tr>
<tr>
<td>4</td>
<td>01:15:02</td>
<td>01:17:07</td>
<td>Gogo Yubari (Chiaki Kuriyama) starts fighting with Uma Thurman</td>
</tr>
<tr>
<td>5</td>
<td>01:18:24</td>
<td>01:22:50</td>
<td>The fight scene of Uma Thurman and Japanese fighters in black suits</td>
</tr>
<tr>
<td>6</td>
<td>01:24:43</td>
<td>01:25:40</td>
<td>The fight scene of Uma Thurman and the Japanese bald fighter (Kenji Ohba)</td>
</tr>
<tr>
<td>7</td>
<td>01:28:48</td>
<td>01:30:53</td>
<td>The final fight scene between Uma Thurman and O-Ren Ishii(Lucy Lin)</td>
</tr>
<tr>
<td>8</td>
<td>01:02:10</td>
<td>01:03:35</td>
<td>Motorbikes are escorting a Mercedes in Tokyo streets</td>
</tr>
</tbody>
</table>
## Love Actually

The version of the movie we used starts by the “UNIVERSAL” Intro.

<table>
<thead>
<tr>
<th>Scene number</th>
<th>Start time</th>
<th>Stop time</th>
<th>Description of the start of the scene</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>00:12:19</td>
<td>00:13:57</td>
<td>Colin Frissell (Kriss Marshall) serves at the party</td>
</tr>
<tr>
<td>2</td>
<td>00:47:37</td>
<td>00:49:09</td>
<td>Aurelia (Lúcia Moniz) is bringing a cup of coffee for Jamie Bennett (Colin Firth) in the garden</td>
</tr>
<tr>
<td>3</td>
<td>01:18:28</td>
<td>01:20:33</td>
<td>The jewellery salesman (Rowan Atkinson) is rapping a necklace</td>
</tr>
<tr>
<td>4</td>
<td>01:23:45</td>
<td>01:27:04</td>
<td>Colin Frissell arrives at Milwaukee</td>
</tr>
<tr>
<td>5</td>
<td>01:43:19</td>
<td>01:44:57</td>
<td>The old lady opens the door and surprises by seeing the prime minister (Hugh Grant)</td>
</tr>
<tr>
<td>6</td>
<td>01:51:38</td>
<td>01:54:14</td>
<td>School’s Christmas concert starts</td>
</tr>
<tr>
<td>7</td>
<td>01:58:15</td>
<td>02:05:00</td>
<td>Jamie Bennett arrived at Portugal</td>
</tr>
<tr>
<td>8</td>
<td>00:28:26</td>
<td>00:29:52</td>
<td>Daniel (Liam Neeson) and Sam (Thomas Sangster) are sitting on a bench</td>
</tr>
</tbody>
</table>

## Mr. Bean’s Holiday

The version of the movie we used starts by the “UNIVERSAL” Intro.

<table>
<thead>
<tr>
<th>Scene number</th>
<th>Start time</th>
<th>Stop time</th>
<th>Description of the start of the scene</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>00:05:39</td>
<td>00:07:22</td>
<td>Mr. Bean (Rowan Atkinson) takes a taxi at the train station</td>
</tr>
<tr>
<td>2</td>
<td>00:10:41</td>
<td>00:12:59</td>
<td>Mr. Bean is being served in a French restaurant</td>
</tr>
<tr>
<td>3</td>
<td>00:31:52</td>
<td>00:33:50</td>
<td>Mr. Bean is trying to raise money by dancing and imitating singer’s acts</td>
</tr>
<tr>
<td>4</td>
<td>00:37:33</td>
<td>00:39:19</td>
<td>Mr. Bean rides a bike on a road</td>
</tr>
<tr>
<td>5</td>
<td>00:40:37</td>
<td>00:42:35</td>
<td>Mr. Bean tries to hitchhike</td>
</tr>
<tr>
<td>6</td>
<td>00:45:45</td>
<td>00:47:15</td>
<td>Mr. Bean wakes up in a middle of the shooting of a commercial</td>
</tr>
<tr>
<td>7</td>
<td>01:08:04</td>
<td>01:09:02</td>
<td>Dressed as a woman tries to get into the theater with a fake ID</td>
</tr>
<tr>
<td>8</td>
<td>01:11:35</td>
<td>01:13:22</td>
<td>Mr. Bean is changing the projecting movie to his webcam videos</td>
</tr>
</tbody>
</table>

## Ringu (Japanese version)

The version of the movie we used starts by the “STUDIO CANAL” Intro.

<table>
<thead>
<tr>
<th>Scene number</th>
<th>Start time</th>
<th>Stop time</th>
<th>Description of the start of the scene</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>00:05:32</td>
<td>00:08:15</td>
<td>School girls are frightened by hearing the ring tone</td>
</tr>
<tr>
<td>2</td>
<td>00:27:39</td>
<td>00:29:38</td>
<td>Reiko (Nanako Matsushima) watches the video alone in an empty room</td>
</tr>
<tr>
<td>3</td>
<td>00:59:39</td>
<td>01:01:32</td>
<td>Reiko sees the past in black and white</td>
</tr>
<tr>
<td>4</td>
<td>01:19:10</td>
<td>01:21:48</td>
<td>Reiko is descending into the well</td>
</tr>
<tr>
<td>5</td>
<td>01:25:24</td>
<td>01:27:54</td>
<td>Ryuji (Hiroyuki Sanada) is writing at home and he notices that the TV is on and showing the terrifying video</td>
</tr>
<tr>
<td>6</td>
<td>01:29:56</td>
<td>01:31:55</td>
<td>Reiko seats on the sofa in her house</td>
</tr>
<tr>
<td>7</td>
<td>01:12:05</td>
<td>01:14:48</td>
<td>Reiko and Ryuji are pushing the well’s lead</td>
</tr>
<tr>
<td>8</td>
<td>00:48:20</td>
<td>01:49:42</td>
<td>Reiko is sleeping in her father’s house</td>
</tr>
</tbody>
</table>
## Saving private Ryan

The version of the movie we used starts by the “Paramount pictures” Intro.

<table>
<thead>
<tr>
<th>Scene number</th>
<th>Start time</th>
<th>Stop time</th>
<th>Description of the start of the scene</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>00:04:29</td>
<td>00:06:08</td>
<td>Start scene of the approaching of boats with these words appear “June 6, 1944”</td>
</tr>
<tr>
<td>2</td>
<td>00:06:09</td>
<td>00:08:15</td>
<td>Landing on the Omaha beach</td>
</tr>
<tr>
<td>3</td>
<td>00:09:33</td>
<td>00:12:56</td>
<td>Combat scene on the beach</td>
</tr>
<tr>
<td>4</td>
<td>02:13:38</td>
<td>02:14:23</td>
<td>The sniper is praying when he is on a tower</td>
</tr>
<tr>
<td>5</td>
<td>00:18:51</td>
<td>00:21:38</td>
<td>The commander is looking into a mirror to see the source of the gunfire in a combat scene</td>
</tr>
<tr>
<td>6</td>
<td>02:26:05</td>
<td>02:27:21</td>
<td>The combat scene where Capt. John H. Miller (Tom Hanks) was shot</td>
</tr>
<tr>
<td>7</td>
<td>00:56:04</td>
<td>00:57:25</td>
<td>While they are looking for private Ryan, by accident a wall collapses and they face a group of German soldiers on the other side of the destroyed wall</td>
</tr>
<tr>
<td>8</td>
<td>01:20:00</td>
<td>01:20:45</td>
<td>Group of soldiers are walking on a green field</td>
</tr>
</tbody>
</table>

## The Pianist

The version of the movie we used starts by the “BAC films” Intro.

<table>
<thead>
<tr>
<th>Scene number</th>
<th>Start time</th>
<th>Stop time</th>
<th>Description of the start of the scene</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>00:00:24</td>
<td>00:02:09</td>
<td>Warsaw in 1939 (black and white shots)</td>
</tr>
<tr>
<td>2</td>
<td>00:21:10</td>
<td>00:22:34</td>
<td>Szpilman (Adrien Brody) is playing in a restaurant</td>
</tr>
<tr>
<td>3</td>
<td>00:24:28</td>
<td>00:25:54</td>
<td>Szpilman walks in the streets of Warsaw</td>
</tr>
<tr>
<td>4</td>
<td>00:32:57</td>
<td>00:34:11</td>
<td>A crazy man and children on the street</td>
</tr>
<tr>
<td>5</td>
<td>01:56:12</td>
<td>01:58:13</td>
<td>Szpilman (with long hair and beards) tries to open a can</td>
</tr>
<tr>
<td>6</td>
<td>00:44:34</td>
<td>00:47:07</td>
<td>Jewish families are waiting to be sent to concentration camps</td>
</tr>
<tr>
<td>7</td>
<td>00:58:01</td>
<td>01:59:27</td>
<td>Szpilman in a construction site</td>
</tr>
<tr>
<td>8</td>
<td>01:50:38</td>
<td>01:51:52</td>
<td>German soldiers are burning everything with flamethrower</td>
</tr>
</tbody>
</table>
The Stimuli Videos for MAHNOB-HCI Database, Second Movie Database

Video fragments which were shown as stimuli in the affective tagging experiments, MAHNOB-HCI.

<table>
<thead>
<tr>
<th>Cut #</th>
<th>file name</th>
<th>emotion</th>
<th>movie name</th>
<th>start time</th>
<th>end time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>69.avi</td>
<td>disgust</td>
<td><em>Hannibal</em></td>
<td>1:44:50.7</td>
<td>1:45:49.9</td>
</tr>
<tr>
<td>2</td>
<td>55.avi</td>
<td>anger/sadness</td>
<td><em>The pianist</em></td>
<td>0:54:33.3</td>
<td>0:55:50.4</td>
</tr>
<tr>
<td>3</td>
<td>58.avi</td>
<td>amusement</td>
<td><em>Mr Bean’s Holiday</em></td>
<td>1:17:19</td>
<td>1:18:18</td>
</tr>
<tr>
<td>5</td>
<td>53.avi</td>
<td>amusement</td>
<td><em>Kill Bill VOL I</em></td>
<td>1:12:12.2</td>
<td>1:13:57.2</td>
</tr>
<tr>
<td>6</td>
<td>80.avi</td>
<td>joy</td>
<td><em>Love actually</em></td>
<td>0:09:45.76</td>
<td>0:11:22.96</td>
</tr>
<tr>
<td>7</td>
<td>52.avi</td>
<td>amusement</td>
<td><em>Mr Bean’s Holiday</em></td>
<td>1:05:53.2</td>
<td>1:07:30.6</td>
</tr>
<tr>
<td>8</td>
<td>79.avi</td>
<td>joy</td>
<td><em>The thin red line</em></td>
<td>2:16:42.3</td>
<td>2:17:55.2</td>
</tr>
<tr>
<td>9</td>
<td>73.avi</td>
<td>fear</td>
<td><em>The shining</em></td>
<td>2:07:02.8</td>
<td>2:07:38.2</td>
</tr>
<tr>
<td>10</td>
<td>90.avi</td>
<td>joy</td>
<td><em>Love actually</em></td>
<td>0:33:59.6</td>
<td>0:35:25.8</td>
</tr>
<tr>
<td>11</td>
<td>107.avi</td>
<td>fear</td>
<td><em>The shining</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>146.avi</td>
<td>sadness</td>
<td><em>Gangs of New York</em></td>
<td>2:34:41.1</td>
<td>2:36:10</td>
</tr>
<tr>
<td>14</td>
<td>138.avi</td>
<td>sadness</td>
<td><em>The thin red line</em></td>
<td>1:06:32</td>
<td>1:08:29.8</td>
</tr>
<tr>
<td>15</td>
<td>newyork_f.avi</td>
<td>neutral</td>
<td><a href="http://accuweather.com/n.a.">http://accuweather.com/n.a.</a> (please refer to audio ch. 1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>111.avi</td>
<td>sadness</td>
<td><em>American History X</em></td>
<td>1:52:05.9</td>
<td>1:54:00</td>
</tr>
<tr>
<td>17</td>
<td>detroit_f.avi</td>
<td>neutral</td>
<td><a href="http://accuweather.com/n.a.">http://accuweather.com/n.a.</a> (please refer to audio ch. 1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>cats_f.avi</td>
<td>joy</td>
<td><a href="http://www.youtube.com/watch?v=E6h1KsWNU-A">http://www.youtube.com/watch?v=E6h1KsWNU-A</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>dallas_f.avi</td>
<td>neutral</td>
<td><a href="http://accuweather.com/n.a.">http://accuweather.com/n.a.</a> (please refer to audio ch. 1)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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