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Abstract
An integration method based on Runge–Kutta–Chebyshev (RKC) methods is discussed which has been designed to treat moderately stiff and nonstiff terms separately. The method, called partitioned Runge–Kutta–Chebyshev (PRKC), is a one-step, partitioned RK method of second order. It belongs to the class of stabilized methods, namely explicit RK methods possessing extended real stability intervals. The aim of the PRKC method is to reduce the number of function evaluations of the nonstiff terms and to get a nonzero imaginary stability boundary.
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Abstract. An integration method based on RKC (Runge-Kutta-Chebyshev) methods is discussed which has been designed to treat moderately stiff and non-stiff terms separately. The method, called PRKC (Partitioned Runge-Kutta-Chebyshev), is a one-step, partitioned Runge-Kutta method of second-order. It belongs to the class of stabilized methods, viz. explicit Runge-Kutta methods possessing extended real stability intervals. The aim of the PRKC method is to reduce the number of function evaluations of the non-stiff terms and to get a non-zero imaginary stability boundary.
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1. Introduction. Stabilized Runge-Kutta methods are explicit methods with extended stability domain along the negative real axis. Their real stability interval has a length proportional to the square of the number of stages. Therefore, these methods are especially suited for the time integration of moderately stiff systems, of large dimension and with eigenvalues known to lie in a long narrow strip along the negative axis. For instance, two- and three-dimensional parabolic partial differential equations (PDE) converted by the method of lines (MOL) give rise to this type of systems. Compared to implicit or IMEX (IMplicit EXplicit) methods, stabilized methods do not require the solution of large linear or nonlinear systems and have a low storage demand. Compared to general explicit methods, they avoid a too severe step size restriction.

There exist several stabilized methods. For example, the first- and second-order Runge-Kutta-Chebyshev (RKC) methods [19], the second- and fourth-order Orthogonal-Runge-Kutta-Chebyshev (ROCK) methods [4, 1], the third-order DUMKA method [10, 13, 11], and the second-order Stabilized Explicit Runge-Kutta (SERK2) methods [12]. To be able to treat very stiff reaction terms, [22] proposes to combine the RKC approach with the IMEX idea. A two-step method of this type is discussed in [17], which provides better stability on the imaginary axis. We also wish to mention the essentially optimal explicit Runge-Kutta methods [18] with stability domain containing a given set.

In this paper we discuss a one-step, stabilized method of second-order based on the RKC method. The method, called PRKC (Partitioned Runge-Kutta-Chebyshev), treats stiff and non-stiff terms separately. It is devoted to solve systems of ordinary differential equations (ODE) representing space discretization of PDEs as

\[ \dot{Y}(t) = F(t, Y(t)) + G(t, Y(t)), \quad t > 0, \quad Y(t_0) = Y_0, \]  

(1.1)

where \( F : [0, T] \times \mathbb{R}^n \to \mathbb{R}^n \) corresponds to diffusion terms and \( G : [0, T] \times \mathbb{R}^n \to \mathbb{R}^n \) to advection and/or non-stiff reaction terms. The \( F \)-function is discretized by a RKC method which typically has a large number of internal stages. In contrast, only 4 function calls of \( G \) are needed for each step. We have chosen RKC rather than
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another method because all its coefficients are available in analytical form for an
arbitrary number of stages.

The paper is organized as follows. In Section 2 we will give a short review about
the RKC methods. We will introduce the PRKC method and discuss its order of
consistency in Section 3. Semi-discretizations of hyperbolic-parabolic PDEs are a rel-

vant application. These discretizations exhibit eigenvalues in a narrow strip along the
negative axis of the complex plane. As a model, we will investigate linear advection-
diffusion problems with our method in Section 4. In Section 5, the actual implemen-
tation of the second-order method into a Fortran code PRKC will be discussed, in
particular the mechanisms for the step length selection and the error estimate. The
last section of this paper is devoted to numerical results obtained with PRKC.

2. The explicit RKC method. The RKC methods are stabilized methods
dedicated to solve initial value problems for ODEs of the form

$$\dot{Y}(t) = F(t, Y(t)), \quad t > 0, \quad Y(t_0) = Y_0,$$ (2.1)

where the Jacobian matrix $\frac{\partial F}{\partial Y}(t, Y)$ has all its eigenvalues near the negative real axis.

Let $Y_n$ denote the approximation to $Y(t)$ at $t = t_n$ and let $\tau = t_{n+1} - t_n$ be the
step size in the current step from $t_n$ to $t_{n+1}$. The explicit $m$-stage RKC formula of
second-order is of the form \cite[Section V.1]{8}

\begin{align*}
K_0 &= Y_n, \\
K_1 &= K_0 + \kappa_1 \tau F_0, \\
K_j &= (1 - \mu_j - \nu_j) K_0 + \mu_j K_{j-1} + \nu_j K_{j-2} + \kappa_j \tau F_{j-1} - a_j K_{j-1} \kappa \tau F_0, \\
& \quad j = 2, \ldots, m, \\
Y_{n+1} &= K_m. \\
\end{align*} (2.2)

The coefficients are defined as follows

$$\omega_0 = 1 + \frac{\eta}{m^2}, \quad \omega_1 = \frac{T''_m(\omega_0)}{T''_m(\omega_0)},$$ (2.3)

where $\eta \geq 0$ is a damping parameter (usually set to $2/13$), and $T_m$ are the Chebyshev
polynomials of the first kind defined in (2.6),

\begin{align*}
&b_j = \frac{T''_j(\omega_0)}{T''_j(\omega_0)}, \quad j = 2, \ldots, m, \quad b_0 = b_2, \quad b_1 = b_2, \\
&a_j = 1 - b_j T_j(\omega_0), \quad j = 0, \ldots, m, \\
&\mu_j = \frac{2b_j \omega_0}{b_{j-1}}, \quad \nu_j = \frac{-b_j}{b_{j-2}}, \quad \kappa_1 = b_1 \omega_1, \quad \kappa_j = \frac{2b_j \omega_1}{b_{j-1}}, \quad j = 2, \ldots, m. \\
\end{align*} (2.4)

In (2.2), $F_j$ denotes $F(t_n + c_j \tau, K_j)$ where $c_j$ are

$$c_j = \omega_1 \frac{T''_j(\omega_0)}{T''_j(\omega_0)}, \quad j = 2, \ldots, m, \quad c_1 = \frac{c_2}{T'_2(\omega_0)}, \quad c_0 = 0.$$ (2.5)

Note that $0 = c_0 < c_1 < \ldots < c_{m-1} < c_m = 1$, and thus all values $t_n + c_j \tau$ lie within
the current integration step.
Due to the specific recursive nature of the method coming from the Chebyshev polynomials of the first kind \( T_m(z), \ z \in \mathbb{C} \)

\[
T_j(z) = 2zT_{j-1}(z) - T_{j-2}(z), \ j = 2, \ldots, m, \ T_1(z) = z, \ T_0(z) = 1,
\]

formula (2.2) is more convenient to work with than the common RK formula.

Applied to the scalar stability test equation

\[
\dot{y} = \lambda y, \ y_0 = 1, \ z = \tau \lambda \in \mathbb{C},
\]

the RK method gives for the internal stages

\[
R_j(z) = a_j + b_jT_j(\omega_0 + \omega_1z), \ j = 0, \ldots, m.
\]

Using (2.5), we see that \( R_j(z) \) approximates \( e^{\omega j z} \) for \( z \to 0 \) with second order accuracy, except for the first-stage formula which is necessarily of first order\(^1\).

The polynomial \( R_m(z) \) of degree \( m \) in \( z \) in (2.8) is the stability function. Its real stability boundary \( \beta_R(m) \), i.e. the maximum number such that all the points \( x \in [-\beta_R(m), 0] \) lie in the stability region \( \mathcal{S} = \{ z \in \mathbb{C} : |R_m(z)| \leq 1 \} \), can be seen to satisfy [21]

\[
\beta_R(m) \approx \frac{\omega_0 + 1}{\omega_1} \approx \frac{2}{3}(m^2 - 1) \left( 1 - \frac{2}{15} \eta \right).
\]

If the damping is strictly positive, \( \eta > 0 \), then the stability function satisfies \( 0 < R_m(x) < 1 \) in the interior of the real stability interval \([-\beta_R(m), 0]\), but \( \beta_R(m) \) becomes slightly smaller with increasing \( \eta \).

3. **The explicit partitioned RKC method.** In this section, we introduce a new class of stabilized methods for the solution of moderately stiff ODEs written in the form (1.1). The aim of these methods is to reduce the number of evaluations of the non-stiff terms while keeping a large stability domain.

Inspired by the S-ROCK (stochastic orthogonal Runge-Kutta-Chebyshev) [2, 3] concept, we define for arbitrary \( m \geq 2 \) the \( m \)-stage\(^2\) explicit partitioned RKC method by

\[
K_{-1} = Y_n, \\
K_0 = K_{-1} + a_0 \tau G_{-1}, \\
K_1 = K_0 + \kappa_1 \tau F_0, \\
K_j = (1 - \mu_j - \nu_j)K_0 + \mu_j K_{j-1} + \nu_j K_{j-2} + \kappa_j \tau F_{j-1} - a_{j-1} \kappa_j \tau F_0, \\
j = 2, \ldots, m - 1, \\
K_m = (1 - \mu_m - \nu_m)K_0 + \mu_m K_{m-1} + \nu_m K_{m-2} + \kappa_m \tau F_{m-1} - a_{m-1} \kappa_m \tau F_0 + a_1 \tau G_{-1} + a_2 \tau G_0 + a_3 \tau G_{m-1}, \\
K_{m+1} = (1 - \mu_m - \nu_m)K_0 + \mu_m K_{m-1} + \nu_m K_{m-2} + \kappa_m \tau F_{m-1} - a_{m-1} \kappa_m \tau F_0 + a_4 \tau G_{-1} + a_5 \tau G_0 + a_6 \tau G_{m-1} + a_7 \tau G_m, \\
Y_{n+1} = K_{m+1},
\]

\(^1\)In the original method [19] all intermediate approximations are of order one. Here we adopt the choice of parameters made in [16].

\(^2\)m indicates the number of stages of the RKC method.
where \( \{ \alpha_i \} \subset \mathbb{R} \) will be defined later, \( G_{-1} = G(t_n, K_{-1}), \ G_0 = G(t_{n} + \alpha_0 \tau, K_0), \ G_{m-1} = G(t_{n} + \alpha_{m-1}\tau, K_{m-1}), \ G_m = G(t_{n} + \tau, K_m) \) and all other coefficients are identical to the RKC method (2.3), (2.4) and (2.5). We observe that for \( G \equiv 0 \) this method is identical to the RKC method (2.2).

Note that the first stages look like a splitting using the first-order forward Euler and the second-order RKC methods. However the whole method (3.1) does not belong to the class of splitting methods, because the final stages use information of several internal stages. These last two stages provide greater freedom.

The method is a partitioned RK method of the form (for notational convenience we suppress the dependence on \( t \) for \( F \) and \( G \))

\[
\tilde{K}_i = Y_n + \tau \left( \sum_{j=1}^{i-1} a_{ij} F(\tilde{K}_{j-2}) + \sum_{j=1}^{i-1} \tilde{a}_{ij} G(\tilde{K}_{j-2}) \right), \quad i = 1, \ldots, m + 3. \tag{3.2}
\]

The corresponding Butcher tableau\(^3\) for the \( F \)-method is

\[
\begin{array}{c|c}
\mathbf{c_1} & a_{11} = 0 \\
\mathbf{c_2} & a_{21} = 0 \quad a_{22} = 0 \\
\mathbf{c_3} & 0 \quad * \quad 0 \\
\mathbf{c_4} & 0 \quad * \quad * \quad 0 \\
\vdots & \vdots & \vdots & \ddots & 0 \\
\mathbf{c_{m+2}} & 0 \quad a_{m+2,2} = * \quad \ldots \quad * \quad 0 \\
\mathbf{c_{m+3}} & 0 \quad a_{m+2,2} \quad \ldots \quad a_{m+2,m+1} \quad 0 \quad 0 \\
\hline
\mathbf{b_1} & 0 \quad a_{m+2,2} \quad \ldots \quad a_{m+2,m+1} \quad b_{m+2} = 0 \quad b_{m+3} = 0
\end{array}
\]

where “*” represents a non zero entry, and for the \( G \)-method it is

\[
\begin{array}{c|c}
\mathbf{\hat{c}_1} & \hat{a}_{11} = 0 \\
\mathbf{\hat{c}_2} & \hat{a}_{21} = \alpha_0 \quad \hat{a}_{22} = 0 \\
\mathbf{\hat{c}_3} & \alpha_0 \quad 0 \quad 0 \\
\mathbf{\hat{c}_4} & \alpha_0 \quad 0 \quad \ldots \quad 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\mathbf{\hat{c}_{m+1}} & \alpha_0 \quad 0 \quad \ldots \quad 0 \\
\mathbf{\hat{c}_{m+2}} & \alpha_0 + \alpha_1 \quad \alpha_2 \quad 0 \quad \ldots \quad 0 \quad \alpha_3 \quad 0 \\
\mathbf{\hat{c}_{m+3}} & \alpha_0 + \alpha_4 \quad \alpha_4 \quad 0 \quad \ldots \quad 0 \quad \alpha_6 \quad \alpha_7 \quad 0 \\
\hline
\mathbf{\hat{b}_1} & \alpha_1 + \alpha_4 \quad \alpha_4 \quad 0 \quad \ldots \quad 0 \quad \alpha_6 \quad \hat{b}_{m+2} = \alpha_7 \quad \hat{b}_{m+3} = 0
\end{array}
\]

with \( \hat{c}_i = \sum \hat{a}_{ij} \). In the array (3.3)

- the last line \( \{ \hat{a}_{m+3,i} \} \) and weights \( \{ \hat{b}_i \} \) are a copy of the second last line of the \( \{ a_{ij} \} \) matrix,
- the sub matrix \( \{ \hat{a}_{ij} \}_{2 \leq i, j \leq m+3} \) is the Butcher tableau of the RKC method (2.2), we have \( c_1 = 0, \ c_{j+2} = c_j \) for \( j = 0, \ldots, m \) and \( c_{m+3} = 1 \).

We observe that the number of \( F \)-evaluations (stiff terms) per step depends on the stage number. The array (3.4) shows that the method only needs four \( G \)-evaluations (non-stiff terms).

\(^3\)Caution, sans serif font \( (a, b \text{ and } c) \) indicates Butcher’s array coefficients, not RKC coefficients.
3.1. Discussion of order. We shall show here how to construct a family of second order methods of the type (3.1). Configurations with a G-method of order 3 are designed to achieve better stability on the imaginary axes (see Sect. 4.1).

Theorem 3.1. The partitioned Runge-Kutta-Chebyshev method (3.1) is of order 2, if

\[ \alpha_0 + \alpha_4 + \alpha_5 + \alpha_6 + \alpha_7 = 1, \quad \alpha_0(\alpha_5 + \alpha_6) + \alpha_7(\alpha_0 + \alpha_1 + \alpha_2 + \alpha_3) = 1/2, \]
\[ \alpha_0 = 1/2, \quad c_{m-1}\alpha_6 + \alpha_7 = 1/2. \]  

(3.5)

In addition, the G-method is of order 3 if

\[ \alpha_0 = 1/2, \quad \alpha_1 = -1/2 + v(3 - 4v), \quad \alpha_2 = 2v(2v - 1) - \alpha_3, \]
\[ \alpha_4 = \frac{1 - 3v}{6v}, \quad \alpha_5 = \frac{6c_{m-1}v(2v - 1) - 1}{6c_{m-1}v(2v - 1)}, \]
\[ \alpha_6 = \frac{3v(2v - 1) - 1}{6c_{m-1}v(2v - 1)}, \]
\[ \alpha_7 = \frac{1}{6v(2v - 1)}. \]  

(3.6)

where \( v \notin \{0, 1/2\} \) and \( \alpha_3 \in \mathbb{R} \) are free parameters.

Proof. We know from [6, p. 308] that a partitioned method like (3.2) is of order 2, if and only if

1. each of the two Runge-Kutta schemes has order 2
2. and the coupling conditions

\[ \sum_i b_i \hat{c}_i = \frac{1}{2}, \quad \sum_i \hat{b}_i c_i = \frac{1}{2}, \]  

(3.7)

are satisfied.

We already know that the F-method (3.3) is of order 2, because 2 is the order of the RK method. For the G-method we consider the case \( F \equiv 0 \). Only three evaluations of the G-function are distinct in this case, the array (3.4) becomes the 3-stage RK method

\[
\begin{array}{c|ccc}
0 & \alpha_0 \\
\hline
u & \alpha_0 & \alpha_1 & \alpha_2 + \alpha_3 \\
u \alpha_0 + \alpha_4 & \alpha_5 + \alpha_6 & \alpha_7 \\
\end{array}
\]

(3.8)

where \( u = \alpha_0 \) and \( v = \sum_{i=0}^{3} \alpha_i \). The conditions for order 2 of RK methods are \( \sum b_i = 1 \) and \( \sum b_i c_i = 1/2 \). Applied to the array (3.8) they give rise to the first line of (3.5). Using (3.3) and (3.4) the coupling conditions (3.7) give the second line of (3.5), which completes the proof of the first part of the theorem.

The second part is obtained by comparing the array (3.8) with the general 3-stage RK method of order 3 (see [6, p. 142])

\[
\begin{array}{c|ccc}
0 & u \\
\hline
u & v(v-u) \\
\alpha_0 + \alpha_4 & v(v-u) \\
\alpha_5 + \alpha_6 & 2 - 3u \\
\end{array}
\]

\[
\begin{array}{c|ccc}
1 - b_2 - b_3 & 2 - 3u & 2 - 3u \frac{6u(v-u)}{6v(v-u)} \\
\end{array}
\]
3.2. Stability region. Following [5, 9], we adapt (2.7) to our method by defining the modified test equation
\[
\dot{y} = \lambda y + i\mu y, \quad y_0 = 1, \quad \lambda, \mu \in \mathbb{R}.
\] (3.9)
It gives information for systems \(\dot{y} = Ay + By\) where \(A\) and \(B\) can be diagonalized with the same transformation \(T\) and the eigenvalues of \(A\) are real, and those of \(B\) on the imaginary axis. It is especially suited for advection-diffusion equations with space discretized by second-order central differences.

Applied to the test equation (3.9), method (3.1) gives for the internal stages \(\tilde{R}_j\)
\[
\tilde{R}_{\lambda}(\tau \lambda, \tau \mu) = 1,
\]
\[
\tilde{R}_0(\tau \lambda, \tau \mu) = 1 + \alpha_0 \tau i\mu,
\]
\[
\tilde{R}_j(\tau \lambda, \tau \mu) = R_j(\tau \lambda) \left( 1 + \alpha_0 \tau i\mu \right), \quad j = 1, \ldots, m - 1,
\]
\[
\tilde{R}_m(\tau \lambda, \tau \mu) = R_m(\tau \lambda) \left( 1 + \alpha_0 \tau i\mu + \alpha_1 \alpha_2 (\tau i\mu)^2 + \alpha_0 \alpha_3 (\tau i\mu)^2 \right) + R_{m-1}(\tau \lambda) \left( \alpha_3 \tau i\mu + \alpha_0 \alpha_3 (\tau i\mu)^2 \right),
\] (3.10)
\[
\tilde{R}_{m+1}(\tau \lambda, \tau \mu) = R_{m+1}(\tau \lambda) \left( 1 + (\alpha_0 + \alpha_7) \tau i\mu + \alpha_0 \alpha_7 (\tau i\mu)^2 \right) + R_{m-1}(\tau \lambda) \left( \alpha_6 \tau i\mu + (\alpha_5 \alpha_6 + \alpha_3 \alpha_7) (\tau i\mu)^2 + \alpha_0 \alpha_3 \alpha_7 (\tau i\mu)^3 \right) + \alpha_4 \alpha_5 \tau i\mu + (\alpha_0 \alpha_5 + (\alpha_1 + \alpha_2) \alpha_7) (\tau i\mu)^2 + \alpha_0 \alpha_2 \alpha_7 (\tau i\mu)^3,
\]
where \(R_j(\tau \lambda)\) denotes \(a_j + b_j T_j(\omega_0 + \omega_1 \tau \lambda)\) as in (2.8).

The stability function is given by the last internal stage \(\tilde{R}_{m+1}(\tau \lambda, \tau \mu)\) in (3.10) and the stability region \(\mathcal{S}\) is defined by
\[
\mathcal{S} := \{ (x, y) \in \mathbb{R}^2; \, |\tilde{R}_{m+1}(x, y)| \leq 1 \}. \quad (3.11)
\]
Notice that in contrast to the stability function (2.8) of RKC methods, the function \(\tilde{R}_{m+1}(x, y)\) in (3.10) is not an analytic function of \(z = x + iy\) which is a consequence of the use of the modified test equation (3.9).

Fig. 3.1 and Fig. 3.2 show the stability regions of the PRKC method for various values of \(v\) and \(\alpha_3\) in (3.6). The imaginary stability boundary \(\beta_1\), i.e. the maximum
number such that all the points of the imaginary axis $y \in [-\beta_1, \beta_1]$ lie in the stability region, is equal to $\sqrt{3}$ for all values of $v$ and $\alpha_3$. Note also that even without damping the stability region possesses a strip around the negative real axis for certain values of $v$ and $\alpha_3$.

Consider first the undamped case $\eta = 0$. Using $T_0(1) = 1$, $T_2(1) = j^2$ and $T_3(1) = \frac{1}{2}j^2(j^2 - 1)$, the stability function for $m \geq 3$ is given by substituting

\[
R_{m-1}(\tau \lambda) = \frac{2}{3} + \frac{1}{3(m-1)^2} + \left(\frac{1}{3} - \frac{1}{3(m-1)^2}\right) T_{m-1}(1 + \frac{3\tau \lambda}{m^2 - 1}), \\
R_m(\tau \lambda) = \frac{2}{3} + \frac{1}{3m^2} + \left(\frac{1}{3} - \frac{1}{3m^2}\right) T_m(1 + \frac{3\tau \lambda}{m^2 - 1}),
\]

into $\tilde{R}_{m+1}(\tau \lambda, \tau \mu)$ in (3.10).

**Theorem 3.2.** If $\nu = 1$ and $\alpha_3 \leq 0$ in (3.6), then for $m \geq 2$ the stability region of the method (3.1) without damping possesses a strip around the negative real axis, i.e. there exist positive constants $k_1 > 0$, $k_2 > 0$ such that
\[
\{(x, y) \in \mathbb{R}^2; \ -k_1 m^2 \leq x \leq 0, \ |y| \leq k_2\} \subset S.
\]

**Proof.** We shall use a geometric argument to show that it suffices to treat only four cases of pairs $(R_m(\tau \lambda), R_{m-1}(\tau \lambda))$. To simplify the notation, we omit the arguments in the stability function (3.10) and write it as

\[
\tilde{R}_{m+1} = R_m A + R_{m-1} B + C
\]

where $R_m$, $R_{m-1}$ are the real polynomials (2.8) with real argument $\tau \lambda$ and

\[
A = 1 + \frac{2}{3} \tau \mu + \frac{1}{12} (\tau \mu)^2, \\
B = \frac{1}{3c_{m-1}} - \frac{1}{6c_{m-1}} \left(\frac{\alpha_3}{6} + \frac{1}{6c_{m-1}}\right) (\tau \mu)^2 + \frac{\alpha_3}{12} (\tau \mu)^3, \\
C = \left(\frac{1}{3} - \frac{1}{3c_{m-1}}\right) \tau \mu + \left(\frac{5 - 2\alpha_3}{12} - \frac{1}{6c_{m-1}}\right) (\tau \mu)^2 + \left(\frac{1}{6} - \frac{\alpha_3}{12}\right) (\tau \mu)^3,
\]
are real polynomials with complex argument $\tau \mu$. We have
\[
|\tilde{R}_{m+1}|^2 = (R_m, R_{m-1}) \left( \frac{|A|^2}{\Re(AB)} \right) \left( \frac{R_m}{R_{m-1}} \right) \\
+ \left( 2\Re(AC), 2\Re(BC) \right) \left( \frac{R_m}{R_{m-1}} \right) + |C|^2.
\]
(3.13)

Recall that $R_{m-1}$ and $R_m$ map points within $[-\beta_R(m), 0]$ into the interval $[1/3, 1]$ (see (3.12)), so that the curve of $R_{m-1}$ versus $R_m$ stays in the square $[1/3, 1]^2$ (illustrated in Fig 3.3). By freezing $\tau \mu$ and $m$, the polynomials $A$, $B$ and $C$ become constant and (3.13), considered as a function of $(R_m, R_{m-1})$, is a convex quadratic function. Therefore the maximum over the square $[1/3, 1]^2$ is necessarily taken in one of its corners. Note that cases representing the corners of the square can occur when $T_{m-1}$ and $T_m$ in (3.12) are in phase or in opposite phase.

For each case, either we calculate the values of $\tau \mu$ for which $|\tilde{R}_{m+1}|^2 \leq 1$, or we give a condition on $\alpha_3$ to get a strip around the negative real axis.

**Case** $R_m = R_{m-1} = 1$ : We have
\[
|\tilde{R}_{m+1}|^2 = \frac{1}{36} (\tau \mu)^6 - \frac{1}{12} (\tau \mu)^4 + 1 \leq 1 \quad \text{for} \quad \tau \mu \in [-\sqrt{3}, \sqrt{3}].
\]
(3.14)

**Case** $R_m = 1/3$, $R_{m-1} = 1$ : We have
\[
|\tilde{R}_{m+1}|^2 = \frac{1}{36} (\tau \mu)^6 + \frac{1}{81} (\tau \mu)^4 + \frac{1}{9} \leq 1 \quad \text{for} \quad \tau \mu \in [-1.7288, 1.7288].
\]

**Case** $R_m = R_{m-1} = 1/3$ : We have
\[
|\tilde{R}_{m+1}|^2 = \left( \frac{1}{324} \alpha_3^2 - \frac{1}{54} \alpha_3 + \frac{1}{36} \right) (\tau \mu)^6 + \\
\left( \frac{1}{81} \alpha_3^2 - \frac{1}{27} \alpha_3 + \frac{1}{81} - \frac{2}{81 \epsilon_{m-1}^2} + \frac{1}{81 \epsilon_{m-1}} \right) (\tau \mu)^4 + \\
\left( \frac{2}{27} \alpha_3 + \frac{1}{81} - \frac{14}{81 \epsilon_{m-1}} + \frac{4}{81 \epsilon_{m-1}^2} \right) (\tau \mu)^2 + \frac{1}{9}.
\]

For small values of $\tau \mu$, neglecting the terms with $(\tau \mu)^6$ and $(\tau \mu)^4$, the expression can be bounded for $\epsilon_{m-1} \geq 2/7$ (which is true for $m \geq 3$, see (2.5); the case $m = 2$ follows from the remark below) by
\[
\left( \frac{2}{27} \alpha_3 + \frac{1}{81} \right) (\tau \mu)^2 + \frac{1}{9}.
\]

\footnote{For large $m$, the curve of $R_{m-1}$ versus $R_m$ approaches the corners of the square $[1/3, 1]^2$.}
Because of the constant term, this case does not impose severe restrictions on $\alpha_3$ to get a thin strip around the negative real axis.

**Case $R_m = 1$, $R_{m-1} = 1/3$:** We have

$$|\tilde{R}_{m+1}|^2 = \left(\frac{1}{324} \alpha_3^2 - \frac{1}{54} \alpha_3 + \frac{1}{36}\right)(\tau\mu)^6 + \left(\frac{1}{81} \alpha_3^2 - \frac{1}{12} - \frac{1}{27 c_{m-1}} + \frac{1}{81 c_{m-1}^2}\right)(\tau\mu)^4 + \left(\frac{2}{9} \alpha_3 - \frac{2}{9 c_{m-1}} + \frac{4}{81 c_{m-1}^2}\right)(\tau\mu)^2 + 1.$$  

As in the previous case, by using $c_{m-1} \geq 0.25$ for $m \geq 2$, we get

$$\frac{2}{9} \alpha_3 (\tau\mu)^2 + 1,$$

imposing $\alpha_3 \leq 0$.

**Remark:** For the case $m = 2$ and arbitrary damping $\eta$, $\omega_1$ is equal to $\omega_\lambda$. Moreover, $\omega_\lambda$ does not appear in $R_m (\tau\lambda) = 1 + \tau\lambda + \frac{1}{2} (\tau\lambda)^2$, but only in $R_{m-1} (\tau\lambda) = 1 + \frac{1}{4\omega_\lambda^2} \tau\lambda$. Hence, the pair $(R_m, R_{m-1})$ stays in the square $[1/2, 1]^2$, whenever the argument is in $[-\beta_R(2), 0] = [-2, 0]$. This implies that we have to consider the case $R_m = R_{m-1} = 1/2$ instead of $R_m = R_{m-1} = 1/3$ in the previous proof.

By continuity, the existence of such a strip can be extended to small values of damping $1 \gg \eta > 0$. Notice that a similar study can be done for other values of $v$.

**3.3. Choice of coefficients.** In the rest of this article, PRKC denotes the method (3.1) with parameters $v = 1$ and $\alpha_3 = 0$ in (3.6) and damping $\eta = 2/13$ (as in [21]). This choice of damping reduces the real stability boundary $\beta_R(m)$ of about 2% compared to the undamped case ($\eta = 0$). Note that for $v = 1$, the under-
lying quadrature rule corresponding to the Butcher tableau (3.8)

\[
\begin{array}{c|ccc}
0 & 1/2 & 1/2 & 1/6 \\
1 & -1 & 2 & 4/6 \\
\end{array}
\]

(3.15)
is Simpson's rule. Moreover, since \(\alpha_2 + \alpha_3 = 2\) (third line of (3.15)) and \(\alpha_3 \leq 0\) (Theorem 3.2), we chose \(\alpha_3 = 0\) to avoid too large coefficients in the second last stage of the PRKC method (3.1).

Applied to the test equation (3.9), PRKC gives the stability function

\[
\tilde{R}_{m+1}(\tau \lambda, \tau \mu) = R_m(\tau \lambda) \left(1 + \frac{2}{3} \tau \mu + \frac{1}{12} (\tau \mu)^2\right) + R_{m-1}(\tau \lambda) \left(\frac{1}{3c_{m-1}} \tau \mu + \frac{1}{6c_{m-1}} (\tau \mu)^2\right) + \left(\frac{1}{3} - \frac{1}{3c_{m-1}}\right) \tau \mu + \left(\frac{5}{12} - \frac{1}{6c_{m-1}}\right) (\tau \mu)^2 + \frac{1}{6} (\tau \mu)^3.
\]

(3.16)

Fig 3.4 shows stability regions of PRKC method for several number of stages \(m\).

**Theorem 3.3.** Consider the method (3.1) with \(\nu = 1\), \(\alpha_3 = 0\) and damping parameter \(\eta = 2/13\). For \(m \geq 2\), its stability region contains the rectangle

\[
\mathcal{R}(m) := \{(x, y) \in \mathbb{R}^2; \quad -\beta_\varepsilon(m) \leq x \leq 0, \quad |y| \leq 1.7273\}
\]

(3.17)

where \(\beta_\varepsilon(m) = 0.65(m^2 - 1)\) as in (2.9), see also Table 3.1.

**Proof.** We shall follow the outline of the proof of the Theorem 3.2. Since \(R_{m-1}\), \(R_m\) and \(c_{m-1}\) in the stability function (3.16) depend on \(\eta\), which is now fixed to 2/13, we first need to investigate the range of \(R_{m-1}\) and \(R_m\) for the domain \([-\beta_\varepsilon(m), 0]\) to determine the four cases to study.

Recall that for \(x \in \mathbb{R}\) and \(2 \leq j \leq m\) we have \(R_j(x) = a_j + b_j T_j(\omega_0 + \omega_1 x)\), where \(\omega_0, \omega_1\) are defined in (2.3) and \(a_j, b_j\) in (2.4). For \(-\beta_\varepsilon(m) \leq x \leq 0\), by using \(-1 \leq T_j(\omega_0 + \omega_1 x) \leq T_j(\omega_0)\), we can bound \(R_j(x)\) by

\[
a_j - b_j \leq R_j(x) \leq a_j + b_j T_j(\omega_0) = 1.
\]

(3.18)
The upper bound is the same as in the previous case without damping (\(\eta = 0\)). It remains to compute the lower bound \(a_j - b_j = 1 - b_j (1 + T_j(\omega_0))\). By using

\[
\lim_{j \to \infty} T_j \left(1 + \frac{\eta}{m^2}\right) = \cos(\sqrt{-2\eta}) = \cosh(\sqrt{2\eta})
\]

(see [7, Chapter IV.2, exercise 8]) and differentiating this relation twice with respect to \(\eta\), we obtain

\[
\lim_{j \to \infty} a_j - b_j = \frac{\sinh(\sqrt{2\eta})}{\sqrt{2\eta}} \left(\frac{1}{\sqrt{2\eta}^2} - 1\right) = \frac{1}{2 \sinh^2(\sqrt{2\eta})} \approx 0.32995.
\]

(3.19)

Numerical computations for stage numbers ranging from 3 to 10000 show that \(a_j - b_j\) is monotonically decreasing and confirm the lower bound (3.19).

Now for each corner of the square \([0.32995, 1]^2\), we calculate the values of \(\tau \mu\) for which \(|\tilde{R}_{m+1}|^2 \leq 1\).
Case $R_m = R_{m-1} = 1$: This case is identical to the undamped case (3.14).
Case $R_m = 0.32995$, $R_{m-1} = 1$: We have $|\tilde{R}_{m+1}| \leq 1$ for $\tau\mu \in [-1.7273, 1.7273]$.
Case $R_{m} = R_{m-1} = 0.32995$: Since $c_{m-1} \geq 0.379$ (which is true for $m \geq 3$, see (2.5)), we get the restriction $\tau\mu \in [-1.7714, 1.7714]$.
Case $R_m = 1$, $R_{m-1} = 0.32995$: By using $c_{m-1} \geq 0.3$ for $m \geq 3$, we obtain $\tau\mu \in [-2.0333, 2.0333]$.

For $m = 2$, third and fourth cases follow from the remark at the end of the proof of Theorem 3.2 and $c_{m-1} = 13/54$.

For several values of $m$, we set $k_1 = \beta_2(m)$ and computed $k_2$ such that the rectangle defined by $\{(x, y) \in \mathbb{R}^2; -k_1 \leq x \leq 0, |y| \leq k_2\}$ is included in the stability region, see Table 3.1. Numerical results give values for $k_2$ slightly higher than those proved in Theorem 3.3.

<table>
<thead>
<tr>
<th>( \eta )</th>
<th>2/13</th>
<th>4</th>
<th>6</th>
<th>10</th>
<th>20</th>
<th>200</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>9.75</td>
<td>22.75</td>
<td>64.35</td>
<td>259.35</td>
<td>25999.35</td>
<td>649999.35</td>
<td></td>
</tr>
<tr>
<td>$k_2$</td>
<td>1.73</td>
<td>1.73</td>
<td>1.73</td>
<td>1.73</td>
<td>1.73</td>
<td>1.73</td>
<td></td>
</tr>
<tr>
<td>( \eta = \infty )</td>
<td>$k_1$</td>
<td>6</td>
<td>10</td>
<td>18</td>
<td>38</td>
<td>398</td>
<td>1998</td>
</tr>
<tr>
<td></td>
<td>$k_2$</td>
<td>1.73</td>
<td>1.73</td>
<td>1.72</td>
<td>1.68</td>
<td>1.64</td>
<td>1.64</td>
</tr>
</tbody>
</table>

### 3.4. Infinite damping.
For the infinitely damped case $\eta \to \infty$ (only for $m \geq 3$ because $R_m(z)$ does not depend on $\eta$ for $m = 2$), by using

$$T_j(x) \sim 2^{j-1} x^j, \quad T_j'(x) \sim j 2^{j-1} x^{j-1}, \quad T_j''(x) \sim j(j-1) 2^{j-1} x^{j-2}$$

for $x \gg 1$, we substitute

$$R_{m-1}(\tau\lambda) \sim \frac{1}{m-1} + \frac{m-2}{m-1} \left(1 + \frac{\tau\lambda}{m-1}\right)^{m-1},$$

$$R_m(\tau\lambda) \sim \frac{1}{m} + \frac{m-1}{m} \left(1 + \frac{\tau\lambda}{m-1}\right)^m,$$

and $c_{m-1} = (m-2)/(m-1)$ into $\tilde{R}_{m+1}(\tau\lambda, \tau\mu)$ in (3.16). As before we computed $k_1$ and $k_2$ for several values of $m$ such that the rectangle defined by $\{(x, y) \in \mathbb{R}^2; -k_1 \leq x \leq 0, |y| \leq k_2\}$ is included in the stability region, see Table 3.1. We observed

Fig. 3.5. Stability regions in the $(\tau\lambda, \tau\mu)$-space of a 4-stage PRKC with $v = 1$ and $\alpha_3 = 0$ on the left and RKC on the right when $\eta \to \infty$. The dashed lines represent geometric shapes embedded inside these stability regions.
numerically that in the infinitely damped case \( k_2 \) decreases slowly and monotonically from 1.73 to 1.64 for \( m \) ranging from 3 to 1000. In contrast, the stability region of RKC (2.2) becomes circular (for \( \eta \to \infty \)) with center point \( 1 - m \) and radius \( m - 1 \) (illustrated in Fig. 3.5). Furthermore, as the quadratic increase of the real stability boundary \( \beta_R(m) \) with the number of stages \( m \) for a small damping \( \eta \) turns linear for large \( \eta \), viz. the real stability boundary in Fig. 3.5 becomes \( \beta_R(m) \approx 2(m - 1) \), there is no advantage to take a large damping for this configuration.

4. Advection-diffusion-reaction problems. A main question for stabilized methods applied to an advection-diffusion problem is how to choose the number of stages \( m \) and the step size \( \tau \). In contrast to classical RKC methods [23, 17], the choice of the damping parameter \( \eta \) is not very critical for our method (see the discussion of Sect. 3.4).

We consider the \( n \)-dimensional scalar model

\[
    u_t + a \cdot \nabla u = d \Delta u,
\]

where \( a = (a_1, \ldots, a_n) \) and \( d \) are taken constant, and the partial derivatives \( u_{x_k} \) and \( u_{x_k x_k} \) are discretized on uniform grids with mesh width \( h_k \) with the second-order central scheme.

4.1. The pure advection or diffusion case. For the pure diffusion case (\( G \equiv 0 \)), we operate in the same way as in [8, 22, 23], because the \( F \)-method is RKC. For any given step size \( \tau \), we choose the minimal stage number \( m \) satisfying the stability condition \( \tau \sigma \leq \beta_R(m) \), where \( \sigma \leq 4d \sum_{k=1}^{n} h_k^{-2} \) denotes the spectral radius of \( \frac{\partial G}{\partial Y}(t, Y) \). We obtain the step size restriction

\[
    \tau \leq \frac{1}{2d \sum_{k=1}^{n} h_k^{-2} \beta_R(m)}.
\]

For the pure advection case (\( F \equiv 0 \)), the \( G \)-method shares its stability function with any one-step 3-stage explicit Runge-Kutta method of order 3, i.e.

\[
    R(z) = 1 + z + \frac{z^2}{2!} + \frac{z^3}{3!}.
\]

For the central difference scheme the Jacobian matrix of the advection term \( G \) is diagonalisable with eigenvalues \( i \mu \) bounded by \( |\mu| \leq \sum_{k=1}^{n} |a_k| h_k^{-1} \). Since the PRKC method has the imaginary stability boundary \( \beta_I = \sqrt{3} \) (see Sect. 3.3), we restrict the step size according to

\[
    \tau \leq \frac{1.7}{\sum_{k=1}^{n} |a_k| h_k^{-1}}.
\]

4.2. The advection-diffusion case. The embedded rectangles \( \mathcal{R}(m) \) inside the stability region will facilitate the selections of the step size \( \tau \) and the number of stages \( m \). In fact for (4.1), Wesseling’s geometric approach [24, Chapter 5] gives two step size restrictions which guarantee that the eigenvalues emerging from von Neumann stability analysis lie inside a rectangle [24, Theorem 5.7.1]. These \( \tau \)-restrictions are nothing else than (4.2) and (4.3). Then for advection-diffusion problems, we just combine the restrictions as follows:

For a given trial step size \( \tau \) (obtained from a local error estimation procedure),
1. If the condition (4.3) is not satisfied, reduce \( \tau \) such that \( \tau \sum_{k=1}^{m} |a_k| h_k^{-1} = 1.7 \).

2. Compute the number of stages \( m \) to satisfy (4.2).

This algorithm, which is justified for problems of the form (4.1), will also be used in more general situations. For example, for nonlinear advection-diffusion systems such as \( u_t + \nabla \cdot (au) = \nabla \cdot (D \nabla u) \) with \( a = g(u) \) and \( D = D(u) \) (positive diagonal matrix), we insert the maximum values of the velocities \( a \) and the diffusion coefficient \( d \) as in [23].

4.3. Additional reaction terms. Unlike previous cases there are two ways to treat mildly stiff or non-stiff reaction terms of an advection-diffusion-reaction problem, either with the \( F \)-method or the \( G \)-method. Recall that the eigenvalues of the diffusion and the non-stiff reaction terms are proportional to \( \mathcal{O}(h^{-2}) \) and \( \mathcal{O}(1) \), respectively (here \( h \) denotes the mesh width of the spatial discretization). At each step those eigenvalues are multiplied by the step size \( \tau \) which is determined to keep the eigenvalues of the diffusion term inside the stability region.

As the \( F \)-method is RKC, we chose the damping \( \eta = 2/13 \) to obtain a more robust method (see the discussion at the end of Sect. 2). If the reaction term is treated by the \( F \)-method, it can be regarded as a small perturbation of the diffusion and should not cause instability. The advantage of this approach is that mildly stiff reaction can be treated, its disadvantage is that the number of function evaluations of the reaction term is equal to that of the diffusion.

The second alternative with the \( G \)-method is more suitable when the reaction is non-stiff, because each step only asks for 4 function evaluations of the reaction term. Fig 4.1 illustrates separately the stability regions for the damped RKC (\( F \)-method) and the 3-stage explicit RK of order 3 (\( G \)-method). Note that the stability region on the right of Fig 4.1 has its imaginary stability boundary equal to \( \sqrt{3} \), while for any two-stage explicit RK of order 2, \( \beta_1 \) is equal to 0.

5. Software issues. The \textsc{Fortran95} program \textsc{PRKC} is a variable step size, variable formula code that uses explicit Runge-Kutta formulas to solve efficiently a class of large systems of mildly stiff ODEs. It is based on the codes [1, 15, 14]. We will only describe the new aspects of the code. For further information about codes based on an explicit Runge-Kutta formula, we refer the reader to [6, 7].

5.1. Estimate of the local error. The main innovation is the local error estimate used in selecting the step size. The program uses two different estimates and it takes the maximum value to select the new step size following standard strategies, see e.g. [6, p. 167]. Then it applies the algorithm described in the next Subsection 5.2 to select the number of stages \( m \).
\textit{F-error estimate.} Observe that if \( \alpha_1 = \alpha_2 = \alpha_3 = 0 \) in (3.1), then the internal stages \( K_0 \) to \( K_m \) are identical to the internal stages of the RKC method with initial approximation \( Y_0 + \alpha_0 \tau G_1 \). Thus, before adding the \( \alpha \)-terms in \( K_m \), we calculate a local error estimate as proposed in [15]. Note that this estimate requires one additional evaluation of \( F(t, Y) \) (compared to the RKC method).

\textit{G-error estimate.} The second error estimate is given by the difference to the numerical approximation of an embedded RK formula (3.1) with coefficients \( \tilde{\alpha}_i \) in place of \( \alpha_i \). We always assume \( \tilde{\alpha}_0 = \alpha_0 = \frac{1}{2} \) so that the first \( m \) stages are identical for both methods. If the coefficients satisfy

\[\begin{align*}
\tilde{\alpha}_0 + \tilde{\alpha}_1 + \tilde{\alpha}_2 + \tilde{\alpha}_3 &= 1, \\
\tilde{\alpha}_0(\tilde{\alpha}_2 + \tilde{\alpha}_3) &= \frac{1}{2}, \\
\tilde{\alpha}_0 &= \frac{1}{2}, \\
c_{m-1}\tilde{\alpha}_3 &= \frac{1}{2},
\end{align*}\]

then the approximation \( \tilde{Y}_{n+1} = \hat{K}_m \) has order 2. By setting

\[\begin{align*}
\tilde{\alpha}_1 &= -1/2, \\
\tilde{\alpha}_2 &= 1 - \frac{1}{2c_{m-1}}, \\
\tilde{\alpha}_3 &= \frac{1}{2c_{m-1}},
\end{align*}\]

we thus obtain an embedded RK method that has one internal stage less than the PRKC method. For \( F \equiv 0 \), the embedded method becomes the explicit midpoint rule

\[
\begin{array}{c|c|c}
0 & 1/2 & 1/2 \\
\hline
1/2 & 0 & 1
\end{array}
\]

Note that other embedded methods are possible. For instance, for \( v = 1 \) and putting \( \tilde{\alpha}_i = \alpha_i \) for \( i = 1, 2, 3 \), \( \tilde{\alpha}_4 = \tilde{\alpha}_5 = \tilde{\alpha}_6 = 0 \) and \( \tilde{\alpha}_7 = 1/2 \) the approximation \( \tilde{Y}_{n+1} = \hat{K}_{m+1} \) can be considered as the trapezoidal rule.

\subsection*{5.2. Control of step-size and number of stages.}

PRKC requires several initialization parameters, for instance the initial step size guess \( \tau_0 \), the absolute and relative error tolerances \( \text{Atol} \) and \( \text{Rtol} \), the functions \( F \) and \( G \) and their spectral radius estimates \( \sigma_F \) and \( \sigma_G \), respectively.

An ideal problem for PRKC is a problem giving rise to a system \( \dot{y} = Ay + By \) where \( A \) and \( B \) can be simultaneously diagonalized and the eigenvalues of \( A \) are negative real, and those of \( B \) on the imaginary axis. For example, the problem \( u_t + au_x = du_{xx} \) with spatial periodicity and space discretization by second-order central differences. For this kind of problems the modified test equation (3.9) is particularly well suited, and then \( \sigma_F \) and \( \sigma_G \) can be identified with \( \lambda \) and \( \mu \), respectively.

Unfortunately most systems \( \dot{y} = Ay + By \), resulting from a space discretization with second-order schemes, do not have the properties of the ideal problem. The eigenvalues of \( A \) are close to the negative real axis, and those of \( B \) may be close to the imaginary axis or not. If the eigenvalues of the Jacobian of \( G \) are known to lie close to the imaginary axis, we recommend to set \( \sigma_G \) as being their maximum modulus, otherwise we set \( \sigma_G := 0 \) to disable the advection restriction (4.3) (on the fly mode).

Now we suppose that a trial step size \( \tau \), obtained from the initial step size guess or from the local error estimates described in Subsection 5.1, is given. Based on the equations (4.2) and (4.3), PRKC performs the following algorithm:

1. If \( \sigma_G \tau > 1.7 \), then it reduces \( \tau \) such that \( \sigma_G \tau = 1.7 \).
2. It computes the number of stages \( m \) by

\[ \sigma_F \tau = \beta_2(m) \approx 0.65(m^2 - 1) \]
6. Numerical examples. We will present numerical results obtained for three test problems. In Section 6.1, a constant coefficient 1D type advection-diffusion problem is solved and in Section 6.2, we deal with a nonlinear 1D type diffusion-reaction problem. The third problem is a parabolic initial-boundary value problem which involves nonlocal integral terms over the spatial domain. The code and the drivers are publicly available on the page http://www.unige.ch/~zbindech/.

6.1. Advection-diffusion 1D. We consider the periodic advection-diffusion problem in 1-dimension

\[
\begin{align*}
&u_t + a u_x = d u_{xx} \\
&u(x,0) = u_0(x) \\
&u(1,t) = u(0,t)
\end{align*}
\]  (6.1)

with constant coefficients \( a \in \mathbb{R}, d > 0 \), initial condition \( u_0 \in L_2[0,1] \) over the space \( x \in [0,1] \) and time \( t \geq 0 \). For the space discretization on a uniform grid \( \{x_1, x_2, \ldots, x_N\} \) with grid points \( x_j = jh \) and mesh width \( h = 1/N \), we use second-order central differences for the advection and diffusion terms. We obtain the semi-discrete system

\[
w'_j(t) = \left( \frac{d}{h^2} + \frac{a}{2h} \right) w_{j-1}(t) - \frac{2d}{h^2} w_j(t) + \left( \frac{d}{h^2} - \frac{a}{2h} \right) w_{j+1}(t),
\]  (6.2)

where \( j = 1, \ldots, N \) and \( w_0(t) = w_N(t), w_{N+1}(t) = w_1(t) \). Fourier analysis gives the eigenvalues

\[
\lambda_k = \frac{2d}{h^2} \left( \cos(2\pi kh) - 1 \right) - \frac{i \alpha}{h} \sin(2\pi kh), \quad k = 1, \ldots, N.
\]  (6.3)

These eigenvalues are located on an ellipse in the left half-plane \( \mathbb{C}^- \). The discrete Fourier transform of the vector \( w(0) \in \mathbb{R}^N \) (initial condition of the semi-discrete system) is

\[
w(0) = \sum_{k=1}^{N} z_k \phi_k \quad \text{with} \quad z_k = \frac{1}{N} \sum_{j=1}^{N} u_0(x_j) \overline{\phi_k}_j
\]

where \( \phi_k = (e^{2\pi ikx_1}, e^{2\pi ikx_2}, \ldots, e^{2\pi ikx_N})^T \in \mathbb{C}^N \) for \( k = 1, \ldots, N \) denote the discrete Fourier modes. The solution \( w(t) \) of the semi-discrete system (6.2) arising from the problem (6.1) is given by

\[
w(t) = \sum_{k=1}^{N} z_k e^{\lambda_k t} \phi_k.
\]  (6.4)

The problem (6.1) gives us an excellent benchmark to compare the performance of our proposed program \( \text{PRKC} \) with the program \( \text{RKC} \) [15]. We take \( a = 0.1, d = 1, \) \( u_0(x) = \sin(2\pi x) \) and \( N = 64, 128 \). For numerical integration with \( \text{PRKC} \) we define the functions

\[ F(u) = du_{xx}, \quad G(u) = -au_x \]
while the number of evaluations of $F$ remains the same for $h = 1/128$. Note that if $h$ is divided by 2 then the spectral radius estimate $\sigma_F$ is multiplied by $2^2$, but the average number of stages is only multiplied by 2 because of the quadratic growth of the real stability interval with respect to the number of stages that keeps the same number of steps. This implies that the number of evaluations of $F$ is multiplied by 2 while the number of evaluations of $G$ remains the same for PRKC.

### 6.2. Brusselator 1D.

We consider the Brusselator problem [6, 7] in one spatial variable $x$

\[
\begin{align*}
  u_t &= A + u^2v - (B + 1)u + \alpha u_{xx} \\
  v_t &= Bu - u^2v + \alpha v_{xx}
\end{align*}
\]

with $x \in [0, 1]$, $A = 1$, $B = 3$, $\alpha = 1/50$ and boundary conditions

\[
\begin{align*}
  u(0,t) &= u(1,t) = 1, & v(0,t) &= v(1,t) = 3, \\
  u(x,0) &= 1 + \sin(2\pi x), & v(x,0) &= 3.
\end{align*}
\]

We replace the second spatial derivatives by finite differences on a grid of $N$ points $x_i = i/(N+1)$ for $i = 1, \ldots, N$. We define the functions as follows

\[
\begin{align*}
  F(u,v) &= \begin{pmatrix} \alpha u_{xx} \\ \alpha v_{xx} \end{pmatrix}, & G(u,v) &= \begin{pmatrix} A + u^2v - (B + 1)u \\ Bu - u^2v \end{pmatrix}.
\end{align*}
\]

### Table 6.1

Comparison of PRKC and RKC on the advection-diffusion problem (6.1). The numbers to the left of a slash correspond to PRKC, those to the right correspond to RKC.

<table>
<thead>
<tr>
<th>Tol</th>
<th>Steps</th>
<th>$F$-evals</th>
<th>$G$-evals</th>
<th>$m_{\text{average}}$</th>
<th>$m_{\text{max}}$</th>
<th>$L_\infty$-error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h = 1/64$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-1}$</td>
<td>7/5</td>
<td>128/109</td>
<td>28/109</td>
<td>17/21</td>
<td>31/32</td>
<td>$1.7 \times 10^{-2}/1.7 \times 10^{-2}$</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>9/8</td>
<td>154/139</td>
<td>36/139</td>
<td>16/17</td>
<td>24/26</td>
<td>$3.5 \times 10^{-2}/4.3 \times 10^{-3}$</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>13/14</td>
<td>194/189</td>
<td>52/189</td>
<td>14/13</td>
<td>19/19</td>
<td>$9.9 \times 10^{-4}/9.1 \times 10^{-4}$</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>24/27</td>
<td>280/268</td>
<td>96/268</td>
<td>11/10</td>
<td>14/14</td>
<td>$2.1 \times 10^{-4}/2.0 \times 10^{-4}$</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>48/55</td>
<td>421/397</td>
<td>192/397</td>
<td>8/7</td>
<td>11/10</td>
<td>$5.3 \times 10^{-5}/4.2 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

As the space discretization is of second order $w_j(t) = u(x_j,t) + O(h^2)$ with mesh width $h = 1/64$, $1/128$, it is not necessary to take a very fine tolerance. Note that we replace the second spatial derivatives by finite differences on a grid of points $x_i = i/(N+1)$ for $i = 1, \ldots, N$. We define the functions as follows

\[
\begin{align*}
  F(u,v) &= \begin{pmatrix} \alpha u_{xx} \\ \alpha v_{xx} \end{pmatrix}, & G(u,v) &= \begin{pmatrix} A + u^2v - (B + 1)u \\ Bu - u^2v \end{pmatrix}.
\end{align*}
\]
We integrate over $0 \leq t \leq 10$ with $Atol = Rtol = Tol = 10^{-n}$ for $n = 1, 2, \ldots, 8$ with three codes; RKC [15], PRKC (on the fly mode, i.e. without the advection restriction (4.3)) and ROCK2 [4]. Fig. 6.2 shows the number of function evaluations versus the $L_{\infty}$-error at $t = 10$. The tolerance $10^{-5}$ is distinguished by an enlarged symbol. We observe that for a grid of 40 points, our method is not more attractive than RKC or ROCK2. The reason is that it is not necessary to use a large number of stages to solve the problem. However, when the problem is very stiff ($N = 500$), PRKC reduces significantly the number of function calls of the non-stiff terms.

6.3. Parabolic integro-differential equation 1D. Following [20], we consider the simplified model of the temperature profile of air near the ground

$$\left\{ \begin{array}{l}
    u_t = u_{xx} + \sigma \int_0^1 f(s, t, u(s, t)) k(|x - s|) ds \\
    u(x, 0) = \xi (\cos(\pi x) + 1) \\
    u(0, t) = \xi (2 - \sqrt{t}) \\
    u_x(1, t) = 0
\end{array} \right. \quad (6.6)$$

where $f(x, t, u) = -u^4$ and $k(y) = 1/(1 + y)^2$ with $x \in [0, 1]$, $0 \leq t \leq 1$ and $\sigma \geq 0$, $\xi \neq 0$ are parameters. For the space discretization we use a uniform mesh with
N = 100 mesh intervals. We approximate the Laplacian term by the second-order central differences and the integral term by the second-order composite trapezoidal rule to obtain a semi-discrete system in w(t) where w_j(t) ≈ u(x_j, t). For the numerical integration with PRKC, the F-function corresponds to the discretization of u_xx and the G-function to the discretization of the integral. In particular, the i-th component of the G-function at time t is given by

$$G_i(t, w(t)) = \frac{\sigma}{N} \sum_{j=0}^{N'} f(x_j, t, w_j(t)) k(|x_i - x_j|),$$

where the prime indicates that the first and last terms of the sum are divided by 2. Therefore an evaluation of the G-function is of order $N^2$ operations, and much more expensive than that of the F-function.

![Table 6.2](image)

Comparison of PRKC and RKC on the parabolic integro-differential equation (6.6). The numbers to the left of a slash correspond to PRKC, those to the right correspond to RKC.

We integrate over $0 \leq t \leq 1$ with $Atol = Rtol = Tol = 10^{-3}, \xi = 1/2$ and $\sigma = 10^{-n}$ for $n = 0, 1, 2, 3$ with RKC [15] ($\sigma_F = 4N^2$) and PRKC ($\sigma_F = 4N^2, \sigma_G = 0$ and initial guess $t_0 = 10^{-3}$). Table 6.2 presents the numerical results obtained with variable step sizes, $L_\infty$-error denotes the error at $t = 1$ with respect to reference solutions computed with Radau5 [7]. Our method gives excellent results for small values of $\xi$ and $\sigma$ in which case the Lipschitz constant of the G-function is not large. In other cases, one can use PRKC as RKC by defining the whole problem in the F-function and putting $G \equiv 0$.
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