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1 Introduction

It has been known for a decade that Ramond-Ramond charges of D-branes, invariants of boundary renormalization group flows and K-theory are intimately linked. The first steady indication of the link between Ramond-Ramond charges [1] and K-theory came from a detailed analysis of the coupling of the gauge and scalar fields supported on the D-brane worldvolume to the Ramond-Ramond fields living in the bulk [2]. Along separate line of development, it became clear that Sen’s conjectures [3] implied that the set of D-brane configurations modulo the action of the boundary renormalization group flows is given by an appropriate version of the K-theory of the target space [4,5]. (See [6,7,8] for a complete overview of K-theory applied to strings.)

The boundary renormalization group flows are triggered by boundary perturbations of the conformal field theory describing the open string modes living on the D-branes considered. They generically map a D-brane configuration onto another (possibly empty) D-brane configuration plus closed string radiation. As closed strings do not carry any charge with respect to the Ramond-Ramond gauge fields, it is natural to expect that the Ramond-Ramond charges of the two D-brane configurations coincide. This property has been checked in [9] for the flat space case, in [10] for the case of orbifolds of toroidal compactifications, and in [11,12] for Kazama-Suzuki coset models. Ramond-Ramond charges therefore provide natural invariants of the boundary renormalization group flows.

The aim of this paper is to construct invariants of generalized Kondo flows [13,14,15,16,17] in super Wess-Zumino-Witten (sWZW) models on a compact simply connected Lie group, using a procedure that is formally a measurement of the Ramond-Ramond charge of the boundary state by a Ramond-Ramond test state (see for instance [18], section 8). We used “formally” in the last sentence because sWZW models do not contain massless Ramond-Ramond gauge fields, so the concept of Ramond-Ramond charge is ill-defined in this setting. The “charges” constructed in this paper are well-defined as invariants of the boundary renormalization group flows, however.

WZW models are conformally invariant sigma models with a Lie group $G$ as target space. When $G$ is compact, the corresponding conformal field theory is rational and can be solved exactly. The set of brane configurations modulo boundary renormalization group flows is conjectured to be isomorphic to the twisted K-theory of the Lie group $G$, where the twist is provided by the class of the NS-NS 3-form $H$ (this class is determined by the level $k$ of the WZW model). The twisted K-theory for $G$ compact, simple and simply connected has been computed in [19], and is given by the direct product of $2^r - 1$ copies of $\mathbb{Z}/M\mathbb{Z}$:

$$K_H(G) = (\mathbb{Z}/M\mathbb{Z})^{(2^r - 1)},$$

where $r$ is the rank of the group $G$ and $M$ is an integer depending $G$ and on the level $k$. (The explicit expression for $M$ is not very enlightening and can be found in [19].) One remarkable feature of these $K$-groups is that they have torsion (they are direct products of finite cyclic groups), so that the corresponding D-brane charge is conserved only modulo the integer $M$. In particular, a stack of $M$ identical D-branes can decay into closed string radiation. The fact that WZW models are well-known CFTs, that their target spaces admit a non-trivial (and non-
torsion) $H$ field and that their K-theory groups are cyclic makes them interesting examples on which one can test the K-theory conjecture.

Comparison between the Kondo flow action on WZW D-brane and the K-theory of the underlying Lie groups have been performed in several papers [20,21,22,23,24]. The general idea underlying these tests of the K-theory conjecture is the following. One associates to the known D-branes a $\mathbb{Z}/M\mathbb{Z}$ valued charge, and consider the constraints imposed by the maximally symmetric Kondo boundary flows on these charges. These constraints can be solved, and impose that the value of $M$ coincides with the result of the K-theory computation. Given an arbitrary D-brane, one can generate by Kondo flows other D-branes in the same $\mathbb{Z}/M\mathbb{Z}$ factor, and the universality [25,26] of the Kondo renormalization group flows explains why the integer $M$ is the same in each factor of (1,1). However, it is impossible to test the number of $\mathbb{Z}/M\mathbb{Z}$ factors in (1,1) with these techniques. It is also impossible to know whether two boundary states carry the same type of charge (ie. lie in the same $\mathbb{Z}/M\mathbb{Z}$ factor) if they are not linked by a boundary renormalization group flow of the Kondo type. For instance, in the two papers [27,28], the authors claim to display boundary states carrying charges from each of the factors of (1,1), but no steady argument supports these conjectures. We will see that actually both of them prove wrong.

This situation makes it desirable to have a well-defined prescription to assign to a given boundary state an element of the K-theory group (1,1). In this paper, we will describe a procedure that allows to associate to a worldsheet supersymmetric boundary state of the super Wess-Zumino-Witten model a quantity invariant under the generalized Kondo renormalization group flows. We will check that these invariants form a group isomorphic to the twisted K-theory of the Lie group $G$.

The paper is organized as follows. In the next section we review the classification of flat space type IIB D-branes by K-theory, and show how this K-theory charge can be probed by computing a coupling of the boundary state with a Ramond-Ramond test state. We then review briefly and roughly our construction. We also summarize the main results about the Kondo flow invariants that we will build. In section 3, we review the super Wess-Zumino-Witten model, as well as the relation between quantum Wilson operators and the Kondo flows in the bosonic WZW model.

In section 4, we construct a large class of worldsheet supersymmetric boundary states for the sWZW model, using well-known constructions available for the bosonic WZW model. In section 5, we show how Wilson operators can be used to describe the supersymmetric Kondo flows of the sWZW model. In section 6, we compute the cohomology of the worldsheet supercharge, which determines the space of Ramond-Ramond test states. We also compute the action of Wilson operators on these test states. Section 7 is devoted to the construction of the charges. At the end of this section we compute in full generality the charges of the simplest boundary states constructed in section 4 (namely the maximally symmetric, coset and twisted boundary states). Several specific examples of more elaborate boundary states in $SU(4)$ are treated in section 8 as an illustration of our formalism. In section 9, we use the so-called Kostant conjecture to connect our procedure with the familiar picture of the classification of brane charges by homology. We check that in the examples considered in section 8 the charges that we found coincide with the geometric intuition. We end with some concluding remarks in section 10.
2 An overview

The aim of this section is to convey a general feeling of the ideas that will be relevant to the understanding of the construction elaborated in the sections 6 and 7.

2.1 The flat space case

First, it is instructive to have a look at the flat space case. A more detailed account of the K-theory classification of D-branes in flat space can be found in [6].

So let us consider type IIB string theory on $\mathbb{R}^{10}$, and recall that the type IIB D-branes are located along even dimensional hyperplanes (in spacetime). According to [4], any D-brane in this background can be constructed from a tachyon field configuration on a stack of an equal number (say $n$) of D9 and anti-D9 branes. This stack carries a Chan-Paton bundle with structure group $U(n) \times U(n)$, and the tachyon field $T$ is a complex Lorentz scalar transforming in the bifundamental representation of $U(n) \times U(n)$. (It is the field corresponding to open strings stretched between a brane and an anti-brane.) In this way, a $D_p$-brane supported on a $p + 1$-dimensional hyperplane of $\mathbb{R}^{10}$ is identified with a solitonic configuration of $T$ vanishing on this hyperplane, and constant in the directions parallel to it. Such a tachyon profile can be built out of the Atiyah-Bott-Shapiro construction [29], and these tachyonic configurations are classified by the K-theory with compact support in the directions normal to the $D_p$-brane [6]. After compactification of $\mathbb{R}^{9-p}$ by the addition of its sphere at infinity, compactly supported K-theory is isomorphic to the relative K-theory $K(B^{9-p}, S^{8-p}) = \mathbb{Z}$ ($p$ odd), where $B^m$ and $S^m$ denote the $m$-dimensional ball and sphere. This K-theory classifies the charges of all of the brane configurations which are trivial along a prescribed $p + 1$-dimensional hyperplane (in the sense that any two sections of such configurations orthogonal to the hyperplane are homotopic). We consider here only branes belonging to this family.

According to the philosophy exposed in [30], any object that can be constructed from target space concepts should have a counterpart on the worldsheet, in the conformal field theory formalism. So let us see what is the analogue of the K-group $K(B^{9-p}, S^{8-p}) = \mathbb{Z}$ from the CFT point of view. Closed type IIB string theory in $\mathbb{R}^{10}$ is described by the conformal field theory (CFT) consisting of ten free bosons and fermions tensored with a ghost CFT, and subject to the appropriate GSO projection. In the Ramond-Ramond sector, zero modes $\psi_0^\mu$ of the holomorphic and antiholomorphic fermions form two anticommuting copies of the Clifford algebra $\text{Cl}(\mathbb{R}^{9+1})$. They satisfy:

$$\{\psi_0^\mu, \psi_0^\nu\} = \eta_{\mu\nu}, \quad \{\bar{\psi}_0^\mu, \bar{\psi}_0^\nu\} = \eta_{\mu\nu}, \quad \{\psi_0^\mu, \bar{\psi}_0^\nu\} = 0,$$

where $\eta_{\mu\nu}$ is the standard Minkowski metric. The GSO projection keeps only operators formed by an even number of fermionic zero modes. The massless Ramond-Ramond sector of this theory (at zero momentum) is given by the even part of a ($\mathbb{Z}/2\mathbb{Z}$ graded) tensor product of two Clifford modules. The following representation of this vector space is useful. Pick an orthonormal basis $\{e^\mu\}$ such that the first $p + 1$ vectors are tangent to the worldvolume of $p + 1$ dimensional hyperplane considered above, define $\psi_\pm^\mu = \frac{1}{\sqrt{2}}(\psi_0^\mu \pm i\bar{\psi}_0^\mu)$, and let $|1\rangle$ be the state of unit norm such that $\psi_\pm^\mu |1\rangle = 0$ for all $\mu$. Then the massless Ramond-Ramond sector is generated by the states:

$$|e^{\mu_1} \wedge \ldots \wedge e^{\mu_{p+1}}\rangle := \psi^{\mu_1}_- \ldots \psi^{\mu_{p+1}}_- |1\rangle$$
with odd $p$. We will call these states “test states”, for the following reason. Up to a normalization factor, the component on the Ramond-Ramond ground states of the D-branes in our family is given (in the light cone gauge) by $|e^2 \wedge ... \wedge e^{p+1}| + |e^{p+2} \wedge ... \wedge e^9|$. The Ramond-Ramond charge of a given D-brane can be probed by computing the overlap $\langle e^2 \wedge ... \wedge e^{p+1} | D_p \rangle$ (see for instance section 8 of [13] for more details). Now it is well-known that boundary states form a lattice (i.e. one can stack only an integer number of D-branes), so the overlap with the test states are quantized for all of the boundary states. After a suitable normalization, the linear form $\langle e^2 \wedge ... \wedge e^{p+1} |$ can be seen as a map from the set of boundary states into $K(B^{9-p}, S^{8-p}) = \mathbb{Z}$, which assigns to each D-brane its K-theory charge. [2] provided good indications that these overlaps between boundary states and test states are invariant under renormalization group flows. Indeed, the D9 and anti-D9 configuration with a non-trivial tachyon field configuration seems to carry a Ramond-Ramond charge identical to the charge of the equivalent Dp-brane. Therefore on the worldsheet, the map associating to a D-brane its K-theory charge is realized by taking the overlap of the corresponding boundary state with a test state in the Ramond-Ramond vacuum. Note that the study of the coupling of D-branes to test states is completely equivalent to the study of their intersection form, and yields their charges more straightforwardly.

We will only aim at probing the Ramond-Ramond charges of worldsheet supersymmetric boundary states, that is, boundary states $| B \rangle$ satisfying $D_- | B \rangle = 0$. $D_-$ is a worldsheet supercharge, and we define $D_+ = (D_-)^\dagger$. In non-trivial conformal field theories, some of the charges obtained by taking the scalar product of supersymmetric boundary state with Ramond-Ramond test states may be linearly dependent. Indeed, any test state $|RR\rangle$ of the form $|RR\rangle = D_+ |RR\rangle'$ has vanishing scalar product with $|B\rangle$. There may also exist massless Ramond-Ramond states which are not supersymmetric. We will ignore such states and restrict ourselves to test states $|RR\rangle$ which lie in the kernel of the adjoint of the worldsheet supercharge: $D_+ |RR\rangle = 0$. Therefore the set of Ramond-Ramond test states we propose to consider is provided by a basis of representatives of the cohomology of the supercharge $D_+$ on the set of massless Ramond-Ramond states. Note that cohomology appears here exactly for the same reason as in the BRST formalism: we are restricting ourselves to states lying in the kernel of a nilpotent operator. In the flat space case, $D_+$ vanishes on the set of Ramond-Ramond ground states, which therefore coincides with the cohomology. However the worldsheet supercharge of the super Wess-Zumino-Witten model does have a non-trivial cohomology, and it is necessary to take this fact into account to obtain agreement with the prediction of K-theory on the charge group.

### 2.2 Summary of the construction

When trying to apply the “test-state” procedure reviewed above to the super Wess-Zumino-Witten model, one faces at least three major difficulties:

- The physical state space of super WZW models does not contain any massless Ramond-Ramond state [31]. This shows that the very concept of Ramond-Ramond charge is ill-defined, as there are no massless Ramond-Ramond gauge fields in the target space theory. (It is the reason why one should think of the charges to be found below only as invariants of the boundary renormalization group flow.)
• When one tries to use the (massive) Ramond-Ramond ground states to probe D-branes, the charge obtained is not quantized, and moreover it is modified by the action of the Kondo flows \cite{32}.

• Finally, to match the K-theory prediction \eqref{11}, the charge must be identified modulo \( M \). It is unclear how one could possibly get a periodically identified charge from a scalar product between the boundary state and a test state.

There is however a way of solving these three problems all at once: we have to look for truly massless Ramond-Ramond test states outside the physical state space of the super WZW model.

Let us explain this idea. Recall that the state space of the super Wess-Zumino-Witten model on a simply connected Lie group in the Ramond-Ramond sector is a direct sum of irreducible modules of the form:

\[ V_\lambda = H_\lambda^\theta \otimes \tilde{H}_\lambda^\theta \otimes F_R \otimes F_R , \]

where \( H_\lambda^\theta \) and \( \tilde{H}_\lambda^\theta \) are integrable modules for a Kac-Moody algebra \( \hat{g}_k \) associated to the group \( G \), and \( F_R \) are Fock modules for \( d = \dim G \) free fermions in the Ramond sector. The condition that the Ramond-Ramond ground states be massless reads (see section \ref{6.2}):

\[ (\lambda, \lambda + 2\rho) + \frac{h^\vee d}{12} = 0 , \]

where \( h^\vee \) is the dual Coxeter number of \( G \) and \( \rho \) its Weyl vector (half the sum of the positive roots). As any integrable module for \( \hat{g}_k \) satisfies \((\lambda, \rho) \geq 0\), the physical sector of the sWZW model does not contain any massless Ramond-Ramond state. However, the ansatz \( \lambda = -\rho \) satisfies the equation and is the unique solution (by Freudenthal-de Vries strange formula). While the non-integrable module \( V_{-\rho} \) does not appear in the physical state space of the theory, it does carry a representation of the spectrum generating algebra of the sWZW model, so one can in particular study the cohomology of the supercharge. It turns out that this cohomology has dimension \( 2^r \), where \( r \) is the rank of \( G \), and is supported on a highest grade subspace of \( V_{-\rho} \), for some appropriate grading. This space will be our space of Ramond-Ramond test states.

To pursue the procedure sketched above in the case of flat space, one would like to measure the charge of a given boundary state by taking its scalar product with a given Ramond-Ramond test state. This is not readily possible because the boundary state does not have any component along \( V_{-\rho} \). One should therefore complete the boundary state in the virtual sector \( V_{-\rho} \). This completion can be performed in a consistent way as follows. Recall that boundary states are linear combinations of Ishibashi states, which are themselves a set of linearly independent solutions to the gluing conditions imposed on the boundary state. These gluing conditions specify how the bulk fields of the theory are reflected at the boundary, and they can also be solved in \( V_{-\rho} \). While there may be several linearly independent solutions to the gluing conditions in \( V_{-\rho} \), only one of them intersects the representatives of the cohomology, and does so along a one-dimensional subspace, so the gluing conditions select an element of the cohomology up to normalization.

\footnote{To be precise, we will have to solve them in a bundle which fibers are composed of highest weight modules \( V_{-\rho} \) with twisted action of the chiral algebra of the model. This is necessary to preserve the global \( G \times G \) symmetries of the model, see section \ref{6.3}.}
The latter can be fixed by considering the action of Wilson operators \[17\]. Roughly speaking, Wilson operators encode the reflection coefficients of the boundary state (the prefactors of the Ishibashi states). But they are also normal-ordered series in the Kac-Moody current, which have a well-defined action on any highest weight module. This important property can be used to perform an appropriate continuation of the components of the boundary states from their value in the physical state space to \(V_{-\rho}\).

The charge of a boundary state are then measured by taking the scalar product of a representative of the cohomology with the completed boundary state.

We will show that:

- The resulting charges are quantized (that is, integer up to normalization). (Section \[7.4\])
- The action of Wilson operators naturally imposes that these charges are periodic, with the right periodicity \(M\), so they can actually be taken to lie in \(\mathbb{Z}/M\mathbb{Z}\). (Section \[7.3\])
- Whenever a generalized Kondo flow sends a brane configuration onto another one, the charges of the two configurations are equal. These charges are therefore the invariants we are looking for. (Section \[7.5\])
- Half of the linearly independent test states cannot couple to any boundary state, so the number of independent charges is \(2^{r-1}\). This yields a charge group of the form: 
\((\mathbb{Z}/M\mathbb{Z})^{2^{r-1}}\), which coincides with the twisted K-theory group \((1,1)\) of \(G\). (Section \[9\])
- There is a distinguished basis of the representative of the cohomology of the supercharge that can be naturally identified with the generators of the homology of the Lie group. This provides the link between our algebraic picture of the charges and the more familiar geometric picture, in term of homology classes. We will check in several examples that the algebraic charge coincides with the geometric one. (Section \[9\])

We will now make these statements precise.

### 3 Basic notions

#### 3.1 The super Wess-Zumino-Witten model

We start by reviewing the super Wess-Zumino-Witten (sWZW) model \[33, 34, 35, 36, 37, 31\].

**The chiral algebra**

We describe here the chiral algebra of the sWZW model. To simplify the notations in this paper, we will not distinguish typographically the various infinite dimensional Lie algebras from their respective vertex algebras.

Let \(G\) be a compact, simple and simply connected Lie group of dimension \(d\). Let \(\mathfrak{g} = \text{Lie}(G)\) be its Lie algebra, and \(\hat{\mathfrak{g}}\) the corresponding Kac-Moody algebra at level \(k = k + h^\vee\), \(k > 0\), where \(h^\vee\) is the dual Coxeter number of \(\mathfrak{g}\). Let us choose an orthonormal basis \(\{e_a\}^d_{a=1}\) of \(\mathfrak{g}\) with respect to the Killing form, let \(\{J^a(z)\}\) be the components of the Kac-Moody current on
this basis, and \( \{ J^a_n \} (n \in \mathbb{Z}) \) their Laurent modes. All the sums on the Lie algebra indices \( a, b, c, \ldots \) will be implicit.

Let \( \hat{\mathcal{f}} \) be the Lie superalgebra generated by \( d \) free fermions \( \{ \psi^a(z) \} \) with antiperiodic (Neveu-Schwarz) or periodic (Ramond) boundary conditions, and \( \psi^a_r \) their Laurent modes. Here \( r \in \mathbb{Z} + \frac{1}{2} \) in the Neveu-Schwarz sector, and \( r \in \mathbb{Z} \) in the Ramond sector. We will adopt this convention throughout the rest of this paper. We will sometimes see the \( d \) free fermions \( \{ \psi^a \} \) as a single \( \mathfrak{g} \)-valued fermionic field \( \psi \). The chiral algebra \( \hat{\mathcal{c}} \) of the level \( \hat{k} \) super Wess-Zumino-Witten (sWZW) model is given by the semidirect product \( \hat{\mathcal{c}} = \hat{\mathfrak{g}} \ltimes \hat{\mathcal{f}} \), where the action of \( \hat{\mathfrak{g}} \) on \( \hat{\mathcal{f}} \) is given by (3.1) below. Explicitly, the generators satisfy the following commutation relations:

\[
[J^a_n, J^b_m] = f_{abc} J^c_{m+n} + \hat{k} n \delta_{ab} \delta_{n,m,0} \, , \quad \{ \psi^a_r, \psi^b_s \} = \delta_{ab} \delta_{r-s,0} \, ,
\]

where \( f_{abc} \) are the structure constants of \( \mathfrak{g} \).

**Subalgebras**

The chiral algebra \( \hat{\mathcal{c}} \) defined above contains several important subalgebras (in the sense of vertex algebras).

First, \( \hat{\mathcal{f}} \) contains a subalgebra isomorphic to \( \hat{\mathfrak{h}}^\vee \), the Kac-Moody algebra based on \( \mathfrak{g} \) at level \( h^\vee \). The generators for this subalgebra are:

\[
(J_\psi)_n^a = -\frac{1}{2} f_{abc} \sum_r \psi^b_r \psi^c_{n-r} \, .
\]

One can then define the “bosonic” current \( J \):

\[
J = J - J_\psi \, .
\]

It generates a Kac-Moody subalgebra \( \hat{\mathfrak{h}}_k \) of \( \hat{\mathcal{c}} \) which has the crucial property of commuting with \( \hat{\mathcal{f}} \):

\[
[J^a_n, \psi^b_r] = 0 \, .
\]

This shows that \( \hat{\mathcal{c}} \) is in fact isomorphic to \( \hat{\mathfrak{h}}_k \oplus \hat{\mathcal{f}} \).

\( \hat{\mathcal{c}} \) also contains a copy of the \( N = 1 \) superconformal algebra, with generators given by:

\[
L_n = \frac{1}{2\hat{k}} \sum_m J^a_m J^a_{n-m} + \frac{1}{2} \sum_r \psi^a_{n-r} \psi^a_r \left( + \frac{d}{16} \delta_{n,0} \right) \, ,
\]

\[
G_r = -\frac{1}{\sqrt{\hat{k}}} \left( \sum_m J^a_m \psi^a_{r-m} - \frac{1}{6} f_{abc} \sum_{s,t} \psi^b_s \psi^c_t \psi^a_{r-s-t} \right) \, ,
\]

where the indices \( r, s \) and \( t \) are summed over \( \mathbb{Z} \) or \( \mathbb{Z} + \frac{1}{2} \) in the Ramond and Neveu-Schwarz sector, and \( m \) and \( n \) are always summed over \( \mathbb{Z} \). The term between parenthesis in the definition
of $L_0$ is present only in the Ramond sector. They satisfy:

$$[L_m, L_n] = (m - n)L_{m+n} + \frac{c}{12}(m^3 - m)\delta_{m+n,0},$$

$$\{G_r, G_s\} = 2L_{r+s} + \frac{c}{12}(4r^2 - 1)\delta_{r+s,0},$$

$$[L_m, G_r] = \frac{m - 2r}{2}G_{m+r},$$

where $c = \frac{3k + h'}{2(k+h')^2}d$ is the central charge. Their action on the generators of $\mathcal{C}$ is given by:

$$[L_m, J_n^a] = -nJ_{m+n}^a, \quad [L_m, \psi_n^a] = -\frac{2n + m}{2}\psi_{m+n}^a,$$

$$[G_m, J_n^a] = \sqrt{k}n\psi_{m+n}^a, \quad \{G_m, \psi_n^a\} = -\frac{1}{\sqrt{k}}J_{m+n}^a.$$

Finally, we note that the bosonic part of $\hat{\mathfrak{f}}$ is isomorphic to the Kac-Moody algebra $\mathfrak{so}(d)_1$ at level one, with generators:

$$J^i_{\mathfrak{so}}(z) = \frac{1}{2}t_{ab}^i \psi^a(z)\bar{\psi}^b(z), \quad i = 1, \ldots, \frac{1}{2}(d^2 - d),$$

where $t_{ab}^i$ are the matrix elements of the generators $\{t^i\}$ of $\mathfrak{so}(d)$ in the defining representation. The bosonic part of the chiral algebra is therefore given by $\hat{\mathfrak{g}}_k \oplus \mathfrak{so}(d)_1$.

The full spectrum generating algebra is the direct sum $\hat{\mathfrak{g}} \oplus \hat{\mathfrak{c}}$ of a holomorphic and antiholomorphic copy of $\hat{\mathfrak{c}}$. Here we understand the direct sum in a $\mathbb{Z}/2\mathbb{Z}$-graded sense, so that holomorphic and antiholomorphic elements having both odd fermion number anticommute. The fields in the holomorphic sector will be denoted as above, and the ones in the antiholomorphic sector will carry a bar ($\bar{J}, \bar{\psi}, \ldots$).

**The state space**

We start by describing highest weight modules for $\hat{\mathfrak{g}}_k$ and $\hat{\mathfrak{f}}$.

The highest weight modules for $\hat{\mathfrak{g}}_k$ that will be relevant to the construction of the state space of the sWZW model are the integrable modules. They are indexed by the (finite) set of integrable dominant weights at level $k$, $P^+_k \subset \mathfrak{h}^*$ where $\mathfrak{h}$ is the Cartan subalgebra of $\mathfrak{g}$. Given an integrable weight $\lambda \in P^+_k$, we will denote the corresponding integrable highest weight module by $H^\lambda_k$, with a superscript indicating the corresponding Kac-Moody algebra in the situations when an ambiguity might occur. Integrable highest weight modules carry a hermitian invariant bilinear form. The elements of the compact form of the Kac-Moody algebra are anti-self-adjoint with respect to this form, and the adjoints of the Kac-Moody generators are given by $(J^a_n)\dagger = -J^{a,n}$.

There are only two irreducible highest weight modules for $\hat{\mathfrak{f}}$, one in the Neveu-Schwarz sector, and one in the Ramond sector, and we denote them respectively by $F_{NS}$ and $F_R$.

All of these modules inherit a grading $g\ell_{L_0}$ from the adjoint action of $L_0$ and their components with negative grade are trivial. Note that the grade zero subspace $(F_{NS})_0$ of $F_{NS}$ is
one dimensional, whereas \((FR)_0\) is an irreducible Clifford module for the \(d\)-dimensional Clifford algebra \(Cl(d)\) generated by the zero modes \(\psi_0\) of the fermions in the Ramond sector.

We want now to construct the state space of the sWZW model. This state space can be fixed by the requirement that the torus partition function be modular invariant when the mapping class group \(SL(2, \mathbb{Z})\) of the torus acts. This modular invariance condition forces us to impose a GSO projection that breaks the spectrum generating algebra \(\hat{\mathfrak{c}} \oplus \check{\mathfrak{c}}\) to its bosonic part.

We are working with a compact simple Lie group of arbitrary dimension, so generically only the type 0 GSO projection is available. The type 0 GSO projector is given by \(P_{GSO} = \frac{1}{2}(1 + (-1)^{F_+ + F_-})\), where \(F_+\) and \(F_-\) denote the fermion numbers in the holomorphic and anti-holomorphic sectors, i.e. the \(\mathbb{Z}/2\mathbb{Z}\) gradings coming from the superalgebra structures of the left and right factor of \(\hat{\mathfrak{c}} \oplus \check{\mathfrak{c}}\). The operators of total grade zero are the only ones which survive the projection, so the remaining chiral algebra is given by \(\hat{\mathfrak{g}}_k \oplus \hat{\mathfrak{so}}(d)_1 \oplus \hat{\mathfrak{g}}_k \oplus \check{\mathfrak{so}}(d)_1\). Note that the superconformal generators \(G\) and \(\hat{G}\) are projected out.

It turns out that the problem of constructing a partition function for \(P_{GSO}(\hat{\mathfrak{c}} \oplus \check{\mathfrak{c}})\) which has the required modular invariance properties boils down to constructing a modular invariant partition function for the bosonic WZW model based on the chiral algebra \(\hat{\mathfrak{g}}_k \oplus \hat{\mathfrak{so}}(d)_1\). We will construct these partition functions, and then comment on why the underlying module is a module for \(P_{GSO}(\hat{\mathfrak{c}} \oplus \check{\mathfrak{c}})\).

The state space of the \(\hat{\mathfrak{g}}_k \oplus \hat{\mathfrak{so}}(d)_1\) WZW model factorizes into \(\hat{\mathfrak{g}}_k\)-modules and \(\hat{\mathfrak{so}}(d)_1\)-modules:

\[
\mathcal{H} = \mathcal{H}_\mathfrak{g} \otimes \mathcal{H}_{\hat{\mathfrak{so}}},
\]

where \(X = 0A, 0B\) or 0 indexes different possible choices, see below. We will choose the charge conjugation modular invariant for the \(\hat{\mathfrak{g}}_k\) theory:

\[
\mathcal{H}_\mathfrak{g} = \bigoplus_{\lambda \in P^+} H_{\lambda} \otimes H_{\lambda^*},
\]

where \(\lambda^*\) is the weight conjugate to \(\lambda\). In the \(k \to \infty\) limit, the WZW model with charge conjugation modular invariant describes a string evolving in the simply connected Lie group \(G\) constructed from \(\mathfrak{g}\). The extension of our results to models with different modular invariants may be non trivial.

\(\hat{\mathfrak{so}}(d)_1\) has four integrable representations when \(d\) is even, namely the ones corresponding to the trivial \((t)\), the defining \((f)\), and the two spinorial \((s\) and \(s')\) representations of \(\mathfrak{so}(d)\). For odd \(d\) the trivial and defining representations are still present, but there is a single spinorial representation, that we denote by \(s\). In even \(d\), \(\mathfrak{so}(d)\) admits an outer automorphism, so we can construct a modular partition function using either this outer automorphism or the trivial one. The two modular invariants obtained correspond respectively the type 0A and 0B GSO projections of string theories. In odd dimension, there is a unique type 0 modular invariant. The state space for the \(\mathfrak{so}(d)_1\) part therefore reads:

\[
\begin{align*}
\mathcal{H}^0_{\mathfrak{so}} &= (H_t \otimes H_t) \oplus (H_f \otimes H_f) \oplus (H_s \otimes H_s), \\
\mathcal{H}^A_{\mathfrak{so}} &= (H_t \otimes H_t) \oplus (H_f \otimes H_f) \oplus (H_s' \otimes H_s) \oplus (H_s \otimes H_s'), \\
\mathcal{H}^B_{\mathfrak{so}} &= (H_t \otimes H_t) \oplus (H_f \otimes H_f) \oplus (H_s \otimes H_s) \oplus (H_s' \otimes H_s'),
\end{align*}
\]

\(^2\)This is not necessarily the case for non simply connected groups, see [38][39].
By standard CFT arguments (for instance [40], chapter 17), the state spaces $\mathcal{H}_0, \mathcal{H}_0^0, \mathcal{H}_0^A, \mathcal{H}_0^B$ all yield modular invariant partition functions. Therefore $\mathcal{H}$ as defined in (3.5) yields a modular invariant partition function in each case.

To see that these state spaces are really modules for our spectrum generating algebra $P_{GSO}(\hat{\epsilon} \oplus \hat{\epsilon})$, note how the highest weight modules for $\hat{f}$ decompose into $\hat{\mathfrak{so}}(d)_1$ modules:

$$F_{NS} \rightarrow H^s_t \oplus H^s_f,$$

$$F_R \rightarrow H^s_t \oplus H^s_f \quad (d \text{ even}), \quad F_R \rightarrow H^s_s \quad (d \text{ odd}).$$

In the decomposition of $F_{NS}$, $H^s_t$ appears at grade zero, while $H^s_f$ appears at grade $\frac{1}{2}$. The two spinorial $\hat{\mathfrak{so}}(d)_1$-modules are already present at grade zero in the decomposition of $F_R$ in even dimension. One way of checking these relations is to compute the dimensions of the grade 0 and $\frac{1}{2}$ subspaces of the relevant modules, and then recall that any product of an even number of fermionic generators can be expressed in term of the currents of $\hat{\mathfrak{so}}(d)_1$. Under the operator-state mapping of the vertex algebra $\hat{f}$, $H^s_t$ corresponds to operators with even fermion number, while $H^s_f$ corresponds to operators with odd fermion number. For even $d$, one has the same picture in the Ramond sector, where the two $\hat{\mathfrak{so}}(d)_1$ spinorial modules correspond to even and odd fermion number operators (which is which depends on how we choose the grading on the grade zero subspace). For odd $d$, however, $F_R$ does not carry any $\mathbb{Z}/2\mathbb{Z}$ grading. We have the same picture in the antiholomorphic sector.

Now by the remark above and (3.9), we see that the postulated state spaces (3.8) are modules for $P_{GSO}(\hat{\epsilon} \oplus \hat{\epsilon})$. Operators with $\mathcal{F} = \bar{\mathcal{F}} = 0$ preserve the $\hat{\mathfrak{so}}(d)_1$ modules, while those with $\mathcal{F} = \bar{\mathcal{F}} = 1$ permute the summands in (3.9).

**Supersymmetric states**

It will be crucial for us to have a notion of “supersymmetric state”. The problem is that the superconformal generators $G$ and $\bar{G}$ defined in (3.5) do not act on the state space of the sWZW model. They have odd fermion number and are projected out by the GSO projection.

However, we will be able to define supersymmetric states if we construct a $\mathbb{Z}/2\mathbb{Z}$-graded module $\mathcal{H}$ for $\hat{\epsilon} \oplus \hat{\epsilon}$ such that the state space of the sWZW model coincides with the even part of $\mathcal{H}$: $\mathcal{H} = (\mathcal{H})_0$. Denote by $i_{\mathcal{H}}$ this embedding. Then the supersymmetry generators map $(\mathcal{H})_0$ to $(\mathcal{H})_1$, and we can define a state $|X\rangle \in \mathcal{H}$ to be supersymmetric if:

$$(G_r - i\epsilon \bar{G}_{-r}) i_{\mathcal{H}}(|X\rangle) = 0 \quad \text{in } \mathcal{H}.$$ 

$\epsilon = \pm 1$ depends on the supercharge chosen to be preserved.

The module $\mathcal{H}$ is straightforward to construct when $d$ is even. One can take in this case:

$$\mathcal{H} = \mathcal{H}_0 \otimes (F_{NS} \otimes F_{NS} \otimes F_R \otimes F_R), \quad (3.10)$$

where it is understood that in the fermionic modules of the form $F \otimes F$, the holomorphic modes $\psi^a_n$ act on the first factor through the action of $\hat{f}$, and the anti-holomorphic modes acts on the first factor by $(-1)^{\bar{\mathcal{F}}}$ and on the second through the usual action of $\hat{f}$. The non-trivial action of the anti-holomorphic modes on the first factor is necessary to make them anticommute with
the holomorphic modes, rather than commute. Depending on the choice of \( \mathbb{Z}/2\mathbb{Z} \)-grading on
the two copies of \( F_R \) we get an extension of the state space of the 0A or 0B sWZW model.

\( \mathcal{H}' \) is less easy to construct when \( d \) is odd. By what was said above, we see readily that
a construction analogous to the one in the even case is impossible, as \( F_R \) does not admit any
\( \mathbb{Z}/2\mathbb{Z} \)-grading in the odd case. However, as long as we do not impose the reality condition
\( z^* = \bar{z} \) on the worldsheet coordinates, the holomorphic and antiholomorphic modes of the
fermions form a Lie algebra isomorphic to the Lie algebra of the modes of 2d chiral fermions. A
Ramond module \( F^{2d}_R \) for 2d chiral fermions admits a \( \mathbb{Z}/2\mathbb{Z} \)-grading, namely the fermion number.
Therefore, the following is a module for \( \hat{c} \oplus \hat{\bar{c}} : \)

\[ \mathcal{H}' = \mathcal{H}_g \otimes (F_{NS} \otimes F_{NS} \otimes F^{2d}_R) . \]

The action of \( \hat{c} \oplus \hat{\bar{c}} \) does not split into a holomorphic and antiholomorphic module in the Ramond
sector, as was the case in the even \( d \) case. But after the GSO projection, the even part of \( F^{2d}_R \)
becomes a spinorial module \( H^{2d}_s \) for \( \mathfrak{so}(2d)_1 \), which is isomorphic to \( H_s \otimes H_s \) as a \( \mathfrak{so}(d)_1 \oplus \mathfrak{so}(d)_1 \)-module (as can be seen by a computation of the dimensions of the grade zero subspaces, for instance). So the holomorphic/antiholomorphic splitting is recovered after the GSO projection.

Actually, the same construction can be applied in the even case, and is equivalent to the
one we used because for \( d \) even, \( F^{2d}_R \cong F_R \otimes F_R \) as \( \hat{c} \oplus \hat{\bar{c}} \)-modules.

We have now a well-defined notion of a supersymmetric state in \( \mathcal{H} \). In the remaining of this
paper, we will omit to write explicitly the map \( i_H \) to avoid cluttering the notation too much.
But it should be understood each time an odd operator acts on a state of \( \mathcal{H} \).

We now describe a useful parametrization of the grade zero subspace of \( \mathcal{H}' \) generated by the
zero modes of the holomorphic and antiholomorphic fermions in the Ramond-Ramond sector.
These zero modes satisfy the following relations :

\[ \{ \psi^a_0, \psi^b_0 \} = \delta_{ab} , \quad \{ \bar{\psi}^a_0, \bar{\psi}^b_0 \} = \delta_{ab} , \quad \{ \psi^a_0, \bar{\psi}^b_0 \} = 0 . \]

From the discussion above, they generate a Clifford module \( F^{2d}_0 \) for the Clifford algebra \( \text{Cl}(2d) \)
in dimension 2d. We can make the following change of basis :

\[ \psi^a_{0+} = \frac{1}{\sqrt{2}} (\psi^a_0 + i \bar{\psi}^a_0) , \quad \psi^a_{0-} = \frac{1}{\sqrt{2}} (\psi^a_0 - i \bar{\psi}^a_0) . \quad (3.11) \]

The new generators satisfy :

\[ \{ \psi^a_{0+}, \psi^b_{0+} \} = 0 , \quad \{ \psi^a_{0+}, \bar{\psi}^b_{0-} \} = \delta_{ab} , \quad \{ \psi^a_{0-}, \bar{\psi}^b_{0-} \} = 0 . \]

Defining \( |1 \rangle \) to be the state with unit norm such that \( \psi^a_{0+} \langle 1 | = 0 \) for all \( a = 1, ..., d \), the Clifford
module \( F^{2d}_0 \) is freely generated from \( |1 \rangle \) by the set \( \{ \psi^a_{0-} \} \). We can therefore parametrize the vectors in \( F^{2d}_0 \) by elements of the exterior algebra \( \wedge g \) :

\[ e^{a_1} \wedge ... \wedge e^{a_p} \mapsto |e^{a_1} \wedge ... \wedge e^{a_p} \rangle := \psi^{a_1}_{0-} ... \psi^{a_p}_{0-} |1 \rangle , \quad (3.12) \]

where we denoted the product in the exterior algebra by \( \wedge \).

Finally, let us note that, by definition, the state \( |e^{a_1} \wedge ... \wedge e^{a_p} \rangle \) satisfies the following relations :

\[ (\psi^a_0 + \epsilon \bar{\psi}^a_0 |e^{a_1} \wedge ... \wedge e^{a_p} \rangle = 0 , \quad (3.13) \]

with \( \epsilon = -1 \) if \( a \in \{ a_1, ..., a_p \} \) and \( \epsilon = 1 \) else.
3.2 Wilson loops and Kondo renormalization group flows

We define here the Kondo perturbation in the bosonic case and recall how the fixed points of the induced boundary renormalization group flow can be identified by mean of quantized Wilson operators.

The Kondo perturbation

Consider a purely bosonic WZW model with holomorphic current $J \in \hat{\mathfrak{g}}_k$, defined on a surface (possibly with boundaries) $\Sigma$, with an embedded time-like cycle $C$. Let $A : \mathfrak{g} \to \mathbb{C}^n$ a $n$-dimensional representation of $\mathfrak{g}$, and $A^a = A(e^a)$. Let us tensor the state space $\mathcal{H}_g$ of the WZW model with $\mathbb{C}^n$. One can perturb the WZW action with the following term, acting on $\mathcal{H}_g \otimes \mathbb{C}^n$:

$$\Delta S = l \int_C d\sigma J^a(\sigma) A^a,$$

(3.14)

where $l$ is a coupling, and $\sigma$ a parametrization of $C$. One can see this perturbation as a point-like charged defect with worldline $C$ and spin $A$, which interacts minimally with the current $J$.

From the string theory point of view, the Kondo perturbation has a different interpretation. Consider an open string cylinder amplitude between two D-branes. We have $\Sigma = S^1 \times [0, 1]$, with worldsheet time running along $S^1$. Let us choose $C = S^1 \times \{0\}$, so that the perturbation is supported on one of the boundaries of the cylinder. $\mathcal{H}_g \otimes \mathbb{C}^n$ can now be interpreted as the state space for open strings stretched between a stack of $n$ identical D-branes at $S^1 \times \{0\}$ and a given D-brane at $S^1 \times \{1\}$. This perturbation amounts to turning on a constant field $A$ on the stack of D-branes [13]. For generic $l$, this perturbation breaks the superconformal symmetry of the model, and one can study the boundary renormalization group flow that it triggers. The IR fixed point of this flow is described by the Affleck-Ludwig prescription [13], and is again a WZW model, with a new boundary condition on the boundary initially perturbed. When the perturbed stack of D-brane is composed of $n$ maximally symmetric branes of label $\lambda \in P^+_k$, the final D-brane configuration is given by a set of $\mathcal{N}^\lambda_{\nu}$ maximally symmetric branes of label $\nu$, where $\mu$ is the highest weight of the $\mathfrak{g}$-representation $A$ and $\mathcal{N}^\lambda_{\nu}$ are the fusion coefficients of $\hat{\mathfrak{g}}_k$. A rigorous justification of the Affleck-Ludwig principle can be found in [17], section 5.

It is however instructive to look at Kondo perturbations from the worldsheet dual theory.

Quantum Wilson loops

By open-closed string duality, one can consider the same setting, but now with worldsheet time running along the non-periodic direction of the cylinder. This ambiguity has now the interpretation of a closed string exchange between the branes sitting at each end of the cylinder. The cycle $C$ is spacelike, and the perturbation can be seen as a defect supported on $C$.

Classically, this defect is a Wilson loop having the following expression :

$$w(\mu, l) = \text{Tr}_{\mathbb{C}^n} \text{P} \exp \left( il \int_C d\sigma J^a(\sigma) A^a \right),$$

(3.15)
where $P$ denotes the path-ordered exponential, $\mu$ is the highest weight of the representation $A$ of $\mathfrak{g}$ on $C^\infty$ and $j^\mu(\sigma)$ are the components of the classical current $j$. These classical observables are topological: they depend only on the homotopy class of $C$. When $l = \frac{1}{k}$, $w(\mu, l)$ even preserves the full symmetry of the WZW model. Indeed, it has vanishing Poisson bracket with the classical current $j$.

To understand the Kondo perturbation from the closed string point of view, one needs a quantized version of the classical Wilson loop. This quantization was performed in [77] in the case $l = \frac{1}{k}$. The quantized Wilson loop $W_\mu$ corresponding to the classical Wilson loop $w(\mu, \frac{1}{k})$ is a normal-ordered series in the quantum Kac-Moody current $J$. The special symmetries of $w(\mu, \frac{1}{k})$ are preserved by this quantization procedure, which means that $W_\mu$ commutes with every element of $\hat{\mathfrak{g}}_k$. Hence it acts by scalar multiplication on any irreducible $\hat{\mathfrak{g}}_k$-module. The power of the quantization procedure of [77] is that the spectrum of $W_\mu$ is obtained explicitly. Let $\eta$ be any weight at level $k > -h^\vee$, and $M_\eta$ is the Verma module of highest weight $\eta$. Then:

$$W_\mu = \chi_\mu \left( -\frac{2\pi i}{k + h^\vee} (\eta + \rho) \right) 1 \quad \text{on } M_\eta,$$

where $\chi_\mu$ is the $\mathfrak{g}$-character of the representation with highest weight $\mu$. On the integrable highest weight module $H_\lambda$ and for integrable $\mu$, the eigenvalue can be written as:

$$W_\mu = \frac{S_{\mu \lambda}}{S_{0 \lambda}} 1 \quad \text{on } H_\lambda,$$

where $S_{\mu \lambda}$ is the modular $S$-matrix of $\hat{\mathfrak{g}}_k$. However, the fact that the action of $W_\mu$ is well-defined on any highest weight module at level $k$ will be crucial to our argument.

We have now a well-defined expression for the quantized Wilson operator at the special coupling value $l = \frac{1}{k}$. This value corresponds to the (classical) IR fixed point of the renormalization group flow equation starting from the UV fixed point $l = 0$. Moreover, as $W_\mu$ commutes with $\hat{\mathfrak{g}}_k$, it also commutes with the associated Virasoro algebra. Therefore the theory defined on the cylinder in which $W_\mu$ is inserted in all the amplitudes is still a conformal field theory, which still has a $\hat{\mathfrak{g}}_k \oplus \hat{\mathfrak{g}}_k$ symmetry. As was shown in [77], it is actually the Affleck-Ludwig fixed point of the Kondo flow. Put differently, when the Wilson loop $W_\mu$ acts on a boundary state $|B\rangle$, it yields the infrared fixed point of the RG flow triggered by the corresponding Kondo perturbation on $d_\mu|B\rangle$. Because the spectrum of $W_\mu$ is completely explicit, this provides a very simple and efficient way of investigating Kondo flows. We will repeat this argument in detail below in section 6 in the case of supersymmetric Kondo perturbations.

The discussion above is not restricted to maximally symmetric boundary states, because the construction of the Wilson operator was completely independent from the boundary conditions imposed at the ends of the cylinder. We can see the Kondo flow as acting on defect operators as $d_\mu 1 \mapsto W_\mu$. This flow on defect operators turns into a boundary flow when we let these two operators act on a given boundary state. Wilson operators therefore provide a generalization of the Affleck-Ludwig prescription: they describe “universal” Kondo flows starting from any D-brane. (See [26] for a deeper discussion of the universal properties of these flows.)

Let us add here an important remark. The Wilson operators described above form a ring isomorphic to the representation ring of $\mathfrak{g}$, because their eigenvalues (3.16) are given by characters of $\mathfrak{g}$. However, the physical state space $H_\mathfrak{g}$ of the sWZW model decomposes into a direct
sum of integrable highest weight \( \hat{g}_k \)-modules. Let \( w \) be an element of the affine Weyl group of \( \hat{g}_k \), and \( \epsilon(w) \) its sign. The Wilson operators \( W^0_\mu \) and \( \epsilon(w)W^0_{w(\mu)} \) have an identical action on every integrable module, because their eigenvalues are the same. One way to see that the eigenvalues (3.16) coincide is to use an argument similar to the one leading to the Kac-Walton formula (see [40], §16.2.1). We have therefore the equality: \( W^0_\mu |_{\mathcal{H}_g} = \epsilon(w)W^0_{w(\mu)} |_{\mathcal{H}_g} \). We can define an equivalence relation on the ring generated by Wilson operators, where two elements are equivalent if they coincide on \( \mathcal{H}_g \). Denoting the equivalence class of \( W^0_\mu \) by \( [W^0_\mu] \), we have:

\[
[W^0_\lambda]W^0_\mu = N^\nu_{\lambda\mu}[W^0_\nu],
\]

(3.17)

where \( N^\nu_{\lambda\mu} \) are the fusion coefficients of \( \hat{g}_k \). Indeed, on every highest weight module \( H_\lambda \), \( [W^0_\mu] \) acts by scalar multiplication by \( \frac{S_{\mu\lambda}}{S_{\nu\lambda}} \), so (3.17) is equivalent to Verlinde’s formula.

The formalism described above allows to treat a more general set of boundary perturbations [16,17]. Choose a semi-simple subalgebra \( \mathfrak{a} \subset \mathfrak{g} \), with embedding index \( x \). Then we have an induced embedding of Kac-Moody algebras \( \hat{a}_{z_k} \subset \hat{g}_k \). Suppose that \( P_\mathfrak{a} \) is the orthogonal projection (with respect to the Killing form) of \( \mathfrak{g} \) on \( \mathfrak{a} \), and let \( A' : \mathfrak{a} \to \mathbb{C}^n \) be a representation of \( \mathfrak{a} \) with highest weight \( \tau \). One can then choose \( A = A' \circ P \). (One therefore has \( A^a = 0 \) whenever \( e^a \in \mathfrak{g}/\mathfrak{a} \).)

The generalized Kondo perturbation (3.14) also triggers a boundary renormalization group flow. One can repeat the quantization procedure, and get a quantized Wilson loop \( W^\tau_\mathfrak{a} \). \( W^\tau_\mathfrak{a} \) does not commute with all of \( \hat{g}_k \), but rather with \( \hat{a}_{z_k} \oplus \hat{g}_k/\hat{a}_{z_k} \), where the coset algebra \( \hat{g}_k/\hat{a}_{z_k} \) is the algebra formed by all the operators in the vertex algebra associated to \( \hat{g}_k \) which commute with the subalgebra \( \hat{a}_{z_k} \). The spectrum of \( W^\tau_\mathfrak{a} \) is also obtained in an explicit way:

\[
W^\tau_\mathfrak{a} = \chi^\mathfrak{a}_\tau \left( -\frac{2\pi i}{x_k + \h^\vee(a)} (v + \rho_a) \right) 1 \quad \text{on } M^\mathfrak{a}_v,
\]

(3.18)

where \( \chi^\mathfrak{a}_\tau \) is the \( \mathfrak{a} \)-character, \( \h^\vee(a) \) and \( \rho_a \) the dual Coxeter number and the Weyl vector of \( \mathfrak{a} \), and \( M^\mathfrak{a}_v \) the Verma \( \hat{a}_{z_k} \)-module of highest weight \( v \). To determine the action of \( W^\tau_\mathfrak{a} \) on a \( \hat{g}_k \) module, one first decomposes it into \( \hat{a}_{z_k} \)-modules, on which the action is given by (3.18).

Again, one can use these Wilson operators to find the infrared fixed point boundary states of the generalized Kondo perturbations. These states preserve only \( \hat{a}_{z_k} \oplus \hat{g}_k/\hat{a}_{z_k} \subset \hat{g}_k \), and were described in [411].

Wilson operators also provide a very convenient way of building boundary states. Whenever a Wilson operator commutes with a given subalgebra of \( \hat{a} \subset \hat{g}_k \), its action on a boundary state preserving \( \hat{a} \) automatically yields another boundary state preserving \( \hat{a} \). This property will be used below in the construction of supersymmetric boundary states for the sWZW model.

## 4 Boundary states in the sWZW model

In this section, we consider various well-known D-branes of the bosonic Wess-Zumino-Witten model, and show how to construct their supersymmetric counterparts in the sWZW model.

---

\(^{a}\)Many thanks to Stefan Fredenhagen for very useful discussions on this point.
The supersymmetric D-branes that we will construct are based on:

- the maximally symmetric D-branes [42],
- the twisted D-branes [43,44,45],
- the “coset” D-branes [46,47,48],
- the “twisted coset” D-branes [46,47,27,28].

We will determine the charge of the first three families of D-branes in section 8 and the charge of some members of the fourth family in section 8. For some pedagogical introduction to the treatment of D-branes in conformal field theory, see [48,49,50].

A D-brane is fully specified once its couplings with all of the closed string states are given. Therefore, it can be pictured as a functional on the state space of the conformal field theory. It is often convenient to see this functional as a “boundary state” in a completion of the state space of the model (these states are not normalizable in general). We will construct the D-branes mentioned above by exhibiting their corresponding boundary states.

Let us recall that a boundary state will be called “supersymmetric” if its components in the R-R and NS-NS sector satisfy the equations:

\[(G_r - i\epsilon G_{-r})i_H(|B\rangle) = 0,\]

where \(i_H\) is the map defined in section 3.1.

### 4.1 Maximally symmetric D-branes

In the WZW model based on \(\hat{g}_k\), the maximally symmetric D-branes, as their name indicates, preserve the maximal amount of the bulk symmetry, namely the diagonal \(\hat{g}_k\) subalgebra of the spectrum generating algebra \(\hat{g}_k \oplus \hat{g}_k\).

We would like our supersymmetric maximally symmetric D-branes of the sWZW model to have the same property. The latter can be implemented in the gluing conditions satisfied by the corresponding boundary state \(|B\rangle\):

\[(J_n^a + J_{-n}^a)|B\rangle = 0.\]  

We want this boundary state to be conformal, which imposes:

\[(L_n - \bar{L}_{-n})|B\rangle = 0.\]  

Moreover, we also want it to be supersymmetric:

\[(G_r - i\epsilon G_{-r})|B\rangle = 0,\]

with \(\epsilon = \pm 1\).

Given (4.1) and the explicit form of the superconformal generators (3.3), of the bosonic current (3.3) and of the \(\hat{\mathfrak{so}}(d)\) current (3.7), we see that imposing:

\[(\psi_+^a + i\epsilon \psi_{-r}^a)|B\rangle = 0\]  

(4.4)
implies:

\[(J^a_n + \bar{J}^a_{-n})|B\rangle = 0, \quad ((J^{a0})^i_n + (\bar{J}^{a0})^i_{-n})|B\rangle = 0, \quad (4.5)\]

and hence \((4.2)\) and \((4.3)\). Conversely, \((4.3)\) implies \((4.1)\) and \((4.4)\) for some \(\epsilon = \pm 1\).

\((4.5)\) are exactly the maximally symmetric gluing conditions of the bosonic WZW model based on \(\hat{g}_k \oplus \hat{so}(d)_1\), which state space coincides with the sWZW model after GSO projection. Therefore we see that the supersymmetric maximally symmetric boundary states for the sWZW model are the maximally symmetric boundary states of the \(\hat{g}_k \oplus \hat{so}(d)_1\) WZW model.

These states are tensor products of boundary states for \(\hat{g}_k\) and \(\hat{so}(d)_1\). For \(\hat{g}_k\), the first set of gluing conditions in \((4.5)\) is relevant. There is one linearly independent solution (so-called Ishibashi state) \(|\lambda\rangle\) in each \(\hat{g}_k \oplus \hat{g}_k\)-module \(H_\lambda \otimes H_{\lambda^*} \subset \mathcal{H}_q\) with conjugated weights. It is convenient to rescale it so that we have:

\[\langle \mu|q^{\frac{1}{2}}(L_0 + \bar{L}_0 - \frac{kd}{12(k + \epsilon^2)})|\lambda\rangle = \delta_{\mu\lambda}S_{0\lambda\lambda}(q),\]

where \(q\) is a formal variable, \(S\) the modular \(S\) matrix of \(\hat{g}_k\) and \(\chi_{\mu}(q)\) is the specialized character of \(H_\mu\). (Our notation does not distinguish the Virasoro zero modes of the sWZW model from the ones associated to \(\hat{g}_k\) and \(\hat{so}(d)_1\). It should be clear from the context which one should be used.) The elementary maximally symmetric boundary states are indexed by integrable highest \(\hat{g}_k\)-weights, and they are given by:

\[|B_{\text{bos}}, \mu\rangle = \sum_{\mu \in \mathcal{P}_k} S_{\mu \lambda}^{0 \lambda} |\lambda\rangle.\]

To construct boundary states for \(\hat{so}(d)_1\), we have to distinguish several cases:

1. **d odd**: If \(d\) is odd, we define \(I = \{t, f, s\}\).

2. **\(d = 0 \mod 4\)**: In this case the spinorial representations are self-conjugate. Therefore we see that it will be possible to solve the second gluing condition of \((4.5)\) in the Ramond-Ramond sector only when choosing the 0B GSO projection. So in this case we will consider for now only the 0B GSO projection, and set \(I = \{t, f, s, s\}\).

3. **\(d = 2 \mod 4\)**: The spinorial representations are exchanged by charge conjugation, so the gluing condition can be solved in the Ramond-Ramond sector only when choosing the 0A GSO projection. So we consider the 0A GSO projection in this case and set \(I = \{t, f, s, s'\}\).

4. The cases \(d = 0 \mod 4\) with 0A GSO projection, and \(d = 2 \mod 4\) with 0B GSO projection will be treated further below.

We therefore have one Ishibashi state for each element of the set \(I : |x\rangle \in H_x \otimes H_x, \forall x \in I\). We normalize them as:

\[\langle x|q^{\frac{1}{2}}(L_0 + \bar{L}_0 - \frac{d}{24})|y\rangle = \delta_{xy}S_{0x}^{0y} \chi_x(q).\]  

\[\text{(4.6)}\]
where again, $S^{so}$ the modular $S$ matrix of $\hat{so}(d)_1$ and $\chi_x(q)$ is the specialized character of $H_x$, $x \in I$. From these Ishibashi states we can construct the following elementary boundary states:

$$|B_{\text{ferm}}, x\rangle = \sum_{y \in I} \frac{S^{so}_{xy}}{S^{so}_{yy}} |y\rangle \rangle .$$

The maximally symmetric supersymmetric boundary states for the $\hat{g}_k$ are therefore given by:

$$|B, \mu, x\rangle = |B_{\text{bos}}, \mu\rangle \otimes |B_{\text{ferm}}, x\rangle .$$

It is obvious that these boundary states satisfy the Cardy condition, because the $|B_{\mu}, \hat{g}_k\rangle$ and $|B_x, \hat{so}(d)_1\rangle$ satisfy it separately.

It is instructive to compute explicitly the ratio $\frac{S^{so}_{xy}}{S^{so}_{yy}}$ appearing in the expression for the $\hat{so}(d)_1$ boundary states:

<table>
<thead>
<tr>
<th>$y \setminus x$</th>
<th>$t$</th>
<th>$f$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td>1</td>
<td>1</td>
<td>$\sqrt{2}$</td>
</tr>
<tr>
<td>$f$</td>
<td>1</td>
<td>1</td>
<td>$-\sqrt{2}$</td>
</tr>
<tr>
<td>$s$</td>
<td>1</td>
<td>-1</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$y \setminus x$</th>
<th>$t$</th>
<th>$f$</th>
<th>$s$</th>
<th>$s'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$f$</td>
<td>1</td>
<td>1</td>
<td>$-1$</td>
<td>$-1$</td>
</tr>
<tr>
<td>$s$</td>
<td>1</td>
<td>-1</td>
<td>$(\pm1)^{d/4}$</td>
<td>$(\pm1)^{d/4+1}$</td>
</tr>
<tr>
<td>$s'$</td>
<td>1</td>
<td>-1</td>
<td>$(\pm1)^{d/4+1}$</td>
<td>$(\pm1)^{d/4}$</td>
</tr>
</tbody>
</table>

We see that for odd $d$, $|B, \mu, f\rangle$ describes the anti-brane of $|B, \mu, t\rangle$ (the sign of the Ramond-Ramond component of the boundary state is reversed). $|B, \mu, s\rangle$ describes a brane which does not couple to the closed string Ramond-Ramond sector, therefore we do not expect it to carry any conserved charge.

For even $d$, we see that for each $\mu \in P_k^+$, we have two boundary states $|B, \mu, t\rangle$ and $|B, \mu, s\rangle$, together with their respective anti-branes $|B, \mu, f\rangle$ and $|B, \mu, s'\rangle$. Note that $|B, \mu, t\rangle$ and $|B, \mu, f\rangle$ satisfy the gluing conditions [4.4] with $\epsilon = +1$, while $|B, \mu, s\rangle$ and $|B, \mu, s'\rangle$ satisfy the gluing conditions with $\epsilon = -1$. Therefore they preserve different supersymmetries. Interestingly, seeing the type 0 GSO projected free fermions as a $\hat{so}(d)_1$ WZW model provides straightforwardly the consistent fermionic boundary states. When building them directly from the free fermion theory, one obtains a bigger set of branes, which has to be reduced to the set found above by considering the consistency of the open string CFTs between these branes (see for instance [21], section 2.3).

We still have to consider the cases when $d = 0 \mod 4$ with 0A GSO projection or $d = 2 \mod 4$ with 0B GSO projection. In these cases, one finds two $\hat{so}(d)_1$ Ishibashi states $|t\rangle$ and $|a\rangle$ in the NS sector, but there is no way to solve the gluing condition in the Ramond-Ramond sector. Still, the states $2|t\rangle \pm 2|f\rangle$ are admissible boundary states. Tensoring them with a maximally symmetric boundary states $|B_{\mu}, \hat{g}_{k}\rangle$ yields consistent boundary states for the sWZW model. Indeed, these states are nothing but the states $|B, \mu, t\rangle + |B, \mu, f\rangle$ and $|B, \mu, s\rangle + |B, \mu, s'\rangle$, which are (non-elementary) maximally symmetric boundary states for the sWZW model with opposite GSO projection. They lead to consistent open string partition function, because the
two GSO projections coincide in the NS-NS sector. Just like for the third elementary boundary state in the odd $d$ case, we do not expect them to carry any charge, due to the fact that they do not couple to the Ramond-Ramond sector.

Finally, we remark that we have:

$$|B, \mu, x\rangle = W^0_\mu W^\mu_x |B, 0, t\rangle,$$

where $W^0_\mu$ and $W^\mu_x$ are Wilson operators associated respectively to $\hat{\mathfrak{g}}_k$ and $\hat{\mathfrak{so}}(d)_1$, as defined in the previous section. $W^0_\mu$ is a normal ordered series in the current $J$, which commutes with $J$. As $J$ commutes with $\psi$ and as the superconformal generators can be expressed in term of $J$ and $\psi$, we deduce that $W^0_\mu$ commutes with the superconformal algebra. Similarly, $W^\mu_x$ is a normal ordered series in the current $J_{so}$ which commutes with $J_{so}$. Its eigenvalues can be found in the two tables above, and one checks that $W^\mu_x$ commutes with $\psi$ when $x = t, f$ (actually $W^\mu_x$ is always the identity operator), while it anticommutes with $\psi$ when $x = s, s'$. As it obviously commutes with $J$, $W^\mu_x$ commutes or anticommutes with the superconformal generators, depending on $x$. We deduce from these consideration that given a supersymmetric boundary state $|B\rangle$, $W^\mu_\mu$ will map it onto another boundary state preserving the same supercharge, $W^\mu_\mu$ will map it onto its anti-brane, while $W^\mu_s$ and $W^\mu_{s'}$ will map it onto the corresponding brane and anti-brane preserving the opposite supercharge. (It will reverse the sign of $\epsilon$ in the gluing condition (4.3).)

### 4.2 Twisted D-branes

In the bosonic case, the twisted D-branes satisfy the following gluing conditions on the Kac-Moody currents:

$$(J^a_{\mu} + \Omega(J^a_{\mu})) |B\rangle = 0.$$  \hfill (4.7)

where $\Omega$ is the outer automorphism of $\hat{\mathfrak{g}}_k$ induced by an outer automorphism of the corresponding finite Lie algebra $\mathfrak{g}$. We will denote the latter by the same symbol $\Omega$. We want to construct supersymmetric boundary states in the WZW model such that the condition (4.7) is satisfied by the full current $J$ generating $\hat{\mathfrak{g}}_k$.

The fermionic field $\psi(z)$ is $\mathfrak{g}$-valued, hence $\Omega$ acts naturally on it. This defines an automorphism of the chiral algebra $\hat{\mathfrak{c}}$. Using the fact that $\Omega$ is an orthogonal transformation preserving the Killing form on $\mathfrak{g}$ and an automorphism of the Lie bracket, one can check that $\Omega$ leaves invariant both $L(z)$ and $G(z)$. The action of $\Omega$ on $\psi(z)$ extends to an action on the $\mathfrak{so}(d)_1$ current $J_{so}$. This action is given by $\text{ad}_\Omega$, seeing $\Omega$ as an element of $O(d)$.

It follows from these considerations that we can readily apply the familiar construction of twisted boundary states to the bosonic WZW model based on $\hat{\mathfrak{g}}_k \oplus \mathfrak{so}(d)_1$, with automorphism given by $\Omega \times \text{ad}_\Omega$. The resulting boundary states are products of twisted boundary states for $\hat{\mathfrak{g}}_k$ and for $\mathfrak{so}(d)_1$, because the automorphism factorizes.

The twisted boundary states for $\hat{\mathfrak{g}}_k$ are indexed by the weights $\hat{\mu} \in P^+_\Omega \cdot k$ of $\Omega$-twisted representations of $\hat{\mathfrak{g}}_k$.

The fermionic boundary states are indexed by $\text{ad}_\Omega$ twisted representations of $\mathfrak{so}(d)_1$. We have to distinguish several cases again:

- **$\text{det} \; \Omega = 1$**: When $\Omega$ belongs to $SO(d)$, the twist is inner in the fermionic sector. The twisted boundary state is given by the action of $\Omega$ on the maximally symmetric boundary
states $|B_{\text{ferm}} , x\rangle$ constructed in the previous section. For even $d$, they have a non-trivial component in the Ramond-Ramond sector when we choose the 0B (0A) GSO projection for $d = 0 \mod 4$ ($d = 2 \mod 4$).

- **$\det \Omega = -1$ and $d$ odd**: $\Omega \notin SO(d)$, but it can be written as $-\Omega'$ where $\Omega' \in SO(d)$. Therefore the twist on $so(d)$ is inner, given by $ad_{\Omega'}$. The twisted boundary state is given by $\Omega' |B_{\text{ferm}}, x\rangle$. Because of the relative factor of $-1$ between $\Omega$ and $\Omega'$, the resulting twisted boundary states $|B_{\text{ferm}}, \Omega, x\rangle$ preserve the opposite supercharge (with $\epsilon = -1$ in [13]).

- **$\det \Omega = -1$ and $d$ even**: Then up to some inner automorphism, $\Omega$ is the outer automorphism exchanging the two fundamental weights associated with the spinorial representations. So these boundary states can have a non-trivial component in the Ramond-Ramond sector only when $d = 0 \mod 4$ in the 0A case, and when $d = 2 \mod 4$ in the 0B case (the opposite as for maximally symmetric boundary states). They are labeled by the integrable weights $\{t, f\}$ of the twisted Kac-Moody algebra $D_{\mu/2}^{(2)}$ at level one.

All in all, provided we choose the right GSO projection, we get the following set of twisted supersymmetric boundary states:

$$ |B_{\Omega}, \mu, x\rangle , \quad \mu \in P_{\Omega,k}^+ , $$

where $x \in \{t, f, (s, s')\}$, $s'$ appearing only in the case where $\det \Omega = 1$ and $d$ is even, and $s$ being absent when $\det \Omega = -1$ and $d$ is even. $|B_{\Omega}, \mu, t\rangle$ and $|B_{\Omega}, \mu, f\rangle$ are each other’s anti-brane.

It follows from the general theory of twisted boundary states [13, 24] that these states satisfy Cardy’s condition. They are supersymmetric because they satisfy (4.7) as well as the corresponding gluing condition on the fermionic modes:

$$ (\psi_n^a + i\epsilon \Omega(\bar{\psi}_{-n}^a))|B_{\Omega}, \mu, x\rangle = 0 . \quad (4.8) $$

This implies the gluing condition:

$$ (G_r - i\epsilon \Omega(\bar{G}_r))|B_{\Omega}, \mu, x\rangle = 0 , $$

which implies (4.3) because $G$ is invariant under $\Omega$.

Remark that just like for supersymmetric maximally symmetric boundary states, products of Wilson loop operators like $W_{\mu} W_{x}^{so}$ act on these states.

### 4.3 Coset D-branes

Let $\hat{\mathfrak{a}}_{k'} \subset \hat{\mathfrak{g}}_k$ be a Kac-Moody subalgebra generated by an embedding $\mathfrak{a} \subset \mathfrak{g}$ of reductive finite Lie algebras. In [36, 41, 47], the authors considered the bosonic WZW model based on $\hat{\mathfrak{g}}_k$ and constructed branes preserving only $\hat{\mathfrak{a}}_{k'} \oplus \hat{\mathfrak{g}}_k/\hat{\mathfrak{a}}_{k'} \subset \hat{\mathfrak{g}}_k$, where $\hat{\mathfrak{g}}_k/\hat{\mathfrak{a}}_{k'}$ denotes the coset vertex algebra, i.e. all the normal ordered products of generators of $\hat{\mathfrak{g}}_k$ commuting with the elements of $\hat{\mathfrak{a}}_{k'}$.

Again, we want to find the corresponding supersymmetric boundary states for the sWZW model. We will see that the construction of [41] can be used without any further modification,
once the proper Kac-Moody subalgebra $\hat{\mathfrak{h}}_\kappa \subset \hat{\mathfrak{g}}_\kappa \oplus \hat{\mathfrak{so}}(d)_1$ has been found. Supersymmetry of the resulting boundary states will follow from a simple reasoning using Wilson operators.

So consider an embedding of a semi-simple finite Lie algebra $\mathfrak{a}$ in $\mathfrak{g}$, with embedding index $x$. It will be useful to choose the orthonormal basis $\{e^a\}$ of $\mathfrak{g}$ so that the first $d_\mathfrak{a}$ vectors generate $\mathfrak{a}$. Capital indices $A, B, C, ...$ will run from 1 to $d_\mathfrak{a}$.

Let us define the “partial” current [52]:

$$J^A_n = J^A_n + \frac{1}{2} f_{ABC} \sum_r \psi^B_r \psi^C_{n-r},$$

where as always the sum on $r$ is on half-integers in the Neveu-Schwarz sector and on integers in the Ramond sector. Note that the partial current differs from the restriction $J|_\mathfrak{a}$ of the bosonic current $J$ to $\mathfrak{a}$, because the sum on the Lie algebra indices $B$ and $C$ on the right hand size is restricted to $\mathfrak{a}$. It generates a Kac-Moody subalgebra $\hat{\mathfrak{a}}_\kappa \subset \hat{\mathfrak{g}}_\kappa \oplus \hat{\mathfrak{so}}(d)_1$, where $\kappa = x\bar{k} - \frac{m}{2}, \frac{m}{2}$ being the dual Coxeter number of $\mathfrak{a}$. This current satisfies:

$$[J^A_n, \psi^B_r] = 0,$$

but in general it does not commute with $\psi|_{\mathfrak{a}^+}$, the component of the fermionic field associated with the orthogonal complement of $\mathfrak{a}$ in $\mathfrak{g}$. Define furthermore:

$$G^a_r = -\frac{1}{\sqrt{k}} \left( \sum_m J^A_m \psi^A_{r-m} - \frac{1}{6} f_{ABC} \sum_{s,t} \psi^B_s \psi^C_t \psi^A_{r-s-t} \right),$$

$$G^{\mathfrak{g}/\mathfrak{a}}_r = G_r - (G_\mathfrak{a})_r,$$

$$L^a_n = \frac{1}{2k} \sum_m J^A_m J^A_{n-m} + \frac{1}{2} \sum_r \psi^A_{n-r} \psi^A_r : \left( + \frac{d_\mathfrak{a}}{16} \delta_{n,0} \right),$$

$$L^{\mathfrak{g}/\mathfrak{a}}_n = L_n - (L_\mathfrak{a})_n,$$

where the term in parenthesis on the third line should be added in the Ramond sector only.

The crucial properties of $G^{\mathfrak{g}/\mathfrak{a}}$ and $L^{\mathfrak{g}/\mathfrak{a}}$ is that they commute with $\mathcal{J}$ and $\psi|_{\mathfrak{a}}$ [52]. Therefore they also commute with $G^a$ and $L^a$.

Let $P^{\mathfrak{a},\kappa}_x$ denotes the integrable highest weights for $\hat{\mathfrak{h}}_\kappa$, and $S^a_{\sigma\tau}$ be the modular $S$ matrix of $\hat{\mathfrak{h}}_\kappa$. Now consider a Wilson loop operator $W^a_\sigma$, $\sigma \in P^{\mathfrak{a},\kappa}_x$, built from the classical current corresponding to $\mathcal{J}$. Then $W^a_\sigma$ commutes with the current $\mathcal{J}$, and it acts by scalar multiplication by $S^a_{\sigma\tau}$ on any highest weight $\hat{\mathfrak{h}}_\kappa$-module appearing in $\mathcal{H}$. Moreover, it can be expressed as a normal-ordered series in $\mathcal{J}$, so it also commutes with $\psi|_{\mathfrak{a}}$ with $G^{\mathfrak{g}/\mathfrak{a}}$ and with $L^{\mathfrak{g}/\mathfrak{a}}$. Because $G^a$ and $L^a$ are expressed in term of $\mathcal{J}$ and $\psi|_{\mathfrak{a}}$, $W^a_\sigma$ commutes with them, so it commutes with $L$ and $G$. Therefore it maps a conformal supersymmetric boundary state onto a conformal supersymmetric boundary state.

Starting from one of the maximally symmetric boundary states constructed above, we get the following coset boundary states:

$$|B_{\mathrm{coset}}, \mu, x, \sigma \rangle = W^a_\sigma |B, \mu, x \rangle = W^a_\sigma W^a_\mu W^x_{\sigma\mu} |B, 0, t \rangle.$$
In particular, for $\sigma = 0$, $W^a_\sigma$ acts like the identity on the state space $\mathcal{H}$, and the boundary states $|B_{\text{coset}}, \mu, x, 0\rangle$ are the maximally symmetric boundary states. Because they are built from maximally symmetric boundary states, in even dimension these states will have a non-zero component in the Ramond-Ramond sectors for $d = 0 \mod 4$ if we choose the 0B GSO projection, and for $d = 2 \mod 4$ if we choose the 0A GSO projection. The fermionic modes belonging to the preserved vertex algebra, in particular those associated with the Cartan subalgebra of $\mathfrak{g}$, still satisfy (4.4).

It is not yet obvious that the boundary state (4.11) really satisfies Cardy's consistency condition. However, one can check (see [17]) that (4.11) is exactly the boundary state constructed in [11], if we choose the bosonic WZW model based on $\hat{\mathfrak{g}}_k \oplus \mathfrak{so}(d)_1$, and if we choose the embedding of $\hat{\mathfrak{a}}_k$ defined in (4.9). The computations in [11] establish that the open string stretching between such branches fall into representations of the preserved algebra $\hat{\mathfrak{a}}_k \oplus (\hat{\mathfrak{g}}_k \oplus \mathfrak{so}(d)_1)/\hat{\mathfrak{a}}_k$, and therefore that Cardy's condition holds.

Note that one can generalize the construction in the case when we have a sequence of embeddings $\mathfrak{a}_1 \subset ... \subset \mathfrak{a}_\kappa \subset \mathfrak{g}$ of semi-simple Lie subalgebras [47]. The corresponding boundary state can again be constructed from a single maximally symmetric boundary state, by the action of $p + 2$ Wilson operators associated to the the $p$ subalgebras $\{\mathfrak{a}_i\}$, $\mathfrak{g}$ and $\mathfrak{so}(d)$.

### 4.4 Twisted coset D-branes

The coset D-branes can also be twisted by outer automorphisms either of $\mathfrak{g}$ or of the subalgebra $\mathfrak{a}$ [46][41][47]. To construct their supersymmetric equivalent, one needs only to apply the results of [47], provided the subalgebra is chosen carefully so that supersymmetry is preserved.

We keep the same notations as in the previous subsection. Suppose we are given an outer automorphism $\Omega^a$ of $\mathfrak{a}$ and an outer automorphism $\Omega$ of $\mathfrak{g}$. They induce automorphisms of $\hat{\mathfrak{a}}_k$ and $\hat{\mathfrak{g}}_k$, respectively (that we denote by the same symbol). The action of the automorphism of $\hat{\mathfrak{a}}_k$ can be extended to $\hat{\mathfrak{g}}_k$, by choosing its action to be trivial on the complement of $\hat{\mathfrak{a}}_k$. The resulting map is not an automorphism of $\hat{\mathfrak{g}}_k$: it preserves only $\hat{\mathfrak{a}}_k \oplus \hat{\mathfrak{g}}_k/\hat{\mathfrak{a}}_k$. We also extend both automorphisms on the fermionic modes by the adjoint action.

Just as for ordinary twisted boundary states, $\Omega^a\Omega$ is an orthogonal transformation with respect to the Killing form. Therefore it induces an automorphism on $\mathfrak{so}(d)_1$ by the adjoint action.

We can therefore consider the vertex algebra $rac{\hat{\mathfrak{a}}_k \oplus \mathfrak{so}(d)_1}{\mathfrak{a}_k} \oplus \hat{\mathfrak{a}}_k$, and apply the construction of [47] to get twisted coset states:

$$|B_{\hat{\mathfrak{a}}_k}, \hat{\mu}, \hat{\sigma}, x\rangle.$$ 
Cardy's condition follows from the results in this paper. The whole analysis carried out for twisted boundary states can be repeated to determine which is the necessary GSO projection for these states to have a non-zero component in the Ramond-Ramond sector. The dependence on the determinant of $\Omega^a\Omega$ is exactly the same.

To see that these states are indeed supersymmetric, one just has to show that the operator $G$ is left invariant by $\hat{\Omega}$. $G$ is invariant under $\Omega$ because it is an automorphism of $\hat{\mathfrak{g}}_k$. $G^a$ is invariant under $\Omega^a$ because it is an automorphism of $\hat{\mathfrak{a}}_k$. To see that $G^a/\mathfrak{a}$ is also invariant one should use the fact that it commutes with both $\hat{J}$ and $\hat{\psi}|_a$. Therefore it belongs to the coset $\hat{\mathfrak{c}}/(\hat{\mathfrak{a}}_k \oplus \mathfrak{f}_a)$, where $\Omega^a$ acts trivially. ($\mathfrak{f}_a$ is the vertex algebra generated by $\psi|_a$.)
As for the coset boundary state, any product of Wilson loop operators of the form $W^a g W^b W^c$ acts on the twisted coset state to yield another supersymmetric consistent boundary state.

All of the boundary states constructed in this section are encompassed in the family of twisted coset boundary states. Maximally symmetric and twisted boundary states are twisted coset states with $a = g$, and the twisted coset state with trivial automorphism $\Omega^a = \Omega = \text{id}$ are the coset (or maximally symmetric) boundary states.

As they stand, our type 0 D-branes are unstable: one easily check that the spectrum of open string on the brane contains a tachyon, while the spectrum of string stretching between a brane and an antibrane is free of instabilities. A D-brane supporting a tachyon cannot carry any non-trivial flow invariant, as a perturbation by the tachyon field makes it decay entirely into closed string radiation (see for instance section 3.3 of [53]). However, generic arguments [54][55] show that the inclusion of the ghosts reverses this situation by exchanging the brane/brane and brane/antibranes, so that in this setting the type 0 D-branes are stable.

5 Supersymmetric Kondo perturbations

We will now make more precise the link between Kondo perturbations in the open string picture and Wilson operators in the closed string picture, in the case of super Wess-Zumino-Witten models. This argument is a slightly generalized version of the one appearing in [53], pp.30-31.

Consider a sWZW model on a cylindrical worldsheet $S^1 \times [0,1]$, with worldsheet time along the periodic direction, and let $C$ be the boundary $S^1 \times \{0\}$. After having tensored the state space with $\mathbb{C}^n$ (which corresponds to stacking $n$ D-branes of the same type at one boundary), one can perturb the supercharge $G$ as follows [56]:

$$\Delta G = -l \sqrt{k} \int_C d\sigma \psi^a(\sigma) A^a,$$

where the normalization of the coupling $l$ is chosen for later convenience. $\sigma$ is a parametrization of $C$ and $A^a$ a set of $n \times n$ matrices forming a representation of a subalgebra $a \subset g$ with highest weight $\tau$, and acting on the $\mathbb{C}^n$ factor of the state space. The maximally symmetric case is included, when $a = g$.

We choose the same convention on the Lie algebra indices as in the previous section. Capital indices $A, B, C, \ldots$ run over 1, ..., $d(n)$, and indices $a, b, c, \ldots$ still run over 1, ..., $d$. The matrices $A^B$ form a representation of $a$ while $A|_{a^\perp} = 0$.

The perturbation (5.1) induces a perturbation on $L_0$, by imposing $(G_0)^2 = L_0 - \frac{\mu}{2}$ in the Ramond sector and $\{G_\frac{1}{2}, G_{-\frac{1}{2}}\} = L_0$ in the Neveu-Schwarz sector. It reads:

$$\Delta L_0 = l \sum_n J_n J_n + l^2 k \sum_{r,s} \psi^a^r A^B \psi^C_s A^C.$$

Note that up to a term of order $l^2$, the right hand side coincides with the bosonic Kondo perturbation (3.14). Using the definitions (1.9) of the partial current $J$ and (1.10) of partial Virasoro generator $L^a$, in the NS sector, we can rewrite the zero mode of the perturbed stress
tensor:
\[ L_0 + \Delta L_0 = L_0^g + I_0^{g/a} + l \sum_n J_n^B A^B + \frac{l^2}{k} \sum_{r,s} \psi_r^A A^B \psi_s^C A^C \]
\[ = \sum_n \left( \frac{1}{2k} : J_n^A J_n^A : + l J_n^B A^B + \frac{1}{2} l^2 A^B A^B \right) + \frac{1}{2} \sum_r \left( r : \psi_r^A \psi_r^A : + l(lk - 1) f_{ABC} \sum_s \psi_s^A \psi_s^B A^C \right) + L_0^{g/a} \]
\[ = \frac{1}{2k} \sum_n : (J_n^B + \bar{k} A^B)(J_n^B + \bar{k} A^B) : + \frac{1}{2} \sum_r \left( r : \psi_r^A \psi_r^A : + \frac{1}{2} l(lk - 1) f_{ABC} \sum_s \psi_s^A \psi_s^B A^C + L_0^{g/a} \right). \]

We wrote \( L_0^g \) explicitly, expressed \( J \) in term of \( J_n \), developed the last term and rearranged the terms. In the R sector the same computation holds verbatim, except for proper inclusions of the central terms \( \frac{d}{16} \) and \( \frac{d}{16} \).

It is not known how to treat this perturbation for generic \( l \) beyond perturbation theory. But at the special coupling value \( l = k^{-1} \), the operators \( J_n^B + \bar{k} A^B \) satisfy the commutation relations of the Kac-Moody algebra \( \hat{\mathfrak{a}}_\kappa \). The perturbed Hamiltonian is therefore quadratic in the fields of \( \hat{\mathfrak{a}}_\kappa \). It is therefore determined by \( \hat{\mathfrak{a}}_\kappa \) and \( \mathfrak{so}(d)_1 \). We will see now how the Hamiltonian can be diagonalized.

Consider a highest weight module \( H_\mu \otimes H_x^{g_0} \) for \( \hat{\mathfrak{g}}_k \otimes \mathfrak{so}(d)_1 \), where \( \mu \) and \( x \) are integrable highest weights for \( \hat{\mathfrak{g}}_k \) and \( \mathfrak{so}(d)_1 \), respectively. This module breaks into submodules for \( \hat{\mathfrak{a}}_\kappa \) and \( \mathfrak{so}(d)_1 \):
\[ H_\mu \otimes H_x^{g_0} = \bigoplus_{\sigma} \bigoplus_{[\mu,x,\sigma]} H_{\sigma}^g \otimes H_{[\mu,x,\sigma]}^{cs}, \]
where \( \sigma \in P_{\hat{\mathfrak{a}}_\kappa} \) is an integrable weight of \( \hat{\mathfrak{a}}_\kappa \), \([\mu,x,\sigma] \) labels coset primary fields and \( H_{[\mu,x,\sigma]}^{cs} \) is the corresponding module for the coset algebra \( (\hat{\mathfrak{g}}_k \otimes \mathfrak{so}(d)_1)/\hat{\mathfrak{a}}_\kappa \).

The fields in the coset \( (\hat{\mathfrak{g}}_k \otimes \mathfrak{so}(d)_1)/\hat{\mathfrak{a}}_\kappa \) are left invariant under the perturbation \( \hat{\mathfrak{g}}_k \), but we saw that the components of the current generating \( \hat{\mathfrak{a}}_\kappa \) are modified as \( J_n^B \mapsto J_n^B + A^B \). If we manage to decompose \( H_{\sigma}^g \otimes \mathbb{C}^n \) into highest weight modules for the modified current, we will have diagonalized the perturbed Hamiltonian. It will be easy to identify the perturbed theory from its spectrum.

\( H_{\sigma}^g \otimes \mathbb{C}^n \) does not contain any highest weight vector for the perturbed currents. However, one can look for highest weight states in a completion \( C_{\sigma,n} \) of \( H_{\sigma}^g \otimes \mathbb{C}^n \), namely the full linear span of \( H_{\sigma}^g \otimes \mathbb{C}^n \) (see [17] for a more detailed version of the following argument). The vertex operators of the WZW model \( \mathcal{Z}_{\mu}^{158} \) intertwine the action of \( J \) and \( J \) in \( C_{\sigma,n} \). The number of linearly independent vertex operators intertwining the action of \( J \) on \( H_{\sigma}^g \otimes \mathbb{C}^n \) and the action of \( J \) on \( H_{\sigma}^g \otimes \mathbb{C}^n \) is exactly given by the fusion rules \( \mathcal{N}_{\sigma}^{\mu \nu} \) of \( \hat{\mathfrak{a}}_\kappa \). We therefore have an embedding:
\[ \bigoplus_{\nu \in P_{\hat{\mathfrak{a}}_\kappa}^+} \mathcal{N}_{\sigma}^{\mu \nu} H_{\nu}^g \subset C_{\sigma,n}, \] (5.2)
where we use a multiplicative notation to denote the direct sum of several copies of the same module. Note that the vectors of $H^{\sigma}_v \subset C_{\sigma,n}$ are not normalizable with respect to the original norm on $H^2 \otimes \mathbb{C}$, but that one has naturally a “renormalized” norm on the subspace \[ \mathcal{C}_2 \] of $C_{\sigma,n}$ induced by the inclusion.

Suppose for definiteness that the original open string theory described strings stretching between maximally symmetric D-branes of label $(\mu, x)$ and $(\lambda, y)$. The state space of the original theory is given by:

$$\bigoplus_{\nu \in P_k^+} \mathcal{N}_{\mu\lambda}^{\nu} H^\nu_v \otimes \mathcal{N}_{xy}^{z} H^{z_0},$$

$\mathcal{N}_{\mu\lambda}^{\nu}$ and $\mathcal{N}_{xy}^{z}$ being the fusion rules of $\hat{g}_k$ and $\hat{\omega}(d)_1$, respectively. The discussion above allows us to identify the state space of the perturbed theory as:

$$\bigoplus_{\nu \in P_k^+} \bigoplus_{\sigma, \nu} \mathcal{N}_{\mu\lambda}^{\nu} H^\nu_v \otimes \mathcal{N}_{xy}^{z} H^{z_0}_\nu_{\sigma, \nu};$$

where the sum over $\sigma$ and $\nu$ runs over integrable $\hat{a}_k$-weights and the sum on $[\nu, z, \sigma]$ runs over coset primary fields. The corresponding partition function reads:

$$Z_{\text{pert}}(q) = \sum_{\nu \in P_k^+} \sum_{\sigma, \nu} \sum_{[\nu, z, \sigma]} \mathcal{N}_{\mu\lambda}^{\nu} H^\nu_v \mathcal{N}_{xy}^{z} H^{z_0}_\nu_{\sigma, \nu} \chi^{\nu}_{[\nu, z, \sigma]}(q);$$

where $\chi^{\nu}_{[\nu, z, \sigma]}$ and $\chi^{z_0}_{[\nu, z, \sigma]}$ are the specialized characters of $\hat{a}_k$ and coset modules. Comparing with \[ [11], \] we see that this partition function describe open strings stretching between the D-branes corresponding to $|B, \mu, x\rangle$ and $|B_{\text{coset}}, \lambda, y, \tau\rangle = W^\sigma_\tau |B, \lambda, y\rangle$.

Therefore we see that there is a fixed point of the flow induced by the perturbation \[ [5.1]. \] In the closed string sector, this fixed point is obtained from the unperturbed CFT by the insertion of the Wilson operator $W^\sigma_\tau$ into the cylinder amplitude. We see in particular that the IR fixed point theory is superconformal, due to the fact that $W^\sigma_\tau$ commutes with the generators of the superconformal algebra (see the discussion in section \[ [3]. \] Note that in the maximally symmetric case : $\mathfrak{a} = \mathfrak{g}$, the corresponding Wilson operator is $W^\sigma_\tau$, which is constructed using the bosonic current $J$.

Hence the generalized Kondo flows take the form $d_{\tau} |B\rangle \mapsto W^\sigma_\tau |B\rangle$. This result will allow us to check explicitly that the charges that we will assign to supersymmetric boundary states are invariants of these flows.

6 Test states: the cohomology of the supercharge

As explained in section \[ [2] \] our aim is to measure the charges of the D-branes by formally computing their coupling to massless Ramond-Ramond states. We also remarked that such states do not exist in the state space of the sWZW model, so we will have to look for them in a generic highest weight module for the chiral algebra $\hat{c}$. Of course, a non-trivial part of our procedure for measuring the charges will be to complete the boundary states in the virtual sector containing the massless Ramond-Ramond states in a consistent way, in order to be able to compute the charges as overlaps, but this will not be undertaken before the next section.
6.1 Test states

Let us write $D_\pm := \pm G_0 + i \tilde{G}_0$. We have $D_+^\dagger = D_-$. For definiteness, let us decide that we are interested in measuring the charges of supersymmetric boundary states satisfying $D_- | B \rangle = 0$. The treatment of the boundary states supersymmetric with respect to the other supercharge is completely similar.

The first task is to identify a minimal set of test states. We will restrict to test states which are supersymmetric with respect to $D_+$, hence they should satisfy:

$$D_+ | RR \rangle = 0 .$$  \hfill (6.1)

Non-supersymmetric test states do not seem to extract invariants of boundary RG flows from the boundary states.

But we can restrict this set further: any test state of the form $| RR \rangle = D_+ | RR' \rangle$ would have zero scalar product with a supersymmetric boundary state $| B \rangle$ satisfying $D_- | B \rangle = 0$. Hence our test states are in bijection with the elements of $\ker D_+$ modulo $\text{Im} D_+$, that is with the elements of the cohomology of $D_+$. Note that $(D_+)^2 = (G_0)^2 - (\tilde{G}_0)^2 = L_0 - \bar{L}_0$ always vanishes on states satisfying the level matching condition, so $\text{Im} D_+ \subset \ker D_+$.

Let us examine now the condition that the Ramond-Ramond states should be massless. They are linear combinations of states of the form $| RRb \rangle \otimes | RRf \rangle$ where $| RRb \rangle \in H^0$ and $| RRf \rangle$ lies in the Ramond-Ramond part of the $\mathfrak{so}(d)_1$ state space $H^0_X$. We can readily see that there is no massless RR field in the physical state space of the model. Indeed, their masses are given by:

$$\left( L_0 + \bar{L}_0 - \frac{c}{12} \right) | RR \rangle = \left( h_{| RRb \rangle} + h_{| RRf \rangle} - \frac{c}{12} \right) | RR \rangle ,$$  \hfill (6.2)

where $h$ denotes the conformal dimension of the states. The nonexistence of massless Ramond-Ramond fields follows from the inequalities $h_{| RRb \rangle} \geq 0$, $h_{| RRf \rangle} \geq \frac{4}{d}$ and $c = \frac{3k + \lambda^2}{2(k + h)} < \frac{3}{2} d$.[31]

If we want to pursue this approach, we have to look for states outside the physical state space of the model. So let us study the cohomology of $D_+$ on any highest weight module of the form:

$$V_{\lambda} = H^0_{\lambda} \otimes \bar{H}^0_{\lambda} \otimes F_{RR}^{2d} ,$$  \hfill (6.3)

for $\lambda$ an arbitrary weight of $\hat{g}$ at level $k$. $H^0_{\lambda}$ is the unique irreducible highest weight module with highest weight $\lambda$, and $F_{RR}^{2d}$ is the Fock module for $2d$ real fermions in the Ramond sector. $\bar{H}^0_{\lambda}$ is the conjugated module to $H^0_{\lambda}$. It is generated by the action of $\tilde{\mathfrak{g}}_k$ on a state $| \lambda^* \rangle$ of weight $-\lambda$, annihilated by the positive modes of the current $\tilde{J}$, as well as the zero modes of the generators associated to negative roots. The component $(\bar{H}^0_{\lambda})_n$ of $\bar{H}^0_{\lambda}$ at a fixed grade $n \leq 0$ is therefore a lowest weight module for the horizontal Lie algebra $\mathfrak{h}^\perp$.

Using (6.2), it is possible to guess for which choice of $\lambda$ we may obtain massless Ramond-Ramond states. Restricting our test states to be states of grade zero in $V_{\lambda}$, (6.2) yields the equation:

$$0 = h_{| RRb \rangle} + h_{| RRf \rangle} - \frac{c}{12} = \frac{(\lambda, \lambda + 2 \rho)}{k + h} + \frac{d}{8} \frac{3k + h^\vee}{24(k + h^\vee)d}$$  \hfill (6.4)

Integrable modules decompose into finite dimensional $\mathfrak{g}$-modules at each grade, which makes this distinction between highest weight and lowest weight modules irrelevant. The situation is different when considering non-integrable modules, which generically decompose into infinite dimensional Verma $\mathfrak{g}$-modules. This is the reason why we now have to distinguish in notation $\bar{H}^0_{\lambda}$ from $H^0_{\lambda}$.

\[\text{27}\]
By the Freudenthal-de Vries strange formula, this equality is satisfied when \( \lambda = -\rho \), where \( \rho \) denotes the Weyl vector of \( \mathfrak{g} \) (half the sum of the positive roots). Therefore Ramond-Ramond ground states are massless on the grade zero subspace of \( V_{-\rho} \). Note that the module \( V_{-\rho} \) is the only one among all \( V_\lambda \) satisfying this condition, because \(-\rho\) is the global minimum of \((\lambda, \lambda + 2\rho)\). We will now compute the cohomology of \( D_+ \) on this subspace.

### 6.2 The cohomology of the supercharge

As we saw above, in \( V_{-\rho} \), the kernel of \( D_+ \) is contained in the grade zero subspace \( (V_{-\rho})_0 \) (with respect to \( L_0 \)). On this subspace, \( G_0 \) takes the simpler form:

\[
G_0|_{(V_{-\rho})_0} = -\frac{1}{\sqrt{k}} \left( J_0^\rho \psi_0^0 - \frac{1}{6} f_{abc} \psi_0^a \psi_0^b \psi_0^c \right).
\]

This operator appeared in the mathematical literature in [69] as a differential on the non-commutative Weil algebra, and in a more general form in [60] as the “cubic Dirac operator”. Note also that the deformation of \( G_0 \) induced by \((\mathbb{I}_1\rho) \) was studied in [61], in the context of the computation of the twisted equivariant K-theory of compact Lie groups.

To compute the cohomology of \( D_+ \) on \( (V_{-\rho})_0 \), we will use a homotopy operator. The goal is to find \( H \) such that \( \{D_+, H\} = P \), where \( P \) is an operator which commutes with \( D_+ \), and which is invertible on a subspace \( V_P \) complementary to \( \ker P \). The existence of such an operator implies that the cohomology of \( D_+ \) is trivial on \( V_P \). Indeed, suppose that we have some state \( |RR\rangle \in V_P \) such that \( D_+ |RR\rangle = 0 \). Then:

\[
|RR\rangle = PP^{-1} |RR\rangle = (D_+ H + HD_+) P^{-1} |RR\rangle = D_+ (HP^{-1} |RR\rangle),
\]

so that \( |RR\rangle \) is cohomologically trivial. Moreover, as \( D_+ \) preserves \( \ker P \), the cohomology of \( D_+ \) on \( (V_{-\rho})_0 \) is isomorphic to its cohomology on \( \ker P \).

In our case, a homotopy operator is provided by (see (3.11)) \( H = \sqrt{k} \psi_0^\rho := \sqrt{k} \rho \psi_i^i \), where \( i = 1, \ldots, \text{rank } \mathfrak{g} \) runs over an orthonormal basis of the Cartan subalgebra \( \mathfrak{h} \) of \( \mathfrak{g} \), and \( \rho \) is the Weyl vector. Then \( P \) is given by \( P = -J_0^\rho + J_0^\rho \psi = -\rho (J_0^\rho - J_0^\rho \psi) \), and one checks that \( [D_+, P] = 0 \) indeed. We should now identify \( \ker P \). To this end, we rewrite the currents \( J_0^\rho \) and \( \tilde{J}_0^\rho \) as:

\[
J_0^\rho = J_0^\rho - \frac{1}{2} \sum_i \rho^i \sum_{\alpha \in \Delta} (\alpha^\vee)^i \tilde{\psi}_0^{-\alpha} \psi_0^\alpha = J_0^\rho + (\rho, \rho) - \sum_{\alpha \in \Delta_+} \psi_0^{-\alpha} \psi_0^\alpha, \\
\tilde{J}_0^\rho = \tilde{J}_0^\rho - \frac{1}{2} \sum_i \rho^i \sum_{\alpha \in \Delta} (\alpha^\vee)^i \tilde{\psi}_0^{-\alpha} \bar{\psi}_0^\alpha = \tilde{J}_0^\rho - (\rho, \rho) + \sum_{\alpha \in \Delta_+} \bar{\psi}_0^\alpha \bar{\psi}_0^{-\alpha},
\]

where \( \Delta \) and \( \Delta_+ \) are the set of all roots and positive roots, respectively. We used here the non-orthonormal Cartan-Weyl basis induced from the root space decomposition of \( \mathfrak{g} \), and wrote the structure constants of the Lie bracket explicitly in this basis. \( \psi_0^\alpha \) is the zero mode of the fermion associated with \( e^\alpha \), the generator of the root space \( \mathfrak{g}_\alpha \). We can therefore rewrite:

\[
P = -J_0^\rho + \tilde{J}_0^\rho - 2(\rho, \rho) + \sum_{\alpha \in \Delta_+} \bar{\psi}_0^\alpha \psi_0^{-\alpha} + \bar{\psi}_0^{-\alpha} \psi_0^\alpha.
\]
Note that the last term is just the fermion number operator for the zero modes of the fermions associated with the roots of \( g \).

It is now easy to read off \( \ker P \subset (V_{-\rho})_0 \) : it is given by the vectors with weight \(-\rho\) (\(\rho\)) with respect to the holomorphic (antiholomorphic) bosonic currents and annihilated by the holomorphic (antiholomorphic) fermions associated with positive (negative) roots. Let us denote highest weight of state \( H^g_{-\rho} \otimes H^g_{\rho} \) by \(|-\rho\rangle\). Using the notation (3.12), we have:

\[
\ker P = \left\{ | -\rho \rangle \otimes \sigma | e \wedge e_{n_\pm} \rangle \vert e \in \bigwedge \mathfrak{h} \right\}
\]

(6.5)

where \( e_{n_\pm} \) denotes the volume form on \( n_\pm \), the subalgebra formed by the positive root spaces.

\( \sigma \) is the automorphism of \( F_{-\rho}^d \) induced by \( \tilde{\psi}_n^\alpha \leftrightarrow \tilde{\psi}_{-n}^{-\alpha} \). The action of \( \sigma \) ensures that the states above are annihilated by \( \psi_0^\alpha \) and \( \tilde{\psi}_0^- \), rather than \( \psi_0^\alpha \) and \( \tilde{\psi}_0^\alpha \). So we know that any state having no component on \( \ker P \) is cohomologically trivial, and we reduced the problem to the study of the cohomology of \( D_+ \) on \( \ker P \).

To proceed, one can remark that on \( \ker P \), \( G_0 \) takes the form:

\[
G_0 \vert_{\ker P} = -\frac{1}{\sqrt{k}} \left( J_0^a \psi_0^a - \frac{1}{6} f_{abc} \psi_0^b \psi_0^c \psi_0^d \right) \bigg|_{\ker P} = -\frac{1}{\sqrt{k}} \left( -\rho^i \psi_0^i + \frac{1}{2} \sum_{\alpha \in \Delta_+} \alpha_i \psi_0^\alpha \right) = 0,
\]

where we used the fact that \( J_0^a \) and \( \psi_0^\alpha \) vanish on \( \ker P \), and made explicit the structure constants in the Cartan-Weyl basis. Therefore:

\[
D_+ \vert_{\ker P} = 0.
\]

Finally, as \( D_+ \) commutes with \( P \), we see that it preserves \( \ker P \), so it is impossible to have \( |RR\rangle = D_+ |RR\rangle \) if \( |RR\rangle \in \ker P \). Hence the cohomology is isomorphic to \( \ker P \), and has dimension 2', where \( r \) denotes the rank of \( g \). We have a representative for each class, given by (6.3) above.

Note that the restriction to massless Ramond-Ramond ground states which lead us to consider only \( V_{-\rho} \) among all \( V_\lambda \)'s is not necessary. Indeed, using the homotopy operator \( H' = \frac{1}{2} D_- \), we get \( P' = L_0 + L_0 - \frac{1}{2} \). As we saw in (6.2), \( P' \) exactly computes the mass of the Ramond-Ramond states, so the fact that the cohomology can be non-trivial only in the kernel of \( P' \) coincides with the condition for massless states. This shows that the cohomology is trivial in \( V_\lambda \) for \( \lambda \neq -\rho \).

To compute the cohomology of \( D_- \), which is used to probe the charges of the branes preserving the opposite supersymmetry, we can use the homotopy operator \( H_- = \sqrt{k} \rho^i \psi_0^- \). Then \( P \) is identical, and we get in \( \ker P \) a representative for each of the cohomology classes of \( D_- \).

Let us adopt the following notation for our test states:

\[
|RR,e\rangle = | -\rho \rangle \otimes \sigma | e \wedge e_{n_\pm} \rangle,
\]

with \( e \in \bigwedge \mathfrak{h} \).

We take the opportunity of introducing here a grading that will be of much use in the remaining of this paper. \( ad_P \) defines a grading \( \mathfrak{g} P \) of \( \mathfrak{c} \oplus \mathfrak{c} \) : \( \mathfrak{g} P (J_n^\alpha) = (\rho, \alpha) \) and \( \mathfrak{g} P (\psi_n^\alpha) = 2\rho \).
\( \pm \frac{q}{|a|} \) depending if \( a \) is a positive or negative root. The anti-holomorphic partners have opposite grade. We define the total grading \( \mathfrak{g}T = hV + \mathfrak{g}L_0 + \mathfrak{g}P \), where \( \mathfrak{g}L_0 \) is the grading induced by the zero mode \( L_0 \) of the stress tensor. As the scalar product of the highest root \( \theta \) with the Weyl vector \( \rho \) is given by \( hV - 1 \), we see that the only operators with zero total grade are the components \( J_0|L \) of the current and \( \psi_0|L \) along the Cartan subalgebra \( \mathfrak{h} \) of \( \mathfrak{g} \). This grading induces a non-negative grading of \( V_{-\rho} \), and \( \text{ker} \mathfrak{p} \) is the grade zero subspace.

### 6.3 The generic test states

The test states that we found are not the most general ones, however. This comes from the fact that the \( \hat{\mathfrak{g}}k \)-module \( H^\theta_{-\rho} \) does not carry a representation of the Lie group \( G \). It is a member of a continuous family of non-isomorphic modules.

As a \( \mathfrak{g} \)-module, \( H^\theta_{-\rho} \) is a direct sum of (infinite dimensional) highest weight modules with respect to the principal graduation defined by \( \text{ad} J_0^\theta \). That is, modules generated by a highest weight vector annihilated by all of the operators having a positive eigenvalue under the adjoint action of \( J_0^\theta \). Recalling that the Lie group \( G \) acts by the adjoint action on the Kac-Moody algebra, we can choose another graduation \( \text{ad} (gJ_0^\theta g^{-1}) \), \( g \in G \). From this graduation, we can construct a \( \hat{\mathfrak{g}}k \)-module \( gH^\theta_{-\rho} \). \( gH^\theta_{-\rho} \) is generated by \( \hat{\mathfrak{g}}k \) from a highest weight state \( |g,-\rho\rangle \) such that \( gJ_0^\theta g^{-1} |g,-\rho\rangle = 0 \) for every \( \alpha \in \Delta_+ \), and \( gJ_0^\theta g^{-1} |g,-\rho\rangle = -\rho^\alpha (g,-\rho) \) for every \( J_0^\theta \) in the Cartan subalgebra of the horizontal algebra \( \mathfrak{g} \). \( |g,-\rho\rangle \) is also annihilated by the positive modes \( J_n^\theta \), \( n > 0 \). The modules \( gH^\theta_{-\rho} \) form a continuous family of non-isomorphic modules. Put differently, the definition of a highest weight module requires the choice of a triangular decomposition of \( \mathfrak{g} = \mathfrak{n}_- \oplus \mathfrak{h} \oplus \mathfrak{n}_+ \), and the generators of the subalgebra \( \mathfrak{n}_+ \) are defined to annihilate the highest weight vector. Considering distinct triangular decompositions of \( \mathfrak{g} \) yields non-isomorphic highest weight modules (except in the case of finite dimensional \( \mathfrak{g} \)-modules). Finally, note that the action of \( \hat{\mathfrak{g}}k \) on \( gH^\theta_{-\rho} \) is isomorphic to its action on \( H^\theta_{-\rho} \) twisted by the inner automorphism \( \text{ad}_{g^{-1}} \).

Similarly, one can construct a family \( g\hat{\mathfrak{g}}k \) of highest weight module for the antiholomorphic copy of the Kac-Moody algebra. As a \( \mathfrak{g} \)-module, \( g\hat{\mathfrak{g}}k \) is a direct sum of highest weight \( \mathfrak{g} \)-module with respect to the graduation provided by \( -\text{ad} (gJ_0^\theta g^{-1}) \).

Define the \( \hat{\mathfrak{g}} \oplus \hat{\mathfrak{g}} \)-module:

\[
(g, g')V_{-\rho} = gH^\theta_{-\rho} \otimes g'\hat{H}^\theta_{-\rho} \otimes F^R_{2d}.
\]

As mentioned above, the action of \( \hat{\mathfrak{g}}k \) on \( gH^\theta_{-\rho} \) is isomorphic to its \( \text{ad}_{g^{-1}} \)-twisted action on \( H^\theta_{-\rho} \). As the superconformal generators are invariant under the adjoint action of the group \( G \), the action of \( (g, g')V_{-\rho} \) also contains massless Ramond-Ramond states in its grade zero component.

The computation of the cohomology of \( D_+ \) on \( (g, g')V_{-\rho} \) can be performed similarly as above. All the holomorphic operators should be conjugated by \( g \), while antiholomorphic ones should be conjugated by \( g' \). The cohomology is therefore supported on the kernel of the operator:

\[
P_{(g, g')} = -gJ_0^\rho g^{-1} + g'J_0^\rho g'^{-1}.
\]

Note that the centralizer of \( J_0^\rho \) in \( G \) is the Cartan torus \( H \), so the set of modules \( (g, g')V_{-\rho} \), \( g, g' \in G \) can be tied together into a bundle \( GV_{-\rho} \) over \( G/H \times G/H \). If we define the fiber
above the element \((gH, g'H)\) to be \((g, g')V_{-\rho}\). To be more precise, we take the trivial bundle \(G \times G \times V_{-\rho}\), with the action of \(\hat{c} \oplus \hat{c}\) on the fiber above \((g, g')\) to be the one realized in \((g, g')V_{-\rho}\), and we quotient it by the right actions of \(H\) on each \(G\) factors to get \(GV_{-\rho}\).

In order to keep the notation as simple as possible, we will not be very careful in distinguishing the cosets \(gH\) from representatives \(g\). This is justified by the fact that all of the modules \((g, g')V_{-\rho}\) for \((g, g') \in g_0H \times g_0' H\) are isomorphic.

Finally, there is a natural map \(\phi_g : gH_{-\rho} \to H_{-\rho}\). Denote by \(|g, -\rho\rangle\) the highest weight vector of \(gH_{-\rho}\). Then we define \(\phi_g\) so that it sends \(|g, -\rho\rangle\) on \(|1, -\rho\rangle = | - \rho\rangle\), and \(X|g, -\rho\rangle\) on \(g^{-1}Xg| - \rho\rangle\), where \(X\) is any product of the operators \(\{J_{n}^{\pm}\}\). This map intertwines the action of \(\hat{g}\) on \(gH_{-\rho}\) and its twisted action on \(H_{-\rho}\) (the twist being the inner automorphism \(\text{ad}_{g^{-1}}\)).

There is a similar intertwining map \(\tilde{\phi}_g\) between the antiholomorphic modules. On the fermionic side, the transformations \(\psi_n \mapsto g^{-1}\psi_n g\) and \(\bar{\psi}_n \mapsto g^{-1}\bar{\psi}_n g\) induces an automorphism \(\phi^F(g, g')\) of \(F_{\mathbb{R}}^{2d}\). More precisely, \(\phi^F(g, g')\) is defined by:

\[
\phi^F(g, g') = g_{\psi} \circ g'_{\bar{\psi}}, \tag{6.6}
\]

where \(g_{\psi}\) and \(g'_{\bar{\psi}}\) denote the images of the elements \(g, g' \in G\) by the holomorphic and antiholomorphic representations of \(G\) on \(F_{\mathbb{R}}^{2d}\). (Infinitesimally, these two representations are generated by the zero modes of the fermionic currents \(\{\mathbb{J}\}\) and of their antiholomorphic counterpart.) We can therefore define the following intertwining map:

\[
\phi_{(g, g')} = \phi_g \otimes \tilde{\phi}_{g'} \otimes \phi^F(g, g'), \tag{6.7}
\]

which identifies \((g, g')V_{-\rho}\) and \(V_{-\rho}\) as vector spaces.

### 6.4 Gluing conditions and shifts on the group

The problem we will be interested in in the next section will be to solve in \(GV_{-\rho}\) the gluing conditions satisfied by the boundary states. Such gluing conditions take the form of a set of equations of the type:

\[(X + \bar{X}' )|B\rangle = 0, \tag{6.8}\]

where \(X\) and \(\bar{X}'\) are operators belonging respectively to the holomorphic and antiholomorphic copy of the chiral algebra \(\hat{c}\). Suppose we are trying to solve \(\text{[6.8]}\) in the fiber \((g, g')V_{-\rho}\). The action of \(\hat{g}\) in \((g, g')V_{-\rho}\) is only the action in \(V_{-\rho}\) twisted by the inner automorphisms \(\text{ad}_{g^{-1}}\) and \(\text{ad}_{g'}\) on the holomorphic and antiholomorphic side, respectively. Hence we readily see that solving \(\text{[6.8]}\) in \((g, g')V_{-\rho}\) is equivalent to solving the following gluing conditions in \(V_{-\rho}\):

\[(g^{-1}Xg + (g')^{-1}\bar{X}' g')|B\rangle = 0. \tag{6.9}\]

More precisely, if we denote by \(|B_{(g, g')}\rangle\) the solution of \(\text{[6.8]}\) in \((g, g')V_{-\rho}\), and \(|B'_{(1, 1)}\rangle\) the solution of \(\text{[6.9]}\) in \(V_{-\rho}\), we have \(\phi_{(g, g')}|B_{(g, g')}\rangle = |B'_{(1, 1)}\rangle\).
6.5 Action of quantized Wilson loop operators

Given a Kac-Moody algebra, one can construct quantized Wilson loop operators. These operators are series in the Kac-Moody current, and have a well-defined action on any highest weight module for the given Kac-Moody algebra. In particular, they will have a well-defined action on $V_{-\rho}$ and on the representatives of the cohomology in $\ker P$.

The computation of this action is straightforward for maximally symmetric Wilson operators. The relevant Kac-Moody algebra is $\hat{g}_k$ (recall that this is the Kac-Moody algebra generated by the bosonic current $J$), and the Wilson operators are the quantum equivalent of the classical Wilson loops (6.15) with the matrices $A^a$ forming a representation of $\hat{g}$. From the general formula (3.16) giving the eigenvalue of $W_\mu$ on a Verma module of arbitrary highest weight $\eta$ at level $k$, we see that replacing $\eta = -\rho$, we get:

$$W_\mu = d_\mu 1_{V_{-\rho}} \quad \text{on } V_{-\rho} ,$$

where $d_\mu$ is the dimension of the representation $A$ of $\hat{g}$ of highest weight $\mu$.

The symmetry breaking Wilson operator is associated with a subalgebra $\hat{a}_e$ generated by the partial current $\tilde{J}$ (see (4.9)). It acts by scalar multiplication on the highest weight $\hat{a}_e$-modules, with eigenvalue given by (6.18). So we have to find which $\hat{a}_e$-modules intersect $\ker P$, to find the action on the representatives of the cohomology. A little algebra yields:

$$\mathcal{J}_0^i|RR,e\rangle = \left(\tilde{J}_0^i + \frac{1}{2} f_{iAB} \psi_0^A \psi_0^B\right)|RR,e\rangle = \left(0 - \frac{1}{2} \sum_{\alpha \in \Delta_+^a} \alpha^i\right)|RR,e\rangle = -\rho_\alpha^i|RR,e\rangle ,$$

where $\Delta_+^a$ is the set of positive roots of $a$, and $\rho_\alpha$ its Weyl vector. So all the states in $\ker P$ belong to $\hat{a}_e$-modules of highest weight $-\rho_\alpha$. Using the formula (3.18) giving the spectrum of the symmetry breaking Wilson operator $W_\tau^a$, we get again:

$$W_\tau^a = d_\tau 1_{\ker P} \quad \text{on } \ker P ,$$

where $d_\tau$ is the dimension of the representation of $a$ used to build the Wilson loop.

Note that all of these eigenvalues are integers: it will be a crucial fact to ensure that the charges are quantized.

7 The charges of sWZW boundary states

In this section, we put the elements gathered in the last three sections together, and show how to associate to a given supersymmetric boundary state a quantity invariant under the generalized Kondo renormalization group flows. Then we compute the charges of the various branes constructed in section 4.
7.1 The general prescription

In the previous section, we had to look for Ramond-Ramond test states in the bundle of modules $GV_{-\rho}$. Because these modules are not part of the state space of the sWZW model, we cannot directly take a scalar product between the boundary state and a test state to compute their coupling. A prescription is therefore needed to measure the charge of the boundary state.

Obviously, one should add to the boundary state $|B\rangle$ a component $|B_{-\rho}\rangle$ in $\ker P$, to get a completed boundary state $|\bar{B}\rangle$. The charge associated with the test state $|RR,e\rangle$ carried by $|B\rangle$ will then be given by $\langle \bar{B}|RR,e\rangle$.

To do this in a natural way, we first solve the gluing conditions defining the boundary state in each of the fibers of $GV_{-\rho}$. In general, these gluing conditions cannot be solved in an arbitrary fiber, but only in the fibers above a submanifold $M \subset G/H \times G/H$. What we would like to do is to look for the component of the solution on the cohomology in each fiber, map it onto $\ker P$ with $\phi_{(g,g')}$ (defined in (6.1)), and then average it over $M$. We do not know yet how to do this precisely given arbitrary gluing conditions. However, this program can be realized for the boundary states of section 4.

We will see that these boundary states satisfy well-defined gluing conditions on $\psi|_b$. This property ensures that whenever we can solve the gluing conditions in some fiber $(m,m')V_{-\rho}$, $(m,m') \in M$, the solutions determine a one-dimensional subspace of the cohomology of the supercharge. Moreover, solving the original gluing conditions and mapping them back into $\ker P$ is equivalent to solving effective gluing conditions directly in $\ker P$, with automorphism $\Omega^{(m,m')} = \text{ad}_{m'} \circ \Omega \circ \text{ad}_m$. After showing that $M$ is a disjoint union of connected components on which the effective automorphism is constant, we will produce a formula performing an average of the solutions on the finite set of connected components. This fixes a component of the boundary state in $\ker P$ up to a normalization constant $c$.

Finally, $c$ can be determined by considering the action of Wilson operators on the completed boundary state. This gives a component $|B_{-\rho}\rangle$ to the boundary state $|\bar{B}\rangle$ on $\ker P$.

This procedure is consistent with the symmetries of the theory, in the sense that two boundary states differing by a shift on the group manifold are assigned the same component $|B_{-\rho}\rangle$, so they carry the same charges. This would not be the case if we restricted ourselves to a particular fiber of $GV_{-\rho}$. We will also check later that the charges obtained in this way are consistent with the intuition one may get from geometrical considerations.

We will now elaborate on the steps occurring in the procedure described above and justify our statements.

7.2 Solving the gluing conditions

Any supersymmetric boundary state satisfies a set of gluing conditions. Indeed, arbitrary correlators in the presence of this boundary condition should be invariant under superconformal transformations leaving the boundary fixed. This requirement translates into the gluing conditions (4.2) and (4.3) imposed on the corresponding boundary state. For all the known boundary states, however, the algebra preserved is much larger than the superconformal algebra, and additional gluing conditions are satisfied, as we noticed in section 4. Whenever the partition

\footnote{A slight indeterminacy is left, see the remarks in section 7.10}
function for open strings stretching between a given brane \(|B\rangle\) and a maximally symmetric brane decomposes into characters of a subalgebra \(\hat{s} \subset \hat{c}\), \(|B\rangle\) satisfy the gluing conditions:

\[
(X - (-i)^{2h_X} \Omega(\bar{X}))(B) = 0
\]

(7.1)

for every generator \(X\) of conformal dimension \(h_X\) in \(\hat{s}\). Here \(\Omega\) is a map of \(\hat{c}\) into \(\hat{s}\) satisfying the intertwining relation \(\Omega([X, Y]) = [\Omega(X), \Omega(Y)]\) for \(X, Y \in \hat{s}\), but it does not necessarily preserve \(\hat{s}\), and it can send it to another isomorphic subalgebra of \(\hat{c}\).

According to the prescription formulated above, one should start by solving the gluing conditions in \(GV_{-\rho}\), that is in each of the fibers \((g, g')V_{-\rho}\), with \((g, g') \in G/H \times G/H\). By the remark of section 6.4, solving (7.1) in \((g, g')V_{-\rho}\) is equivalent to solving:

\[
(g^{-1}Xg - (-i)^{2h_X} g^{-1}\Omega(\bar{X})g')B = 0
\]

in \(V_{-\rho}\). After relabeling the subalgebra \(g^{-1}\hat{s}g \rightarrow \hat{s}\) and the automorphism \(\text{ad}_{g^{-1}} \circ \Omega \circ \text{ad}_g \rightarrow \Omega\), the gluing condition can be rewritten in the same form as (7.1). So we can restrict our discussion to solutions of (7.1) in \(V_{-\rho}\).

So consider the chiral algebra \(\hat{c}\) of the sWZW model, equipped with the total grading \(\text{gr}_T\) defined in section 6.2. The subalgebras \(\hat{s}\) which can occur as symmetry algebras preserved by boundary states are conformal vertex subalgebras of \(\hat{c}\). Their generators are series of normal ordered products of generators of \(\hat{c}\) with well-defined grade. Therefore they decompose into subalgebras of negative, null and positive grade: \(\hat{s} = \hat{s}_- \oplus \hat{s}_0 \oplus \hat{s}_+\).

We first extract a necessary condition for (7.1) to have solutions. Any solution \(|B\rangle\) to the full set of gluing conditions restricts onto a solution \(|B\rangle^b\) of the bosonic gluing conditions after restriction on the even part \((V_{-\rho})^b\). This even part is given by \(H_{-\rho} \otimes H^{S_0} \otimes H_{-\rho} \otimes H^{S_0}\), where \(H^{S_0} = H^{S_0}_+ \oplus H^{S_0}_-\), if \(d\) is even and by \(H^{S_0} = H^{S_0}_0\) if \(d\) is odd (see section 3.1). It is well known [22] that after reinterpretating \(\hat{H}_{-\rho} \otimes H^{S_0}\) as the restricted dual of \(H_{-\rho} \otimes H^{S_0}\), the solution \(|B\rangle^b\) becomes an operator \(B: H_{-\rho} \otimes H^{S_0} \rightarrow H_{-\rho} \otimes H^{S_0}\), and the bosonic gluing conditions state that \(B\) intertwines the action of \(\hat{s}_b^b\) and the action of \(\Omega \hat{s}_b\), the exponent \(b\) denoting the bosonic part. A necessary condition for the existence of such an intertwiner is that \(\Omega\) maps the generators of \(\hat{s}_b^b\) represented by pronilpotent operators in \(H_{-\rho} \otimes H^{S_0}\) onto elements represented by pronilpotent operators. Pronilpotent means that for each vector in \(H_{-\rho} \otimes H^{S_0}\), there is a power of the pronilpotent operator sending it to zero. This is obviously the case for all the operators in \(\hat{c}_-\), and never the case for any operator in \(\hat{c}_+\). Therefore it is mandatory that:

\[
\Omega(\hat{s}_b^-) \subset \hat{c}_- \quad \text{and} \quad \Omega(\hat{s}_b^+) \subset \hat{c}_+ .
\]

(7.2)

If this is not the case, there is no solution of (7.1) in \(V_{-\rho}\). If this condition is verified, we can proceed.

The irreducible highest weight \(\hat{s}\)-modules appearing in the decomposition of \(\hat{c}\)-modules are labeled by a set \(P_s\). The modules for the subalgebra \(\Omega \hat{s}\) are also classified by \(P_{\hat{s}}\), because \(\hat{s}\) and \(\Omega \hat{s}\) are isomorphic. One can define an action of \(\Omega\) on \(P_{\hat{s}}\). Indeed, one can see each irreducible

\(^6\)To be precise, this is true only for \(L_0\)-grade zero operators, because there is no null vector at grade zero in \(H_{-\rho}\). However, \(\Omega\) always preserves the \(L_0\)-grading, it is sufficient to consider operators at \(L_0\)-grade zero.
highest weight $\Omega\hat{s}$-module $H^\Omega_{\zeta}$, $\zeta \in P_s$, as a $\hat{s}$-module, by composing the representation map with $\Omega$. $H^\Omega_{\zeta}$ equipped with the action of $\hat{s}$ is isomorphic to some irreducible highest weight $\hat{s}$-module $H^\Omega_{\zeta}$.

To solve the gluing condition (1.1), $V_\rho$ should be decomposed into irreducible highest weight modules for $\hat{s} \oplus \Omega\hat{s}$, of the form $H^\Omega_{\zeta} \otimes H^\Omega_{\zeta'}$, and the gluing conditions (1.1) can be solved in the summand $H^\Omega_{\zeta} \otimes H^\Omega_{\zeta'}$ if and only if $\Omega\zeta' = \zeta$. When this relation is satisfied, we can see $H^\Omega_{\zeta}$ equipped with the action of $\hat{s}$ as $H^\Omega_{\zeta}$. Choosing an orthonormal basis $\{v_n\}$ of $H^\Omega_{\zeta}$, the coherent state $\sum_n |v_n\rangle \otimes |v_n\rangle$ solves (1.1). See [2], section 2.1 for a detailed derivation.

Remark that once the polarization $\hat{s} = \hat{s}_- \oplus \hat{s}_0 \oplus \hat{s}_+$ has been fixed, the isomorphism class of an irreducible highest weight module $H^\Omega_{\zeta}$ is completely defined by the action of the operators generating $\hat{s}_0$ on the grade zero subspace $(H^\Omega_{\zeta})_0$. Indeed, consider the module $M^\zeta_\Omega$ freely generated from $(H^\Omega_{\zeta})_0$ by $\hat{s}_+$, the subalgebra of operators of positive grade. $H^\Omega_{\zeta}$ is obtained by the quotient of $M^\zeta_\Omega$ by its maximal submodule, which is generated by the action of $\hat{s}_+$ on all the null vectors of $M^\zeta_\Omega$. But the condition that a vector is null involves only the action of $\hat{s}_0$ on $(H^\Omega_{\zeta})_0$. We see therefore that if the gluing conditions (1.1) for the elements of $\hat{s}_0$ can be solved on the highest weight subspace of $H^\Omega_{\zeta} \otimes H^\Omega_{\zeta'}$, we have $\zeta' = \Omega\zeta$ and there exists a solution to the whole set of gluing conditions.

As we eventually aim at taking a scalar product between $|B\rangle$ and a test state $|RR\rangle \in \ker P$, we are only interested in the component of the solution of the gluing conditions on $\ker P$. By the discussion above, to find this component it is sufficient to solve on $\ker P$ the gluing conditions involving operators of total grade zero of $\hat{s}$ (provided $\Omega$ satisfies (1.2), of course).

Let us now be more specific. Recall that all of the boundary state constructed in section 4 are specific instances of twisted coset boundary states. It is instructive to study the chiral algebra they preserve: $\hat{s} = \hat{a}_\kappa \oplus \hat{f}_a \oplus \hat{c}/(\hat{a}_\kappa \oplus \hat{f}_a)$. $\hat{a}_\kappa$ is generated by the partial current $\mathcal{J}$ (1.4) and $\hat{f}_a$ by $\psi|_a$. The coset algebra $\hat{c}/(\hat{a}_\kappa \oplus \hat{f}_a)$ is formed by all the normal-ordered products of operators of $\hat{c}$ which (anti)commute with $\hat{a}_\kappa \oplus \hat{f}_a$. First, note that the full current $J|_a$ restricted to $a$ belongs to $\hat{a}_\kappa \oplus \hat{f}_a$. Consider now the fermionic fields $\psi|_{h\perp}$ associated with the orthogonal complement $h\perp$ of $a$ in the Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{g}$. Obviously, $\psi|_{h\perp}$ commutes with any fermionic field associated to $a$, because of orthogonality. It also commutes with the full current $J|_a$, again because of orthogonality. Therefore $\psi|_{h\perp}$ belongs to $\hat{c}/(\hat{a}_\kappa \oplus \hat{f}_a)$. Finally, using the same argument, we see that $J|_{h\perp} \in \hat{c}/(\hat{a}_\kappa \oplus \hat{f}_a)$. So $J|_h$ and $\psi|_h$ belong to the preserved chiral algebra. Using the notation of the previous paragraph, we proved that $\hat{s}_0 = \hat{c}_0$ for generic twisted coset boundary states.

The gluing conditions satisfied on this subspace are given by:

\[
\begin{align*}
(\psi_0^j + i\Omega(\psi_0^j))|B\rangle &= 0, \\
(J_0^j + \Omega(J_0^j))|B\rangle &= 0,
\end{align*}
\]
where $j$ is an index running on the Cartan subalgebra of $\mathfrak{g}$ and $\Omega$ is the product of an automorphism of $\mathfrak{g}$ and an automorphism of $a$. As it preserves the Killing form, it is an orthogonal transformation of $\mathfrak{g}$. In general it does not preserve the Lie bracket, however.

We can now derive another necessary condition for the existence of a solution to the gluing conditions. By definition, $\Omega$ preserves the $L_0$-grading, and also preserves the real form of the
Kac-Moody algebra \( \hat{g} \). Remark that the only real grade zero generators with a nontrivial kernel in \( V_{-\rho} \) are \( J_0^\rho \), the generators of the Cartan subalgebra, which vanish on \( \ker P \). The other real generators of grade zero have a trivial kernel in \( V_{-\rho} \) (they are basically sums of positive and negative ladder operators). Therefore the set \( \{ J_0^\rho \} \) is necessarily preserved by the intertwining map \( B \), so \( \Omega \) has to preserve the Cartan subalgebra of \( g \).

The necessary condition (\( 7.2 \)) applied to coset fields forces \( \Omega \) to preserve the whole triangular decomposition of \( g \), and not only the Cartan subalgebra. This fact can be seen as follows. Consider the coset generators with non-trivial \( g \)-weights and zero \( L_0 \)-grade. As the coset generators are normal ordered products of generators of \( \hat{c} \), their weights belong to the root lattice of \( g \). (They are also necessarily orthogonal to the weight space of \( a \), else it would be impossible for such operators to commute with the Cartan generators of \( a \).) Any operator of this type which weight is not a linear combination of the simple roots with negative integer coefficients is necessarily nilpotent. The fact that such operators have to be mapped among themselves by \( \Omega \) forces the latter to preserve the triangular decomposition of \( g \).

To summarize, the gluing conditions are solvable in the fiber above \( (m, m') \) only if \( \text{ad}_{m'-1} \circ \Omega \circ \text{ad}_m \) preserves the triangular decomposition of \( g \). Remark that the gluing conditions imposed on the bosonic fields are trivial when we consider them in \( \ker P \), because the full currents in the Cartan subalgebra vanishes there. So the component of the solution in \( \ker P \) is determined by the gluing condition on the fermionic zero modes.

If \( \Omega \) is an involution, these fermionic gluing conditions force the component of the solution to (\( 7.3 \)) in \( \ker P \) to be (up to normalization):

\[
|RR, e_{(m,m')}\rangle = \langle -\rho \rangle \otimes \sigma |e\Omega e_{a_+}\rangle = |RR, e_\Omega\rangle ,
\]

where we chose a basis \( \{ h^j \} \) of \( \mathfrak{h} \) which diagonalizes \( \Omega \) and defined the volume form \( e_\Omega \) on the eigenspace of eigenvalue \( -1 : e_\Omega = \bigwedge_{j|\Omega(h^j) = -h^j} h^j \).

In general, we have to choose a lift \( \tilde{\Omega} \) of \( \Omega \in O(r) \) into \( \text{Pin}_+(r) \), where \( r \) is the rank of \( g \) and we see \( \Omega \) as an orthogonal transformation of the Cartan subalgebra. Such an element of \( \text{Pin}_+(r) \) can be expressed as a polynomial in the fermionic antiholomorphic generators \( \{ \tilde{\psi}_0^\alpha \} \). By definition, \( \tilde{\Omega} \) satisfies \( \Omega(\tilde{\psi}_0^\alpha) = \alpha(\tilde{\Omega})\tilde{\psi}_0^\alpha \tilde{\Omega}^{-1} \), where \( \alpha \) is the involution \( \text{ad}_{(-1)^\rho} \). (\( \alpha \) multiplies odd Clifford elements by \( -1 \) and leaves invariant even elements). The solution to the gluing conditions (\( 7.3 \)) therefore reads:

\[
|RR, e_{(m,m')}\rangle = \tilde{\Omega}|RR, 1\rangle .
\]

Let us remark that in the case of interest to us \( \tilde{\mathfrak{s}} = \tilde{\mathfrak{a}}_c \oplus \tilde{\mathfrak{f}}_0 ^c \oplus \tilde{\mathfrak{c}} / (\tilde{\mathfrak{a}}_c \oplus \tilde{\mathfrak{f}}_0 ^c) \), whenever we can solve the gluing conditions, the solution determines a one-dimensional subspace of \( \ker P \).

### 7.3 Averaging

We describe now how to average over \( M \) the component of the solution on the cohomology. We must first study the structure of the manifold \( M \). In the previous section, we defined \( M \) as the set points \( (g, g') \in G/H \times G/H \) such that \( \Omega(g, g') := \text{ad}_{g'}^{-1} \circ \Omega \circ \text{ad}_g \) preserves the triangular decomposition of \( g \).
Consider the subalgebra \( \mathfrak{a} \) which Lie bracket is preserved by \( \Omega \), and its corresponding Lie group \( A \subset G \). \( \Omega \) maps \( \mathfrak{a} \) on another subalgebra \( \mathfrak{a}^\Omega \subset \mathfrak{g} \), isomorphic to \( \mathfrak{a} \). After exponentiation, \( \Omega \) can be seen as a group isomorphism from \( A \) to \( A^\Omega := \exp \mathfrak{a}^\Omega \). Note however that usually this map does not extend naturally to a map from \( G \) to \( G \). Consider now pairs of elements \((a,\Omega a)\), \( a \in A \), and \( \Omega(a,\Omega a) = \text{ad}_{(\Omega a)^{-1}} \circ \Omega \circ \text{ad}_a \). \( \Omega(a,\Omega a) \) coincides with \( \Omega \) on \( \hat{\mathfrak{h}} \). Indeed, if we write \( a = e^x \), \( x \in \mathfrak{a} \), then \( \Omega a = \exp \Omega x \) and we have for a generic \( X \in \hat{\mathfrak{h}} : \)

\[
\Omega(a,\Omega a)(X) = e^{-\Omega x} \Omega(e^x X e^{-x}) e^{\Omega x} = \Omega(X) .
\]

If \( X \) is a coset field, the last equality is true because \( X \) commutes with \( e^x \) and \( \Omega(X) \) commutes with \( e^{\Omega x} \). If \( X \) is a field in \( \hat{\mathfrak{a}} \oplus \hat{\mathfrak{h}} \), then \( \Omega \) satisfies the intertwining property \( \Omega(e^x X e^{-x}) = e^{\Omega x} \Omega(X) e^{-\Omega x} \), so (7.4) is true as well. This shows that for any \((m,m') \in M, (am,\Omega am') \in M\). Moreover, the images in \( \ker P \) of the solutions to the gluing conditions above these two points are the same, because the effective automorphism in \( V^p \) is the same.

Let us now fix an arbitrary point \((m,m') \in M \), so that \( \Omega(m,m') \) preserves the triangular decomposition of \( \mathfrak{g} \). Another class of solutions is provided by pairs of elements \((w,w')\) of the Weyl group of \( \mathfrak{g} \) such that \( w'^{-1} \circ \Omega(m,m') \circ w \) still preserves the triangular decomposition of \( \mathfrak{g} \). Such a pair \((w,w')\) can be written as \((\text{ad}_{g_w},\text{ad}_{g_{w'}})\) with \( g_w, g_{w'} \in G \), so \((mg_w,m'g_{w'}) \in M \). Let us call \( \mathcal{W} \) the set of pairs \((w,w')\) satisfying the condition above, modulo the left action of elements of the form \((\text{ad}_{m^{-1}am},\text{ad}_{m'^{-1}(\Omega a)m'})\).

We see that \( M \) contains a submanifold of the form \( \bigsqcup M_i \), where each of the \( M_i \) is generated from a point \((m,m') \) by the left action of the elements \((a,\Omega a)\), and the \( M_i \)'s are the images of \( M_0 \ni (m,m') \) under the right action of \((g_w,g_{w'})\), \((w,w') \in \mathcal{W} \). It seems that this exhausts all of the solutions to the gluing conditions, so that \( M = \bigsqcup M_i \), but we do not have a proof of this statement.

Suppose that \( M = \bigsqcup M_i \) as described above. Then \( \mathcal{W} \) parametrizes the components \( M_i \) of \( M \). We saw that the automorphisms associated to points in a given component \( M_i \) of \( M \) coincide. The corresponding gluing conditions have therefore the same line of solutions in \( \ker P \) and we should be able to reduce the average to a sum over the connected components \( M_i \). This can be done as follows.

Any element \( w \) of the Weyl group can be seen as an orthogonal transformation of \( \mathfrak{h} \). The transformation \( \epsilon(w) w \) has determinant 1 for any Weyl group element \( w \). Hence it can be lifted to an element \( \tilde{w} \) of \( \text{Pin} \). Pairs of such \( \text{Pin} \) elements naturally act on \( \ker P \) by:

\[
(\tilde{w}, \tilde{w}') : RR, e = \tilde{w}'^{-1} \tilde{w}^{-1} |RR, e| = (-1)^\epsilon(w) |\tilde{w}'^{-1} \tilde{\Omega} \tilde{w}^{-1} |RR, 1| ,
\]

where \( \tilde{w}_\psi \) is the Clifford element \( \tilde{w} \) expressed in term of the Clifford generators \( \{\psi_0^i\} \). We also expressed \((RR,e) \) as \( \tilde{\Omega}(RR,1) \) for \( \tilde{\Omega} \) some polynomial in \( \{\psi_0^i\} \).

As \( \tilde{w}'^{-1} \tilde{\Omega} \tilde{w} \) is a lift into \( \text{Pin} \) of \( w'^{-1} \circ \Omega \circ w \), \( \tilde{w}'^{-1} \tilde{\Omega} \tilde{w}|RR, 1| \) solves the gluing conditions for \( \tilde{\Omega}^{m g_w,m' g_{w'}} \) if and only if \( \tilde{\Omega}(RR,1) \) solves the gluing conditions for \( \Omega^{m,m'} \). We can therefore define the charge of the boundary state as:

\[
\mathcal{C} | B_{-\rho} \rangle = \sum_{(w,w') \in \mathcal{W}} (-1)^\epsilon(w) | \tilde{w}'^{-1} \tilde{\Omega} \tilde{w} \rangle |RR, 1| ,
\]

(7.6)
where $\tilde{\Omega}|RR,1\rangle$ solves the gluing conditions for $\Omega^{(m,m')}$. If each class in $W$ does contain a diagonal element $(w,w)$, $w \in W$, then (1.6) coincides with the simpler formula:

$$c|B_{-\rho}\rangle = \sum_{(w,w) \in W} |RR, w(e)\rangle,$$  \hspace{1cm} (7.7)

where $|RR, e\rangle$ solves the gluing conditions for $\Omega^{(m,m')}$ and $w(e)$ denotes the action of the Weyl group on $\mathfrak{h}$ extended on $\bigwedge \mathfrak{h}$.

The subspace defined by (1.6) and (1.7) is invariant upon a left shift by $g_{L}$ and a right shift by $g_{R}$ on the group manifold. Indeed, upon such a transformation, $\Omega \mapsto \text{ad}_{g_{R}} \circ \Omega \circ \text{ad}_{g_{L}^{-1}}$, so that $M$ is shifted in $G/H \times G/H$ and $W$ is invariant. This feature is crucial to ensure that the charges are invariant under the truly marginal boundary RG flows corresponding to these transformations.

Remark that (1.6) is ambiguous. Indeed, $c|B_{-\rho}\rangle$ depends on the choice of the lifts $\tilde{w}$ and $\tilde{w}'$ into $\text{Pin}$ of the Weyl group elements $w$ and $w'$. In most of the examples, we will be able to use (1.4). In the other examples, namely the D-branes of $SU(4)$ which are twisted by the product of an automorphism of a subalgebra and an outer automorphism of $SU(4)$, the natural choice of the lifts produces a physically sensible answer, but we were not able to define a canonical choice that would make (1.6) completely well-defined.

### 7.4 Normalization and periodicity

It still remains to fix the normalization of the element $|B_{-\rho}\rangle \in \ker P$ obtained. Let $\{|B_{m}\rangle\}$, $m \in I$ be the set of elementary boundary states satisfying the same gluing conditions as our boundary state $|B\rangle$, for $I$ a set indexing the elementary boundary states (for instance in the case of maximally symmetric boundary states, $\Omega = 1$ and $I = P^{+} \times \{t, f\}$, the set of integrable highest weight of $\tilde{\mathfrak{g}}_{k}$ times the two weights $t$ and $f$ of $\mathfrak{so}(d)_{1}$ associated with boundary states preserving the supercharge $D_{-}$).

The completed boundary states read $|\tilde{B}_{m}\rangle = |B_{m}\rangle + q_{m}|B_{-\rho}\rangle$, where $q_{m}$ are a set of a priori arbitrary real numbers. Now the action of Wilson operators on boundary states can be used to constrain the numbers $q_{m}$. Indeed, we saw that Wilson operators have a well defined action (6.10) in $V_{-\rho}$. We also saw that they act on boundary states: whenever $|B\rangle$ is a consistent boundary state, $|B'\rangle = W^{\mu}_{\rho} |B\rangle$ is also a consistent boundary state. Demanding this property to be preserved when Wilson operators act on completed boundary states $|\tilde{B}\rangle = |B\rangle + q_{B}|B_{-\rho}\rangle$ and $|\tilde{B}'\rangle = |B'\rangle + q_{B'}|B_{-\rho}\rangle$ yields $q_{B'} = d_{\mu} q_{B}$. These relations can be used to express all of the $q_{m}$ in terms of one of them. The value of the remaining free parameter is arbitrary and has no physical meaning.\footnote{Indeed, the Ramond-Ramond test states do not exist as physical states. Their couplings to D-branes have a meaning only as invariants of the renormalization group flows, and not as an interaction that could be tested with a physical probe. As the Kondo flows send stacks of branes onto stacks of branes, only ratios of charges are relevant.}

Note that the charges of all the branes preserving the given gluing conditions are integer linear combinations of the charges of the elementary boundary states, so the numbers $q$ can be chosen to be all integers.

There is an extra subtlety that will account for the periodicity of the charges. Recall from section 3.2.2 that we defined an equivalence relation on Wilson operators such that two Wilson...
operators are in the same equivalence class if and only if they have an identical action on the physical state space \( \mathcal{H} \). In particular, we had \( [W^g_\mu] = [\epsilon(w)W^g_{\omega(\mu)}] \) where \( w \) is an element of the affine Weyl group of \( \mathfrak{g}_k \) and \( \epsilon(w) \) its sign. As these two operators produce the same boundary state when applied to \( |B\rangle \), we see that the completed boundary states should be identified as:

\[
W^g_\mu|\hat{B}\rangle \sim \epsilon(w)W^g_{\omega(\mu)}|\hat{B}\rangle
\Rightarrow W^g_\mu|B\rangle + d_\mu q_B|B_{-\rho}\rangle \sim W^g_\mu|B\rangle + \epsilon(w)d_{\omega(\mu)}q_B|B_{-\rho}\rangle.
\]

Hence the the charges should be identified according to:

\[
d_\mu q_B \sim \epsilon(w)d_{\omega(\mu)}q_B,
\]  
(7.8)

which means that only the class of \( q_B \) modulo an integer \( M \) is unambiguous and well-defined. As the classes of maximally symmetric Wilson operators form an algebra isomorphic to the fusion ring of \( \mathfrak{g}_k \), \( \Omega \), is actually equivalent to:

\[
d_\lambda d_\mu = N^\nu_{\mu\nu}d_\nu \mod M.
\]  
(7.9)

This equation is exactly the one considered in \([21,23]\). Therefore the periodicity \( M \) of the charge coincides with the one expected from K-theory computations \([19]\). \( M \) is an integer which depends both on the level \( k \) and on the Lie algebra \( \mathfrak{g} \). But as Wilson operators act on every boundary state, \( \Omega \) holds independently of which boundary state we are considering, so the integer \( M \) is the same for all of the types of charges. Note that \( (7.8) \) for \( \mu = 0 \) was also used in \([20,46]\) to compute \( M \).

We see now that \( |B\rangle \) carries \( q_B \mod M \) units of the charge associated to the element \( |B_{-\rho}\rangle \), while the other (orthogonal) possible charges of \( |B\rangle \) vanish. In particular, the charges are quantized.

### 7.5 Invariance under the generalized Kondo flows

We also immediately see that the charges defined in this way are the same between the UV and IR fixed points of the generalized Kondo flows discussed in section \([3] \). Indeed, if the initial D-brane of the flow is a stack of \( n \) D-branes with boundary state \( |B\rangle \), then the IR fixed point of the flow is given by the action of the Wilson loop operator \( W^\alpha_\tau \), where \( \tau \) labels the \( n \)-dimensional representation of \( \mathfrak{a} \) used in the perturbation \([3,14]\): \( n|B\rangle \mapsto W^\alpha_\tau|B\rangle \).

The Wilson operators commute with both \( J|_\mathfrak{k} \) and \( \psi|_\mathfrak{k} \), so neither the action of these operators nor the generalized Kondo flows modify the gluing conditions \([6,3]\). Moreover, for the completed boundary states, we have:

\[
n(|B\rangle + |B_{-\rho}\rangle) = W^\alpha_\tau|B\rangle + n|B_{-\rho}\rangle,
\]

so the charge of \( W^\alpha_\tau|B\rangle \) is the same as the charge of the stack \( n|B\rangle \).

Note also that a class of flows which are not of the Kondo type was uncovered in \([63]\). These flows link the following twisted D-brane configurations:

\[
d_\mu|B_{\Omega}\hat{0},\hat{\mu},x\rangle \rightarrow |B_{\Omega},\hat{\mu},x\rangle
\]

Our charges are also invariant under these flows, because the charges of the states \( |B_{\Omega},\hat{\mu},x\rangle \) are proportional to \( d_\mu \) (see section \([7,8]\)).
7.6 Maximally symmetric D-branes

Now we measure the charges of the supersymmetric boundary states constructed in section 4. We start with the maximally symmetric D-branes. Let us recall that the maximally symmetric boundary states preserving the supercharge $D_-$ satisfy the following gluing conditions:

\begin{align}
(\psi^a_r + i\tilde{\psi}^a_r)|B\rangle &= 0 , \\
(J^a_n + J^a_n)|B\rangle &= 0 .
\end{align}

(7.10)

Consider these equations in $(g, g')V_{-\rho}$. The second condition simply states that the operator $B$ should intertwine the action of $\tilde{g}$ in $gH_{-\rho}$ and $g'H_{-\rho}$. Of course, this is possible only if $gH = g'H$. Therefore, it is possible to solve these gluing conditions only in the fibers above the diagonal $M = G/H \subset G/H \times G/H$. The equations (7.10) in $(g, g)V_{-\rho}$ are equivalent to:

\begin{align}
(g^{-1}\psi^a_r g + ig^{-1}\tilde{\psi}^a_r g)|B\rangle &= 0 , \\
(g^{-1}J^a_n g + g^{-1}J^a_n g)|B\rangle &= 0 .
\end{align}

(7.11)

in $V_{-\rho}$. But the system (7.11) is equivalent to (7.10). The solution in $\ker P$ to these gluing conditions is $|RR, 1\rangle$ and this solution is constant over $M$. Therefore, maximally symmetric boundary states carry a charge along $|RR, 1\rangle$. We learn that $|RR, 1\rangle$ is the Ramond-Ramond test state probing the so-called “D0-brane charge”.

Remark that if we had rather considered maximally symmetric boundary states shifted on the group by an element $\hat{g} \in G$, which satisfy:

\begin{align}
(\hat{\psi}^a_r + i\hat{g}\tilde{\psi}^a_r \hat{g}^{-1})|B\rangle &= 0 , \\
(J^a_n + \hat{g}J^a_n \hat{g}^{-1})|B\rangle &= 0 .
\end{align}

then we would had been able to solve the gluing conditions in all of the fibers above $M' = \{(g, g') \in G/H \times G/H | g' = \hat{g}g\}$. The image in $\ker P$ of the component of solution on the cohomology would still be $|RR, 1\rangle$, because of the intertwining property of the map $\phi^F$. This is equally true for any type of boundary states: our prescription assigns identical charges to D-branes differing by a mere shift on the group manifold. This is what we expect from invariants of the boundary renormalization group flows, as shifted branes are linked by marginal deformations of the open string CFT.

To determine the charges, recall that the maximally symmetric boundary states can be expressed as:

\[ |B, \mu, x\rangle = W^0_{\mu}W^{s_0}_{x}|B, 0, t\rangle . \]

(7.12)

Let us complete $|B, 0, t\rangle$ as follows: $|\hat{B}, 0, t\rangle = |B, 0, t\rangle + |RR, 1\rangle$. As we mentioned previously, the global normalization of the charges is not physically relevant, and can be fixed so that all the charges are integers. Then from (7.12), we obtain:

\[ |\hat{B}, \mu, x\rangle = W^0_{\mu}W^{s_0}_{x}|\hat{B}, 0, t\rangle = |B, \mu, x\rangle \pm d_{\mu}|RR, 1\rangle , \]

where the sign is + when $x = t$ and − when $x = f$. Indeed, $W^{s_0}_{f}$ acts by $-1$ in the whole Ramond-Ramond sector. The charges are then:

\[ \langle \hat{B}, \mu, x|RR, e\rangle = \begin{cases} 
\pm d_{\mu} \mod M & \text{if } e = 1 \\
0 \mod M & \text{if } e \neq 1 . 
\end{cases} \]
Therefore we get exactly the results expected from [21]. The fact that one gets the opposite charge for boundary states differing only by the label \( x \) confirms that these states form brane-antibrane pairs.

### 7.7 Coset D-branes

The gluing conditions satisfied by coset boundary state are given by:
\[
\begin{align*}
(\psi^A_r + i\bar{\psi}^A_r) |B\rangle &= 0, \\
(J^A_n - 
\end{align*}
\)

where \( A \) is an index running on a basis of the subalgebra \( a \), and:
\[
(X - (-i)^{2h} \tilde{X}) |B\rangle = 0
\]

for each of the fields \( X \) in the coset vertex algebra (\( h_X \) is the conformal dimension of \( X \)).

We are interested in solving these gluing conditions in \((g, g')V_{-\rho}\), and this is equivalent solving in \( V_{-\rho} \) the gluing conditions where the holomorphic fields have been conjugated with \( g^{-1} \) and the antiholomorphic fields by \( g'^{-1} \). Choosing now the index \( A \) to run over a basis of the subalgebra \( g^{-1}ag \), we get from (7.13):
\[
\begin{align*}
(\psi^A_r + ig^{-1}g\bar{\psi}^A_r g^{-1}g'|B\rangle &= 0, \\
(J^A_n + g^{-1}gJ^A_{-n} g^{-1}g'|B\rangle &= 0, \\
\end{align*}
\]

and:
\[
(X - (-i)^{2h} g^{-1}g\tilde{X} g^{-1}g') |B\rangle = 0
\]

The gluing conditions on the operators of total grade zero are given by:
\[
\begin{align*}
(\psi^j_0 + ig^{-1}g\bar{\psi}^j_0 g^{-1}g'|B\rangle &= 0, \\
(J^j_0 + g^{-1}gJ^j_{-n} g^{-1}g'|B\rangle &= 0, \\
\end{align*}
\]

According to the discussion after equation (7.3), such gluing conditions can be solved on \( \ker P \) only if the automorphism \( \text{ad}g^{-1}g \) preserves the Cartan subalgebra of \( g \), as well as the positive and negative root spaces. This forces \( g'H = gH \), so \( M \) is again given by the diagonal \( G/H \subset G/H \times G/H \). The gluing conditions on the total grade zero subspace are the same as for maximally symmetric boundary states, so the solution on \( \ker P \) is \( |RR, 1\rangle \) for each \( m \in M \). Note however that the full solution to the gluing conditions is not constant, only its component on \( \ker P \) is. So the coset states carry the same type of charge as the maximally symmetric ones, the D0-brane charge.

The coset D-branes can be obtained by the action of symmetry breaking Wilson operators on the maximally symmetric boundary states, according to (4.11):
\[
|B_{\text{coset}}, \mu, x, \sigma\rangle = W^\alpha_\sigma W^{\sigma\sigma}_x |B, 0, t\rangle.
\]

So, keeping the convention \( |\tilde{B}, 0, t, 0\rangle = |B, 0, t, 0\rangle + |RR, 1\rangle \) adopted in the maximally symmetric case, the completed boundary state reads:
\[
|\tilde{B}_{\text{coset}}, \mu, x, \sigma\rangle = |B_{\text{coset}}, \mu, x, \sigma\rangle \pm d_\sigma d_\mu |RR, 1\rangle,
\]
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where again, the sign depends on $x$. The charges of coset states are then given by:

$$\langle \tilde{B}_{\text{coset}}, \mu, x, \sigma | RR, e \rangle = \left\{ \begin{array}{ll} \pm d_{\sigma} d_{\mu} \mod M & \text{if } e = 1 \\ 0 \mod M & \text{if } e \perp 1 \end{array} \right. .$$

### 7.8 Twisted D-branes

To find the charge of the twisted supersymmetric boundary states, we should solve the gluing conditions (4.7) and (4.8) in $(g, g') V_{-\rho}$, which amounts to solving:

$$\begin{align*}
(g^{-1} J_n^a g + g'^{-1} \Omega(J_n^a g'))|B\rangle &= 0, \\
(g^{-1} \psi_n^a g + ig'^{-1} \Omega(\psi_n^a g'))|B\rangle &= 0
\end{align*} \quad (7.18)$$

in $V_{-\rho}$, where $\Omega$ is an outer automorphism of $\mathfrak{g}$. Any such outer automorphism of $\mathfrak{g}$ is conjugate to the automorphism $\Omega_D$ coming from the symmetry of the Dynkin diagram of $\mathfrak{g}$: $\Omega = \text{ad}_g \circ \Omega_D$. Recall also that $\Omega$ can be lifted to an automorphism of $G$, and that we have $\text{ad}_g \circ \Omega = \Omega \circ \text{ad}_\Omega g$ as operators on $\mathfrak{g}$. The system (7.18) can then be rewritten:

$$\begin{align*}
(J_n^a + \tilde{g} \Omega_D(J_n^a g^{-1})|B\rangle &= 0, \\
(\psi_n^a + ig \Omega_D(\psi_n^a g^{-1})|B\rangle &= 0
\end{align*} \quad (7.19)$$

where $\tilde{g} = g^{-1}(\Omega g)g$. As $\Omega_D$ preserves the total grading, $\text{ad}_g$ should also preserve it, so $g'H = (\Omega g)\tilde{g}^{-1}H$. $M$ is therefore the “twisted diagonal” in $G/H \times G/H$ defined by the previous equation. Again, the solution to the gluing conditions is constant on this diagonal, and we have:

$$|B_{-\rho}|_{\text{ker } P} = |RR, e_{\Omega_D}| .$$

where $e_{\Omega_D} = \prod_{\Omega_D e = -e} e$, for a suitable basis $\{e_i\}$ of the Cartan subalgebra diagonalizing $\Omega_D$. In particular, we see that branes twisted by distinct conjugated outer automorphisms carry the same charge.

In general, we cannot express every twisted boundary state from one of them using Wilson operators, as was done in the maximally symmetric case (7.12). However, the action of Wilson operators satisfies:

$$W^P_\lambda |B_{\Omega}, \mu, x\rangle = \sum_{\tilde{\nu} \in P_+^{\Omega}} N^\Omega_{\lambda \tilde{\nu}} |B_{\Omega}, \tilde{\nu}, x\rangle ,$$

where $N^\Omega_{\lambda \tilde{\nu}}$ are fusion rules for twisted representations [44]. As these relations must still hold after the completion of boundary states, we should have:

$$d_{\lambda} q_{\tilde{\nu}} = \sum_{\tilde{\nu} \in P_+^{\Omega}} N^\Omega_{\lambda \tilde{\nu}} q_{\tilde{\nu}} . \quad (7.20)$$

It was shown in [24] that a solution $q_{\tilde{\nu}}$ valued in $\mathbb{Z}/M\mathbb{Z}$ to these equations is provided by $q_{\tilde{\nu}} = d_{\tilde{\nu}} \mod M$. $d_{\tilde{\nu}}$ denotes dimension of the grade zero subspace of the $\Omega$-twisted representation of $\tilde{\mathfrak{g}}_k$ labeled by $\tilde{\nu}$. This grade zero subspace is a representation of the finite Lie subalgebra of $\mathfrak{g}$ left fixed by $\Omega$. 
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We learn that the charges of $\Omega$-twisted boundary states are given by:

$$\langle \tilde{B}_\Omega, \tilde{\mu}, x | RR, e \rangle = \left\{ \begin{array}{ll} \pm d_{\tilde{\mu}} \mod M & \text{if } e = e_{\Omega^D} \\ 0 \mod M & \text{if } e \perp e_{\Omega^D} \end{array} \right.$$  

Again, the $\pm$ sign depends on the label $x$. We remark that as $\langle RR, e_{\Omega^D} | RR, 1 \rangle = 0$, the twisted D-branes do not carry any D0-brane charge.

### 7.9 Twisted coset D-branes

The twisted coset states break the symmetry algebra down to $\hat{a}_\kappa \oplus \hat{f}_a \oplus \hat{c}/(\hat{a}_\kappa \oplus \hat{f}_a)$, and the twist $\tilde{\Omega} = \Omega^a \Omega$ is a product of an automorphism $\Omega$ of $\hat{c}$ and an automorphism $\Omega^a$ of $\hat{a}_\kappa \oplus \hat{f}_a$, extended trivially on the coset fields.

This case is much more complicated than the three previous ones. Except for the general principles described in section [7.3], we do not know any method other than case by case inspection to identify the manifold $M$ and compute $|B_{-\rho}\rangle$. We will study boundary states of this type in detail below, in the case of $G = SU(4)$. For now, we suppose that we obtained a component:

$$|B_{-\rho}\rangle = |RR, e_{\tilde{\Omega}}\rangle,$$

by solving the gluing conditions in $GV_{-\rho}$ and averaging the solutions over $M$.

Like for twisted states, it is in general not possible to express every twisted coset boundary state from one of them by the action of Wilson operators. However, from the explicit expressions of the twisted boundary states [17], we have the relations:

$$W_\lambda^\rho |B_{\tilde{\Omega}}, \tilde{\mu}, \tilde{\sigma}, x\rangle = \sum_{\tilde{\nu} \in P_{\tilde{\Omega},k}^+} N_{\lambda \tilde{\mu}}^{\tilde{\nu}} |B_{\tilde{\Omega}}, \tilde{\nu}, \tilde{\sigma}, x\rangle,$$

$$W_\tau^\rho |B_{\tilde{\Omega}}, \tilde{\mu}, \tilde{\sigma}, x\rangle = \sum_{\tilde{\nu} \in P_{\tilde{\Omega},\kappa}^+} N_{\tau \tilde{\sigma}}^{\tilde{\nu}} |B_{\tilde{\Omega}}, \tilde{\nu}, \tilde{\sigma}, x\rangle,$$

where $P_{\tilde{\Omega},\kappa}^+$ labels the $\Omega^a$-twisted representations of $\hat{a}_\kappa$ and $N_{\tau \tilde{\sigma}}^{\tilde{\nu}}$ are the corresponding twisted fusion rules. Imposing the same equations on the completed boundary states yields constraints on the charges, which are solved in the same way as for twisted states.

The charges of the twisted coset boundary states are therefore given by:

$$\langle B_{\tilde{\Omega}}, \tilde{\mu}, \tilde{\sigma}, x | RR, e \rangle = \left\{ \begin{array}{ll} \pm d_{\tilde{\mu}}d_{\tilde{\sigma}} \mod M & \text{if } e = e_{\tilde{\Omega}} \\ 0 \mod M & \text{if } e \perp e_{\tilde{\Omega}} \end{array} \right.$$  

As always, the $\pm$ sign depends on the label $x$, and $d_{\tilde{\mu}}$ and $d_{\tilde{\sigma}}$ are the dimensions of the representations of the subalgebras of $\mathfrak{g}$ and $\mathfrak{a}$ left fixed by $\tilde{\Omega}$ and $\Omega^a$, respectively.

### 7.10 Some remarks

- As technicalities may have obscured our point, let us state it again. We found the most general set of massless states in the Ramond-Ramond sector, and remarked that these
states live in a continuous family of modules that can be tied together into a bundle over $G/H \times G/H$. As this sector does not belong to the physical spectrum of the theory, we were forced to add to the boundary states a component in this sector. The most natural way of doing so is to solve the gluing conditions defining the boundary state in this virtual sector. Because we have not a single module, but a family of them, and that there is no reason to distinguish one of them from the others, we had to find all of the solutions to the gluing conditions, and average them. This determined a component on the cohomology for each boundary state. To fix the relative normalization of this component, we used the action of Wilson operators. The charges are then given by the overlaps between the completed boundary states and the test states.

- Note that the eigenvalues of Wilson operators on highest weight $\hat{g}_k$-modules are given by an analytic function \([5.10]\) on the space of weights. Therefore, using Wilson operators to fix the normalization of the boundary state in the virtual sector can be seen as the appropriate continuation of the components of the boundary state from the physical sector of the theory to $V_{-\rho}$. This continuation is not unique, and the ambiguity induces the periodicity of the charges.

- Our analysis of the solutions to the gluing conditions in $GV_{-\rho}$ is not completely rigorous. We are not certain that the disjoint union $\bigcup_i M_i$ described in section \([7.3]\) contains all of $M$. Moreover, for some types of boundary states, the averaging procedure may contain ambiguities. While these questions definitely deserve further study, the complete agreement with geometry that we will find in section \([9]\) seems to support our analysis.

- This procedure may not succeed when applied to hypothetical elementary boundary states that would not satisfy well-defined gluing conditions involving $\psi_0|_h$. Indeed, given a set of gluing conditions \([7.3]\), the element of $\text{ker} \: P$ solving them is uniquely determined, up to normalization. This normalization is then fixed by the action of Wilson operators. Now if a boundary state did not satisfy gluing conditions of the type of \([7.3]\), there could exist several linearly independent solutions to its gluing conditions with a non-trivial component on $\text{ker} \: P$. Then the action of the Wilson operators would clearly not be sufficient to fix the charge of this boundary state. Supersymmetric versions of the boundary states recently constructed in \([51]\) may have this property.

- Remark an interesting coincidence. Massless Ramond-Ramond states and a non-trivial cohomology of the supercharge appear only in the module $V_{-\rho}$. But it is also in this module only that the eigenvalue of the Wilson operator does not get renormalized by the generalized Kondo flow $d_{\tau} \mapsto W_\tau$. This crucial fact ensures that the charges we constructed are invariant under the Kondo flows. Note also that the states in the cohomology are supersymmetric with respect to both $G_0$ and $\tilde{G}_0$, so this phenomenon looks like one more instance of the general fact that supersymmetric quantities are often protected from renormalization. It may be interesting to understand it better from the point of view of representation theory.

- The equations \([8.17]\) \([7.8]\) \([7.9]\) \([7.20]\) obtained from the action of Wilson operators to determine the normalization of the charges of a set of elementary boundary states are
similar to the ones appearing in the earlier works \cite{21,20,46,23,24}, and we used the results of these authors to solve them. But we would like to point out here a fundamental difference in the way they were derived. In all the papers above, the structure of the flows or the action of marginal deformations of the WZW model was used to derive constraints on the charges, and these constraints took the form of the equations above. Here, we were forced to consider the action of Wilson operators as the only sensible way of fixing the normalization of the component of the completed boundary state in \(\ker P\). We did not make any assumption on the structure of the renormalization group flows. The quantization of the charges and their invariance under the RG flows is a consequence of our procedure, rather than a postulate.

- Actually, except in some specific cases, these equations do not allow to determine completely the charge of the boundary states. Indeed, given a boundary state, they determine an element in the appropriate \(\mathbb{Z}/M\mathbb{Z}\) factor, but only up to automorphisms of this cyclic group. This means that the charges assigned to members of a given family of state linked by Kondo flows are determined only up to automorphisms of \(\mathbb{Z}/M\mathbb{Z}\). As long as we work with a single family, this is irrelevant, but when we consider two distinct families of boundary states which carry charges in the same factor \(\mathbb{Z}/M\mathbb{Z}\), then this indeterminacy is relevant. Given two boundary states belonging to distinct Kondo families but carrying charges in the same \(\mathbb{Z}/M\mathbb{Z}\) factor, we cannot compare their charges. This constitutes a shortcoming of our construction.

- We saw that the cohomology of the supercharge leads to \(2^r\) independent charges. However, in all the examples we will construct (see the next section), the boundary states couple only to \(2^{r-1}\) of them. Indeed, the known boundary states couple only to test states \(|RR, e\rangle\), with \(e \in \wedge(\mathfrak{h}/\mathfrak{Ch}^\rho)\), where \(h^\rho\) is the generator in the Cartan subalgebra associated to the Weyl vector of \(\mathfrak{g}\). The fact that D-branes cannot couple to elements in \(\wedge(\mathfrak{h}/\mathfrak{Ch}^\rho) \wedge h^\rho\) will be confirmed by the geometric analysis of the charges to be undertaken in section 9. Basically, a brane coupling to such a state would wrap non-trivially the homology class of the 3-sphere in the Lie group, which is impossible because there is a non-trivial NS-NS flux through this cycle.

The set of possible charges for the boundary state is therefore given by:

\[(\mathbb{Z}/M\mathbb{Z})^{(2^r-1)}\,.

This group coincides with the twisted K-theory of the target space Lie group \(G\) \cite{19}. This confirms the intimate link between twisted K-theory, invariants of the renormalization group flows and (a generalization of) Ramond-Ramond charges. We have not found yet a direct interpretation of our algebraic construction in term of K-theory, though.

8 Examples

We now turn to some examples. We are mostly interested in determining what type of charges each of the Kondo families of boundary states carry. The magnitude of the charge of each state in a family is determined (up to an automorphism of \(\mathbb{Z}/M\mathbb{Z}\)) as described in sections \(7.6\) to \(7.9\).
8.1 $SU(2)$

There are only two families of boundary states in our classification that can be realized in $SU(2)$. The first are the maximally symmetric boundary states, and we already know that they carry a charge along $|RR, 1\rangle$.

Another type of boundary states, the “B-type” branes, were constructed in [46], using what can now be identified as a twisted coset construction. The subalgebra $\mathfrak{a}$ is a $u(1)$ sitting in $\mathfrak{su}(2)$, and the automorphism is the sign reversal on $u(1) \simeq \mathbb{R}$. Choosing $e^3$ as the generator of $u(1)$, the gluing conditions on the grade zero subspace of the preserved algebra satisfied by such states are therefore:

$$(J_0^3 - J_0^3)|B\rangle = 0, \quad (\psi_0^3 - i\psi_0^3)|B\rangle = 0,$$

as well as gluing conditions on the coset fields (which in this case form the vertex algebra of parafermions). These gluing conditions can be solved in $V_{-\rho}$, and the corresponding element in $\ker P$ is $|RR, e^3\rangle$. According to the results of section 7.3 one should also consider gluing conditions of the form:

$$(g^{-1}J_0^3g - g'^{-1}J_0^3g')|B\rangle = 0, \quad (g^{-1}\psi_0^3g - i\psi_0^3g')|B\rangle = 0$$

in $V_{-\rho}$. They can also be solved for $g = g' = \hat{g}$, such that $\text{ad}_\hat{g}$ is the unique nontrivial element in the Weyl group. The corresponding element of $\ker P$ is $|RR, we^3\rangle = -|RR, e^3\rangle$. Other couples $(g, g')$ do not preserve the triangular decomposition of $g$.

The charge therefore vanishes, according to the expectations of [46]. Remark that the test state $|RR, e^3\rangle$ associated with the Weyl vector of $\mathfrak{su}(2)$ does not seem to couple to any boundary state.

8.2 $SU(3)$

In $SU(3)$, we have the maximally symmetric boundary states which carry D0-brane charge along $|RR, 1\rangle$, but also boundary states twisted with respect to an outer automorphism $\Omega$ of $SU(3)$. We are free to choose any outer automorphism, because they differ from each other by conjugations by elements of $SU(3)$. So let us pick $\Omega$ to be the automorphism generated by the symmetry of the Dynkin diagram of $\mathfrak{su}(3)$, which preserves the triangular decomposition. According to the derivation above, twisted states carry a charge along the element of the exterior algebra $\wedge \mathfrak{h}$ corresponding to the volume form of the eigenspace of eigenvalue $-1$ of $\Omega$. This eigenspace is one-dimensional, given by the difference of the two simple roots $\alpha_1$ and $\alpha_2$, so the twisted states carry a charge $|RR, h^{\alpha_1-\alpha_2}\rangle$, where $h^\lambda$ is the element of $\mathfrak{h}$ dual to $\lambda \in \mathfrak{h}^*$.

Note again that the test states in the subspace generated by the elements $h^\rho$ and $h^\rho \wedge h^{\alpha_1-\alpha_2}$ of $\wedge \mathfrak{h}$ do not couple to any known boundary state ($\rho = \alpha_1 + \alpha_2$ in $\mathfrak{su}(3)$).

8.3 $SU(4)$

We have again maximally symmetric boundary states which carry a charge along $|RR, 1\rangle$, and twisted states which carry a charge along $|RR, h^{\alpha_1-\alpha_3}\rangle$. (The outer automorphism of $SU(4)$ induced from the symmetry of the Dynkin diagram exchanges the simple roots $\alpha_1$ and $\alpha_3$.) Let us now examine some twisted coset boundary states.
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Twisted coset states from the embedding of $SU(3)$

In [28], the authors constructed twisted coset boundary states associated with the embedding $SU(3) \subset SU(4)$, and conjectured that they should carry all the possible K-theory charges of $SU(4)$.

So let us follow [28] and consider the complex conjugation automorphism $\Omega_{C3}$ of $SU(3)$, extended trivially on the coset fields. It does not preserve the triangular decomposition of $SU(4)$, but it can be expressed as $\text{ad}_g \circ \Omega_{D3}$, where $\Omega_{D3}$ coincides on $SU(3)$ with the automorphism generated by the symmetry of the Dynkin diagram of $SU(3)$. $\hat{g}$ is given explicitly by:

$$\hat{g} = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}.$$  \hspace{1cm} (8.1)

$\Omega_{D3}$ preserves the triangular decomposition and acts trivially on the coset fields. Therefore the gluing conditions can be solved in $(1, \hat{g})V_{\rho_\rho}$, and using our result for $SU(3)$, we see that the resulting element of the cohomology is $|RR, h^{\alpha_1 - \alpha_2}|$. According to section 7.3 we can also solve the gluing conditions in $(a, \Omega_{C3}(a) \hat{g})$, $a \in SU(3)$, and these elements constitute $M_0$. One can check that the image in $\ker P$ of the solution to the gluing conditions is constant over $M_0$.

There are also some $M_i$, $i > 0$. To identify them, one should look for pairs of elements $(w_i, w'_i)$ of the Weyl group of $su(4)$ such that $w'_i \circ \Omega_{D3} \circ w_i^{-1}$ preserves the triangular decomposition of $su(4)$. We should also identify pairs which differ from each other by the left action of an element of the twisted diagonal $(a, \Omega_{C3}(a)), a \in SU(3)$, because each of them map $M_0$ onto the same $M_i$. Explicit numerical computations with the Weyl group of $SU(4)$ exhibit eight such classes. Representatives can be taken to be all of the form $(w, w)$, and are given explicitly by:

<table>
<thead>
<tr>
<th>$w$</th>
<th>Action on $(\alpha_1, \alpha_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>id</td>
<td>$(\alpha_1, \alpha_2) \mapsto (\alpha_1, \alpha_2)$</td>
</tr>
<tr>
<td>$r_{\alpha_3}$</td>
<td>$(\alpha_1, \alpha_2) \mapsto (\alpha_1, \alpha_2 + \alpha_3)$</td>
</tr>
<tr>
<td>$r_{\alpha_1} \circ r_{\alpha_2} \circ r_{\alpha_3}$</td>
<td>$(\alpha_1, \alpha_2) \mapsto (\alpha_2, \alpha_3)$</td>
</tr>
<tr>
<td>$r_{\alpha_2} \circ r_{\alpha_3}$</td>
<td>$(\alpha_1, \alpha_2) \mapsto (\alpha_1 + \alpha_2, \alpha_3)$</td>
</tr>
</tbody>
</table>

where $r_{\alpha_i}$ is the reflection with respect to the plane orthogonal to $\alpha_i$. The charge is therefore given by:

$$|B_{-\rho}| \sim |RR, h^{\alpha_1 - \alpha_2} + h^{\alpha_1 - \alpha_2 - \alpha_3} + h^{\alpha_2 - \alpha_3} + h^{\alpha_1 + \alpha_2 - \alpha_3}| \sim |RR, h^{\alpha_1 - \alpha_3}|,$$

so these boundary states carry the same charge as the boundary states twisted by the outer automorphism of $SU(4)$. This already rules out the conjecture of [28], according to which all the possible K-theory charges can be realized by such boundary states. We will see in the next section that this result could have been guessed from purely geometric considerations.

The remaining family of boundary states appearing in the construction of [28] are states twisted by the composition of the complex conjugation automorphism $\Omega_{C4}$ of $SU(4)$ with the

---

8We specialize here their construction in $SU(n)$ to the case of $SU(4)$.  
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complex conjugation automorphism $\Omega_{C3}$ of $SU(3) \subset SU(4)$. This product of automorphism does not preserve the triangular decomposition of $g$, so the corresponding gluing conditions cannot be solved in $V_{\rho}$. According to the principles exposed in section 7, it is possible to solve them in another fiber $(g, g')V_{\rho}$ of $GV_{\rho}$ only if $\text{ad}_g \circ \Omega_{C4} \circ \Omega_{C3} \circ \text{ad}_g$ preserves the triangular decomposition. This happens for $g = \hat{g}$, $g' = \hat{g}'$ for $\hat{g}$ given by (8.1) and:

$$
\hat{g}' = \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{pmatrix}.
$$

(8.3)

because we then have $\text{ad}_{\hat{g}'} \circ \Omega_{C4} = \Omega_{D4}$ and $\Omega_{C3} \circ \text{ad}_{\hat{g}} = \Omega_{D3}$, where $\Omega_{D4}$ and $\Omega_{D3}$ are the automorphisms of $su(4)$ and $su(3)$ generated by the Dynkin diagram symmetries. So we can solve the gluing conditions in $(\hat{g}, \hat{g}')V_{\rho}$. The pairs of Weyl group elements are now of the form $(w, \Omega_{D4}w)$, with $w$ any element in the list (8.2). To express the corresponding solutions to the gluing conditions, we use the principal basis (see section 9):

$$
(\hat{h}^1)^* = \frac{1}{\sqrt{20}}(3\alpha_1 + 4\alpha_2 + 3\alpha_3)
$$

$$
(\hat{h}^2)^* = \frac{1}{2}(\alpha_1 - \alpha_2)
$$

$$
(\hat{h}^3)^* = \frac{1}{\sqrt{20}}(\alpha_1 - 2\alpha_2 + \alpha_3)
$$

(8.4)

and decompose $\tilde{\psi}_0|_0$ on this basis to get generators $\tilde{\psi}_0^j$. We also have to pick a lift $\hat{\Omega}$ of $\Omega_{D4} \circ \Omega_{D3}$ into $\text{Pin}(r)$ ($r$ being the rank $g$). We choose:

$$
\hat{\Omega} = \frac{1}{\sqrt{6}} \left(1 - \sqrt{5}\tilde{\psi}_0^2\tilde{\psi}_0^3\right).
$$

One can check that the adjoint action of $\hat{\Omega}$ on the basis element $\tilde{\psi}_0^j$ reproduces the action of $\Omega_{D4} \circ \Omega_{D3}$. Now (minus) the elementary Weyl reflections are implemented into $\text{Pin}(r)$ by the adjoint action of the following elements:

$$
w = r_{a_1} : (\tilde{u})_{\tilde{\psi}} = \frac{1}{\sqrt{2}} \left(\frac{1}{\sqrt{5}}\tilde{\psi}_0^2 - \tilde{\psi}_0^3 + 2\sqrt{2}\tilde{\psi}_0^0\right)
$$

$$
w = r_{a_2} : (\tilde{u})_{\tilde{\psi}} = \frac{1}{\sqrt{10}} \left(\tilde{\psi}_0^2 - 3\tilde{\psi}_0^0\right)
$$

$$
w = r_{a_3} : (\tilde{u})_{\tilde{\psi}} = \frac{1}{\sqrt{2}} \left(\frac{1}{\sqrt{5}}\tilde{\psi}_0^1 + \tilde{\psi}_0^2 + 2\sqrt{2}\tilde{\psi}_0^0\right).
$$

These are just the expression of the unit vectors along the simple roots in the basis (8.1). To apply the prescription (7.6), we have to compute $\tilde{p}(\tilde{u}')_{\tilde{\psi}}\hat{\Omega}(\tilde{u})^{-1}_{\tilde{\psi}}$ for each $w$ in the list (8.2) and for $w' = \Omega_{D4}w$. We get:

<table>
<thead>
<tr>
<th>$w$</th>
<th>$(\tilde{u}')<em>{\tilde{\psi}}\hat{\Omega}(\tilde{u})^{-1}</em>{\tilde{\psi}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{id}$</td>
<td>$\frac{1}{\sqrt{6}} - \sqrt{\frac{5}{6}}\tilde{\psi}_0^2\tilde{\psi}_0^3$</td>
</tr>
<tr>
<td>$r_{a_3}$</td>
<td>$\sqrt{\frac{2}{3}} - \frac{1}{\sqrt{20}}\tilde{\psi}_0^1\tilde{\psi}_0^2 - \sqrt{\frac{3}{10}}\tilde{\psi}_0^2\tilde{\psi}_0^3$</td>
</tr>
<tr>
<td>$r_{a_1} \circ r_{a_2} \circ r_{a_3}$</td>
<td>$\frac{1}{\sqrt{6}} + \sqrt{\frac{5}{6}}\tilde{\psi}_0^2\tilde{\psi}_0^3$</td>
</tr>
<tr>
<td>$r_{a_2} \circ r_{a_3}$</td>
<td>$\sqrt{\frac{2}{3}} + \frac{1}{\sqrt{20}}\tilde{\psi}_0^1\tilde{\psi}_0^2 + \sqrt{\frac{3}{10}}\tilde{\psi}_0^2\tilde{\psi}_0^3$</td>
</tr>
</tbody>
</table>

---

9These computations are most efficiently performed with a program dealing with Clifford algebras. We used the Mathematica package Clifford.m [55] that can be found at http://www.fata.unam.mx/aragon/software/.
Summing these four terms gives $\sqrt{6}$ (as a Clifford element), which shows that these boundary states carry only D0-brane charge along $|RR, 1\rangle$.

Therefore in the case of $SU(4)$, the boundary states constructed in [25] do not carry any new charge compared to maximally symmetric and twisted boundary states.

**Twisted coset states from the embedding of the Cartan torus**

In [27], the same authors presented another set of boundary states which may carry all of the possible K-theory charges. They used the twisted coset construction, using this time the Cartan torus as subgroup, and reflexions across perpendicular hyperplanes in the Cartan subalgebra as automorphisms. The specific orthonormal basis in the Cartan subalgebra of $SU(4)$ chosen in [27] is $(h^1, h^2, h^3)$, with:

\[
(h^1)^* = \frac{1}{\sqrt{2}}\alpha_2, \\
(h^2)^* = \sqrt{\frac{2}{3}}(\alpha_1 + \frac{1}{2}\omega_3), \\
(h^3)^* = \frac{2}{\sqrt{3}}\omega_3 = \frac{1}{2\sqrt{3}}(\alpha_1 + 2\alpha_2 + 3\alpha_3),
\]

where $\omega_3$ is the third fundamental weight. Let us define $\hat{\Omega}$ to be diag$(\pm 1, \pm 1, 1)$ in this basis, and the identity outside the Cartan subalgebra. Set $\Omega = \hat{\Omega} \circ (\Omega_{C4})^\epsilon$, where as above $\Omega_{C4}$ is complex conjugation on $\mathfrak{su}(4)$ and $\epsilon = 0, 1$. We want to compute the charges carried by the twisted coset states constructed from $\Omega$.

If $\hat{\Omega} = \text{id}$, we recover the maximally symmetric boundary states or the twisted ones, depending on the value of $\epsilon$.

If we have a non-trivial $\hat{\Omega}$ with $\epsilon = 0$, $\Omega$ preserves the Cartan subalgebra and the grading, so we can solve the gluing conditions defining the boundary state in $V_{-\rho}$. The component in the cohomology is given by $|RR, e\Omega\rangle$, where $e\Omega \in \wedge \mathfrak{h}$ is the volume form on the eigenspace of eigenvalue $-1$. We also have to look for pairs $(w, w')$ of elements of the Weyl group $W$ such that $w' \circ \Omega \circ w^{-1}$ preserves the Cartan subalgebra and the grading. But this is the case for any diagonal element $(w, w)$, $w \in W$. The component $|B_{-\rho}\rangle$ to be added to the boundary state in ker $P$ therefore reads:

\[
|B_{-\rho}\rangle = \sum_{w \in W} |RR, w e\Omega\rangle.
\]

If the negative eigenspace of $\Omega$ has dimension 1, $|B_{-\rho}\rangle = 0$, as we are averaging an element of the Cartan subalgebra over the Weyl group. If it has dimension 2, $e\Omega = h^1 \wedge h^2$ and we see that $|RR, e\Omega\rangle + |RR, e\Omega\rangle = 0$, which implies that the average over the whole Weyl group also vanishes. So none of these states carry any charge. This canceling phenomenon similar to the one we noticed for parafermionic B-branes in $SU(2)$.

If $\epsilon = 1$ and $\hat{\Omega}$ is non-trivial, the analysis is a bit more delicate, because $\Omega_{C4}$ does not preserve the triangular decomposition of $\mathfrak{g}$. However, we have the relation $\Omega_{C4} = \text{ad} g^{-1} \circ \Omega_{D4}$, where again $\Omega_{D4}$ is the automorphism generated from the Dynkin diagram of $\mathfrak{su}(4)$, and $g'$ is the group element $[5,3]$. Therefore $\hat{\Omega} \circ \Omega_{C4} = \Omega_{C4} \circ \hat{\Omega} = \text{ad} g^{-1} \circ \Omega_{D4} \circ \hat{\Omega}$. Now $\Omega' := \Omega_{D4} \circ \hat{\Omega}$ obviously preserves the triangular decomposition of $\mathfrak{g}$, so we can solve the gluing conditions in
(1, \delta^* V_{-\rho}, and this is equivalent to solving the gluing conditions for \Omega' in V_{-\rho}. Let us now try to find the other solutions. If \omega' \circ \Omega' \circ w^{-1} preserves the triangular decomposition, for w, w' in the Weyl group, then \omega' \circ \Omega_{D4} \circ w^{-1} also does, because \Omega acts non trivially only on the Cartan subalgebra. The condition that positive root spaces be mapped into positive root spaces forces w' = \Omega_{D4} w. We should now solve the gluing conditions \langle \psi_0^j + i\Omega' \tilde{\psi}_0^j | B \rangle = 0 in ker P, and average with the action of the (whole) Weyl group.

As this involves summing twenty-four Clifford elements, we will not write the computation explicitly here. The analysis is completely analogous to the one performed at the end of the previous section for the boundary states twisted by both outer automorphisms of SU(3) and SU(4). The resulting charges all vanish.

This analysis rules out the conjecture of [27] as well. Interestingly, the problem of finding boundary states accounting for all of the possible charges in SU(n), n > 3 is still open.

Let us however recall again that the formula used to perform the average in the case of the boundary states twisted by both the automorphism of SU(4) and of the subalgebra may be dependent of the particular choice of lift into Pin of the Weyl group elements we average on.

9 Relation to homology\footnote{Thanks to Rudolf Rohr for his patience when answering our numerous questions on the Kostant conjecture. For some background on the algebraic models of Lie group cohomology, see for instance [66, 67].}

In this section, we discuss how our construction can be interpreted in term of the familiar (co)homological classifications of D-branes.

9.1 The Kostant conjecture

It is well known that the cohomology classes of Lie groups are in bijection with bi-invariant (that is left and right invariant) forms. Such a form \omega is completely determined by its component e_\omega in (\bigwedge T^*)_1 G \sim \bigwedge \mathfrak{g}^*, the fiber at the identity element 1 \in G of the exterior algebra of the cotangent bundle. The requirement that the form is bi-invariant means that e_\omega \in \bigwedge \mathfrak{g}^* is invariant under the coadjoint action of \mathfrak{g} on \bigwedge \mathfrak{g}^*. This provides an algebraic model for the cohomology of Lie group:

\[ H^*(G, \mathbb{R}) = \left( \bigwedge \mathfrak{g}^* \right)^\mathfrak{g}, \]

where \((\ldots)^\mathfrak{g}\) denotes the invariant part under the action of \mathfrak{g}. Naturally, we also get a model for homology:

\[ H_*(G, \mathbb{R}) = \left( \bigwedge \mathfrak{g} \right)^\mathfrak{g}, \]

where \mathfrak{g} acts now by the adjoint action.

Recall also that the homology ring \bigwedge (\mathfrak{g})^\mathfrak{g} is generated by the subspace of primitive elements P \subset \bigwedge \mathfrak{g}, so that \bigwedge (\mathfrak{g})^\mathfrak{g} = \bigwedge P. Their degrees are given by twice the exponents of the Lie algebra plus one, and their precise definition can be found in [66], section V.4. Integer valued homology and cohomology can also be described by the corresponding \mathbb{Z} valued rings generated by suitably normalized primitive elements.
These two rings have dimension $2^r$, where $r$ is the rank of the Lie algebra. Recall that our test states were classified by $\bigwedge \mathfrak{h}$, which is also $2^r$-dimensional. It turns out that there is a natural map between these two rings, which have received some attention in the Lie representation literature in the context of the so-called Kostant conjecture [68]. Let us describe this map.

There is a (anti)symmetrization map from the exterior algebra to the Clifford algebra:

$$s : \bigwedge \mathfrak{g} \rightarrow \text{Cl}(\mathfrak{g})$$

$$e^1 \wedge e^2 \wedge ... \wedge e^m \mapsto \frac{1}{m!} \sum_{\sigma \in S_m} \text{sgn}(\sigma) e^{\sigma(1)} \cdot e^{\sigma(2)} \cdot ... \cdot e^{\sigma(m)},$$

where $S_m$ is the symmetric group of order $m$, $\text{sgn}$ is the sign map and $\cdot$ is the Clifford product. $s$ is an isomorphism of vector spaces. It restricts to a (vector space) isomorphism of the invariant parts:

$$s : \left( \bigwedge \mathfrak{g} \right)^0 \rightarrow \text{Cl}(\mathfrak{g})^0.$$

The Harish-Chandra map $hc$ sends $\text{Cl}(\mathfrak{g})^0$ to $\text{Cl}(\mathfrak{h})$. Its precise definition can be found in [68]. Informally, it can be described as a normal ordering with respect to the triangular decomposition of $\mathfrak{g}$, followed by an orthogonal projection on $\text{Cl}(\mathfrak{h}) \subset \text{Cl}(\mathfrak{g})$.

Finally, there is a map $c$, the Chevalley map, which identifies $\text{Cl}(\mathfrak{h})$ and $\bigwedge \mathfrak{h}$ as vector spaces. Denote $\epsilon(h)$, $h \in \mathfrak{h}$ the endomorphism of $\bigwedge \mathfrak{h}$ consisting of left multiplication by the element $h : \epsilon(h)(x) = h \wedge x$. Denote by $\iota(h)$ the endomorphism of $\bigwedge \mathfrak{h}$ consisting of the contraction of elements of $\bigwedge \mathfrak{h}$ with $h$. Let $\gamma(h) = \epsilon(h) + \iota(h)$. It can be shown that $\gamma$ extends to a homomorphism $\text{Cl}(\mathfrak{h}) \rightarrow \text{End} \bigwedge \mathfrak{h}$. Define finally $c(h) = \gamma(h)(1)$, for an arbitrary $h \in \text{Cl}(\mathfrak{h})$ (that is, apply $\gamma(h) \in \text{End} \bigwedge \mathfrak{h}$ to $1 \in \bigwedge \mathfrak{h}$).

A non trivial result is that the sequence of maps $\Phi = c \circ hc \circ s : \left( \bigwedge \mathfrak{g} \right)^0 \rightarrow \bigwedge \mathfrak{h}$ is an isomorphism of algebras [68]. Indeed this is not obvious, because the maps $c$ and $s$ are only isomorphisms of vector spaces.

To state the Kostant conjecture, we need one more ingredient, the principal basis of the Cartan subalgebra [69,70]. Consider the principal $\mathfrak{sl}(2)$ subalgebra of $\mathfrak{g}$, that is, the $\mathfrak{sl}(2)$ subalgebra containing $\rho^+ \in \mathfrak{h}$ and $e^+ = \sum \alpha e^\alpha$, where the sum runs over the simple roots of $\mathfrak{g}$. $e^\alpha$ is the generator of the corresponding root space, and $\rho^+$ is half the sum of the positive coroots. These two elements determine a unique $e^-$ such that $\{e^+, \rho^+, e^-\}$ generate a subalgebra isomorphic to $\mathfrak{sl}(2)$, the principal subalgebra. $\mathfrak{g}$ decomposes into a direct sum of module for the principal subalgebra, and restricting this decomposition to the Cartan subalgebra $\mathfrak{h}$, we get an orthogonal decomposition of $\mathfrak{h}$. We therefore get a canonical orthogonal basis of $\mathfrak{h}$, the principal basis. For instance, the adjoint module of the principal subalgebra always determines a subspace $\mathbb{C} \rho^+$, and $\rho^+$ can be taken as an element of the orthogonal basis.

The Kostant conjecture states that the image by $\Phi$ of the primitive elements $\{p_i\}$ are monomials of degree one in $\bigwedge \mathfrak{h}$. Moreover, $\{\Phi(p_i)\}$ form an orthonormal basis of $\mathfrak{h}$, which coincides with the principal basis induced from the principal decomposition of the Langlands dual $\mathfrak{g}^\vee$ of $\mathfrak{g}$. (Recall that the roots of Langlands dual algebra coincide with the coroots of the original Lie algebra.) We denote this basis by $\{\hat{h}^i\}$. This conjecture is actually a theorem for all of the infinite series $A$, $B$, $C$ and $D$ and for $F_2$ [68]. It remains a conjecture only for the other exceptional Lie algebras.
The isomorphism $\Phi$ gives us the possibility of interpreting the abstract charges provided by our procedure as homology charges. If a brane has been assigned a charge $|B_{-\rho}| \in \ker P \sim \wedge h$, one can decompose it into a (exterior) polynomial in the elements $\{h^i\}$ of the principal basis of the Langlands dual. Each element of the principal basis corresponds to a primitive element, which itself corresponds to an elementary homology class.

Let us note that the homology class of degree 3, present in all compact simple Lie groups, always corresponds to $h^3 \in \wedge h$ under the Kostant conjecture. It is well known that D-branes cannot wrap the homology class of the 3-sphere in Lie groups, because there is a non-trivial NS-NS flux through it. This flux makes it impossible to find a globally defined potential for the NS-NS 3-form on the brane worldvolume, what makes the Wess-Zumino term in the open string WZW action ill-defined. We conjecture that D-branes will couple only to states in $\wedge(h/\mathbb{C}e^\rho)$, a property that we checked in the various examples. Moreover, we expect integer overlaps between any D-brane state and the test states labeled by integer polynomials in the generators of the principal basis (after a suitable normalization of these generators). This property was also satisfied in the examples, but definitely needs to be tested further. As we already mentioned in the remarks above, if we discard test states outside $\wedge(h/\mathbb{C}e^\rho)$, we get a $2^{r-1}$ dimensional space of test states, and the possible charges of the branes live in:

$$\left(\mathbb{Z}/M\mathbb{Z}\right)^{2^{r-1}}.$$  

This charge group precisely coincides with the twisted K-theory of the Lie group.

### 9.2 Back to the examples

Let us now return to our examples and compare the algebraic charges we computed in section 8 with homology. We are here implicitly taking a limit where the level $k$ of the sWZW model is sent to infinity, so that we can see the D-branes as submanifolds of the Lie group $G$ and compute their homology charges. While this geometrical picture breaks down for finite $k$, the algebraic approach developed above for the computation of the charges is well-defined for any $k$.

As they couple to $|RR, 1\rangle$ only, we immediately see that maximally symmetric D-brane never carry any homology charge. This phenomenon is well-known $\cite{3,4}$: they are stabilized by a $U(1)$ flux on their worldvolume.

The homology of $SU(2)$ contains only the class $h_3$ corresponding to the 3-sphere forming the group manifold $SU(2)$. The parafermionic B-branes of $SU(2)$ can be seen as thickened D1-strings $\cite{3}$, so they are not expected to carry any charge, as has been confirmed by our computation.

The homology of $SU(3)$ is given by $\wedge P$, where $P$ is generated by primitive elements $p_1$ of degree 3 and $p_2$ of degree 5 which correspond respectively to the homology class of the 3-sphere and of the 5-sphere (homologically, $SU(3) \sim S^3 \times S^5$). $SU(3)$ (as well as $SU(n)$) is its own Langlands dual. Under the principal decomposition, the adjoint representation of $\mathfrak{su}(3)$ decomposes into $(2) \oplus (4)$. We use here Dynkin index notation for the representation of the principal $\mathfrak{su}(2)$. The intersection of $(2)$ with $\mathfrak{h}$ gives $h^{\alpha_1 + \alpha_2}$, which is the image under $\Phi$ of $p_1$, and the intersection of $(4)$ with $\mathfrak{h}$ gives $h^{\alpha_1 - \alpha_2}$, which is the image under $\Phi$ of $p_2$. We saw
that the twisted branes couple to the Ramond-Ramond test state associated with \( h^{\alpha_1 - \alpha_2} \), so we expect them to carry a non-trivial homology charge with respect to the class of the 5-sphere. This was shown from geometric considerations in \cite{22}, indeed.

The homology of \( SU(4) \) is given by \( \wedge P \), where \( P \) is generated by primitive elements of degree 3, 5 and 7. They correspond respectively to the homology class of the 3-sphere, of the 5-sphere and of the 7-sphere sitting in \( SU(4) \). The data coming from the principal decomposition of the Cartan subalgebra is summarized in the table below:

<table>
<thead>
<tr>
<th>( \mathfrak{sl}(2) )-module</th>
<th>Basis element in ( \mathfrak{h} )</th>
<th>Homology class</th>
<th>( \Omega )-parity</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2)</td>
<td>( h^{3\alpha_1 + 4\alpha_2 + 3\alpha_3} )</td>
<td>3-sphere</td>
<td>+</td>
</tr>
<tr>
<td>(4)</td>
<td>( h^{\alpha_1 - \alpha_3} )</td>
<td>5-sphere</td>
<td>−</td>
</tr>
<tr>
<td>(6)</td>
<td>( h^{\alpha_1 - 2\alpha_2 + \alpha_3} )</td>
<td>7-sphere</td>
<td>+</td>
</tr>
</tbody>
</table>

The first column lists the Dynkin indices of the \( \mathfrak{sl}(2) \)-modules appearing in the decomposition of the adjoint representation of \( \mathfrak{su}(4) \) under the action of the principal subalgebra. The second column shows the basis element determined by the module. The third column describes the corresponding homology class, and the last column shows the parity of this class under the action of the outer automorphism of \( SU(4) \).

Recall that we found that the D-branes twisted by the automorphism of \( SU(4) \) carried a charge along \( h^{\alpha_1 - \alpha_3} \), so they wrap around the 5-sphere in \( SU(4) \). One can also check this geometrically. For instance, the D-brane passing through the identity element wraps the conjugacy class \( C_\Omega = \{ g \Omega_{D4}(g^{-1}) \mid g \in SU(4) \} \). This means that the tangent space to the D-brane is the negative eigenspace of \( \Omega_{D4} \), which is five-dimensional. Moreover, if \( \Omega_{D4} x = -x \) and \( g = \exp x \), then \( \Omega_{D4} g^{-1} = g \). So we even have \( C_\Omega = \{ \exp x \mid x \in \mathfrak{su}(4), \Omega_{D4} x = -x \} \). One can therefore write explicitly the conjugacy class as:

\[
\begin{pmatrix}
  z_1 & z_2 & z_3 & 0 \\
  -\bar{z}_2 & \bar{z}_1 & 0 & z_3 \\
  -\bar{z}_3 & 0 & \bar{z}_1 & -z_2 \\
  0 & \bar{z}_3 & \bar{z}_2 & z_1
\end{pmatrix},
\]

with \(|z_1|^2 + |z_2|^2 + |z_3|^2 = 1\), so it is topologically a 5-sphere. It remains to check that it carries a non-trivial homology charge. This can be done using the fact that \( C_\Omega \) defines a map \( SU(4) \to S^5 \), where \( i \) is the inclusion. \( i \circ f \) is given by the (Lie group) product of two maps : \( i \circ f = \text{id} \cdot (\Omega_{D4} \circ \text{inv}) \), where \( \cdot \) is the product on the group and \( \text{inv} \) the inversion map. To check that the homology is non-trivial is equivalent to checking that the cohomology class \([i^* \phi_5]\) of the pull-back of the bi-invariant 5-form \( \phi_5 \) of \( SU(4) \) onto \( S^5 \) is a non-zero multiple of the class \([\omega]\) of the volume form \( \omega \) on \( S^5 \). There is no simple way of verifying this directly, but we can check that \([i \circ f]^* \phi_5]\) is non-trivial, which implies that \([i^* \phi_5]\) is non-trivial either. To this end, we just use that \([f_1 \cdot f_2]^* \phi_5] = [f_1^* \phi_5] + [f_2^* \phi_5]. \phi_5\) is multiplied by \( -1 \) under inversion, as any odd form, but there is another \( -1 \) factor from the outer automorphism. Therefore \([i \circ f]^* \phi_5] = 2[\phi_5]\), and \( C_\Omega \) is non-trivial in homology indeed.

\footnote{Thanks to Pavol Severa for some help on this point.}
Concerning the states constructed with the twisted coset construction from the subgroup $SU(3) \subset SU(4)$, geometry also leads us to expect them to carry a homology charge along $S^5$. If we consider again the twisted D-brane passing through the identity element of the group, we know from [22] that it is a 5-dimensional submanifold wrapping the homology class of $S^5$ in $SU(3)$. The image of this homology class under the push-forward induced by the inclusion $SU(3) \subset SU(4)$ is the homology class of $S^5$ of $SU(4)$, so we expect the boundary states twisted with respect to $SU(3)$ to wrap $S^5$, like the states twisted by the automorphism of $SU(4)$.

This shows that already from purely geometrical considerations, one can guess that the D-branes twisted by the automorphisms of $SU(4)$ and $SU(3)$ carry the same type of charge, as was showed by our algebraic analysis.

We therefore find a complete agreement between the geometrical and CFT pictures of the D-brane charges.

10 Discussion and conclusion

Despite its successes, our construction does have some shortcomings. We saw that we cannot compare the charges of boundary states belonging to two distinct Kondo families carrying charges in the same factor $\mathbb{Z}/M\mathbb{Z}$. In particular, we know that in $SU(4)$, the boundary states twisted by the automorphisms of $SU(4)$ and $SU(3)$ carry a charge along $|RR, h^{\alpha_1 - \alpha_2}|$, but we cannot compare the magnitude of the charges between boundary states of the two families. As we mentioned earlier, our procedure may not be applicable for some boundary states which break too many of the bulk symmetries, and the averaging procedure is not always completely well-defined, what constitutes a second shortcoming. Let us also emphasize that we restricted our discussion to simply connected Lie groups when we chose the charge conjugation modular invariant for the bosonic part of the SWZW model. The extension of these results to non simply connected Lie groups seems to be non trivial.

We believe that this construction should have a conceptual mathematical interpretation that we have been unable to find up to now. A proper mathematical formulation may overcome the two shortcomings described above. It could also help to establish a clear link between our algebraic charges and the twisted K-theory of the Lie group, beyond the mere observation of their isomorphism.

An interesting problem would be to identify more boundary RG flows that do not fall into the family of generalized Kondo flows, and check whether the charges we obtained are really invariant. We saw that this is true for the flows described in [63]. Interestingly, our results indicate that the problem of constructing boundary states carrying charges from each of the factors of (1.1) is still open beyond $SU(3)$. We will not make here a conjecture about the form such boundary states may take, but in principle one should be able to test future proposals using our procedure. Let us finally mention that this construction can certainly be extended to generic $N = 1$ supersymmetric coset models, with many potential applications in the study of boundary renormalization group flows in physically pertinent models. We will return to these issues in a future work.
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