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Abstract

A sequential spectral method (SSM) is a spectral method in which the unknown coefficients of the approximate spectral expansion are computed sequentially, one at a time, instead of simultaneously, like in a classical spectral method (CSM). These methods are especially suited for approximating difficult nonlinear integro-differential equations where the solution behavior is largely unknown and the problem lies in finding a solution of the large scale nonlinear system of equations for the unknown expansion coefficients. The SSM leads by iteration to the same solution as the underlying CSM and thus inherits its spectral accuracy, but it avoids the simultaneous solution of a large system of linear equations. We prove convergence of the SSM to the spectral approximation of the underlying spectral method for a general class of nonlinear elliptic integro-differential equations, and illustrate the effectiveness of the method on two applications.
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A SEQUENTIAL SPECTRAL METHOD FOR NONLINEAR ELLIPTIC INTEGRO-DIFFERENTIAL EQUATIONS

M. J. Gander\(^1\), A. Mansoor\(^2\), K. K. Tam\(^3\)

Abstract. A sequential spectral method (SSM) is a spectral method in which the unknown coefficients of the approximate spectral expansion are computed sequentially, one at a time, instead of simultaneously, like in a classical spectral method (CSM). These methods are especially suited for approximating difficult nonlinear integro-differential equations where the solution behavior is largely unknown and the problem lies in finding a solution of the large scale nonlinear system of equations for the unknown expansion coefficients. The SSM leads by iteration to the same solution as the underlying CSM and thus inherits its spectral accuracy, but it avoids the simultaneous solution of a large system of nonlinear equations. We prove convergence of the SSM to the spectral approximation of the underlying spectral method for a general class of nonlinear elliptic integro-differential equations, and illustrate the effectiveness of the method on two applications.

1. Introduction. We present an algorithm to solve nonlinear elliptic boundary value problems of the form

\[
\begin{align*}
\mathcal{L}u & := \Delta u + F(u) = 0, \quad \text{in } \Omega, \\
Bu & := r \frac{\partial u}{\partial n} + s u = 0, \quad \text{on } \partial \Omega,
\end{align*}
\]

(1.1)

where \(\frac{\partial}{\partial n}\) denotes the outward normal derivative on \(\partial \Omega\), the boundary of \(\Omega\). The functions \(r(x)\) and \(s(x)\) in the boundary conditions are nonnegative and allow us to consider general Dirichlet, Neumann or Robin problems. The function \(F(u)\) is a nonlinear function of \(u\) which can contain spatial integrals of some nonlinear functions of \(u\).

The solution of problem (1.1) is in general obtained numerically using some form of discretization. Spectral methods are used if high accuracy is desired and the domain \(\Omega\) is simple so that the set of eigenfunctions associated with the Laplacian, the domain and the boundary conditions can be obtained easily. This is often the case when the fundamental behavior of an equation is to be studied and the domain is not so important. Newer spectral methods can however deal with more general domains and boundary conditions, see for example [24], and have found their way into applications, see [10, 15] and references therein. In the spectral method we consider in this paper, the solution is sought as an infinite expansion in eigenfunctions. The coefficients in the expansion are determined by solving an infinite (in practice truncated) system of algebraic equations obtained by using a closure condition which, using a Galerkin
approach, is that the residual of the expansion has zero projection on the eigenfunctions. Solving these equations with Newton’s method or a variant thereof [3] can be difficult and one often needs a good initial guess for the methods to converge. Also there might be multiple solutions and it is often difficult to detect this.

Tam et al. introduced in [22] a sequential approach to solve the resulting system of nonlinear equations for a semi-linear elliptic partial differential equation. We call this method a sequential spectral method (SSM). In contrast to a classical spectral method (CSM), where the coefficients are determined simultaneously by solving a system of nonlinear equations, in the SSM the coefficients are determined sequentially by solving a single equation at each step, and through iteration, convergence to the approximate solution of the CSM is achieved. The sequential nature of the computations makes the size of the system somewhat immaterial, as only a single equation is solved at any stage of the procedure. The SSM has been applied to nonlinear integral equations in [23], to parabolic partial differential equations in [1, 18, 2], and to the Navier-Stokes equation in [13]. Independently, a more general frequency decomposition and subspace correction algorithm for an abstract parabolic evolution equation has been proposed and analyzed in [11], see also [12].

We analyze in this paper the convergence of the SSM applied to nonlinear elliptic integro-differential equations. We develop the method in Section 2, analyze its convergence behavior in Section 3 and illustrate its performance in Section 4 on a problem from combustion theory and a problem from shear banding.

2. The Sequential Spectral Method. We develop the SSM for problem (1.1). Let \{\lambda_j\} be the eigenvalues and \{\phi_j(x)\} be the orthonormal eigenfunctions of the Laplacian,

$$\Delta \phi_j = -\lambda_j \phi_j, \quad \text{in } \Omega,$$

(2.1)

where the eigenfunctions \{\phi_j(x)\} satisfy homogeneous boundary conditions of Dirichlet, Neumann and/or Robin type. For all combinations, except for the pure Neumann case, there is no zero eigenvalue. We assume in the sequel that \lambda_j > 0 and treat the pure Neumann case where a zero eigenvalue is present separately at the end of Section 3. Our analysis is in \(L^2(\Omega)\), with the associated inner product \(\langle u, v \rangle = \int_\Omega u(x)v(x)dx\) for \(u, v \in L^2(\Omega)\) and we assume that \(F: L^2(\Omega) \rightarrow L^2(\Omega)\). Note that this does not guarantee existence of a solution for problem (1.1). To prove convergence of the SSM, we will later introduce an additional condition, and with this condition the convergence analysis of the SSM provides also an existence proof of solutions for (1.1).

The SSM we present here consists of two parts: first, a good initial guess \(u^{(0)}\) is constructed solving only scalar nonlinear equations at each step. Second, an iteration solving only scalar linear equations at each step is used to obtain an approximate solution, starting with this initial guess. Other combinations of scalar linear and nonlinear solves would also be possible in the framework of the SSM, see [12, 13].

2.1. The Initial Guess for the SSM. To simplify notation, we use the generic symbol \(\tilde{u}(x)\) to denote an approximation to \(u(x)\) when constructing the initial guess in this subsection. We first set \(\tilde{u}(x) := a_1 \phi_1(x)\) and compute the residual

$$R(\tilde{u}) = -\lambda_1 a_1 \phi_1 + F(a_1 \phi_1).$$

(2.2)
Using the Galerkin closure condition, the projection of $R(\hat{u})$ onto the first eigenfunction $\phi_1$ needs to vanish, \( (R(\hat{u}), \phi_1) = 0 \), which leads to the nonlinear scalar equation

\[ -\lambda_1 a_1 + (F(a_1 \phi_1), \phi_1) = 0 \]  

for \( a_1 \). This equation may have multiple solutions, in which case each solution \( a_1 \) can generate an expansion for a solution \( u(x) \) of problem (1.1). To proceed, we focus on one solution. With \( a_1 \) determined, we set \( \hat{u}(x) := a_1 \phi_1(x) + a_2 \phi_2(x) \) and compute again the residual,

\[ R(\hat{u}) = -\lambda_1 a_1 \phi_1 - \lambda_2 a_2 \phi_2 + F(a_1 \phi_1 + a_2 \phi_2). \]

Now, we require \( (R(\hat{u}), \phi_2) = 0 \), and using the orthonormality of the eigenfunctions, we get the scalar nonlinear equation

\[ -\lambda_2 a_2 + (F(a_1 \phi_1 + a_2 \phi_2), \phi_2) = 0 \]  

for \( a_2 \). Equation (2.4) may have more than one solution, in which case we have to take one at a time.

Proceeding in this manner, we generate a sequence of coefficients \( \{a_j\} \), and consider formally the approximation \( \hat{u}(x) := \sum_{j=1}^{\infty} a_j \phi_j(x) \). We have the residual

\[ R(\hat{u}) = -\sum_{j=1}^{\infty} \lambda_j a_j \phi_j + F(\sum_{j=1}^{\infty} a_j \phi_j). \]  

Now using the completeness of the eigenfunctions, we expand \( F \) into eigenfunctions,

\[ F(\sum_{j=1}^{\infty} a_j \phi_j) = \sum_{k=1}^{\infty} b_k \phi_k(x), \]  

where the coefficients \( b_k \) are given by \( b_k = (F(\sum_{j=1}^{\infty} a_j \phi_j), \phi_k) \). The residual in (2.5) then becomes

\[ R(\hat{u}) = \sum_{j=1}^{\infty} (-\lambda_j a_j + b_j) \phi_j. \]

Now for \( \hat{u}(x) \) to be a solution, according to the Galerkin condition, the residual would need to vanish, \( (R(\hat{u}), \phi_j) = 0 \) for all \( j \), which would imply

\[ \lambda_j a_j - b_j = 0, \quad \text{for} \ j = 1, 2, \ldots \]  

Unfortunately our \( a_j \) just computed will usually not satisfy (2.8) and we need to introduce an iteration to achieve the required equality (2.8).

\[ 2.2. \ \textbf{The SSM Iteration.} \ \] Let \( u^{(n)}(x) \) denote the \( n \)th approximation of \( u(x) \), given by

\[ u^{(n)}(x) = \sum_{j=1}^{\infty} a_j^{(n)} \phi_j(x), \]  

Using the Galerkin closure condition, the projection of \( R(\hat{u}) \) onto the first eigenfunction \( \phi_1 \) needs to vanish, \( (R(\hat{u}), \phi_1) = 0 \), which leads to the nonlinear scalar equation

\[ -\lambda_1 a_1 + (F(a_1 \phi_1), \phi_1) = 0 \]  

for \( a_1 \). This equation may have multiple solutions, in which case each solution \( a_1 \) can generate an expansion for a solution \( u(x) \) of problem (1.1). To proceed, we focus on one solution. With \( a_1 \) determined, we set \( \hat{u}(x) := a_1 \phi_1(x) + a_2 \phi_2(x) \) and compute again the residual,

\[ R(\hat{u}) = -\lambda_1 a_1 \phi_1 - \lambda_2 a_2 \phi_2 + F(a_1 \phi_1 + a_2 \phi_2). \]

Now, we require \( (R(\hat{u}), \phi_2) = 0 \), and using the orthonormality of the eigenfunctions, we get the scalar nonlinear equation

\[ -\lambda_2 a_2 + (F(a_1 \phi_1 + a_2 \phi_2), \phi_2) = 0 \]  

for \( a_2 \). Equation (2.4) may have more than one solution, in which case we have to take one at a time.

Proceeding in this manner, we generate a sequence of coefficients \( \{a_j\} \), and consider formally the approximation \( \hat{u}(x) := \sum_{j=1}^{\infty} a_j \phi_j(x) \). We have the residual

\[ R(\hat{u}) = -\sum_{j=1}^{\infty} \lambda_j a_j \phi_j + F(\sum_{j=1}^{\infty} a_j \phi_j). \]  

Now using the completeness of the eigenfunctions, we expand \( F \) into eigenfunctions,

\[ F(\sum_{j=1}^{\infty} a_j \phi_j) = \sum_{k=1}^{\infty} b_k \phi_k(x), \]  

where the coefficients \( b_k \) are given by \( b_k = (F(\sum_{j=1}^{\infty} a_j \phi_j), \phi_k) \). The residual in (2.5) then becomes

\[ R(\hat{u}) = \sum_{j=1}^{\infty} (-\lambda_j a_j + b_j) \phi_j. \]

Now for \( \hat{u}(x) \) to be a solution, according to the Galerkin condition, the residual would need to vanish, \( (R(\hat{u}), \phi_j) = 0 \) for all \( j \), which would imply

\[ \lambda_j a_j - b_j = 0, \quad \text{for} \ j = 1, 2, \ldots \]  

Unfortunately our \( a_j \) just computed will usually not satisfy (2.8) and we need to introduce an iteration to achieve the required equality (2.8).

\[ 2.2. \ \textbf{The SSM Iteration.} \ \] Let \( u^{(n)}(x) \) denote the \( n \)th approximation of \( u(x) \), given by

\[ u^{(n)}(x) = \sum_{j=1}^{\infty} a_j^{(n)} \phi_j(x), \]  

and let $b_j^{(n)}$ be the coefficients in the expansion of $F$,

$$F(u^{(n)}(x)) = \sum_{j=1}^{\infty} b_j^{(n)} \phi_j(x).$$

(2.10)

We construct a new sequence $\{a_j^{(n+1)}\}$ by setting

$$a_j^{(n+1)} = \frac{1}{\lambda_j} b_j^{(n)} = \frac{1}{\lambda_j} (F(u^{(n)}), \phi_j),$$

(2.11)

where we used that $\lambda_j > 0$. From (2.11) we construct the new approximation

$$u^{(n+1)}(x) = \sum_{j=1}^{\infty} a_j^{(n+1)} \phi_j(x).$$

(2.12)

If the SSM (2.9)-(2.12) converges, then $R(u^{(\infty)}) = 0$ and hence a solution of problem (1.1) is obtained.

3. Convergence Results. Our first convergence result is obtained without assuming existence of a solution. The convergent SSM establishes existence of a solution in that case.

**Theorem 3.1** Let $F : L^2(\Omega) \mapsto L^2(\Omega)$ be globally Lipschitz with Lipschitz constant $L_F$,

$$\|F(u) - F(v)\|_2 \leq L_F \|u - v\|_2, \quad \forall \ u, v \in L^2(\Omega),$$

and let $\lambda_1$ be the smallest positive eigenvalue of the eigenvalue problem (2.1). If

$$L_F < \lambda_1,$$

(3.1)

then the SSM (2.9)-(2.12) converges to a solution $u(x)$ of problem (1.1).

**Proof.** To show that the SSM is a contraction, let

$$g^{(n)}(x) := F(u^{(n)}(x)) - F(u^{(n-1)}(x)) = \sum_{j=1}^{\infty} g_j^{(n)} \phi_j(x),$$

(3.2)

where $g_j^{(n)}$ are the Fourier coefficients of $g^{(n)}(x) := F(u^{(n)}(x)) - F(u^{(n-1)}(x))$,

$$g_j^{(n)} = (g^{(n)}, \phi_j) = (F(u^{(n)}), \phi_j) - (F(u^{(n-1)}), \phi_j).$$

(3.3)

Then the difference of corresponding coefficients $a_j^{(n)}$ between two iteration steps is

$$a_j^{(n+1)} - a_j^{(n)} = \frac{1}{\lambda_j} \int_{\Omega} [F(u^{(n)}) - F(u^{(n-1)})] \phi_j dx = \frac{1}{\lambda_j} g_j^{(n)}.$$

(3.4)

Multiplying both sides by $\phi_j(x)$, $j = 1, 2, 3, \ldots$ and summing over $j$ we obtain

$$u^{(n+1)}(x) - u^{(n)}(x) = \sum_{j=1}^{\infty} \left( a_j^{(n+1)} - a_j^{(n)} \right) \phi_j(x) = \sum_{j=1}^{\infty} \frac{g_j^{(n)}}{\lambda_j} \phi_j(x).$$

(3.5)
Taking the $L^2$ norm squared on both sides and using Parseval’s identity, we obtain

$$\|u^{(n+1)} - u^{(n)}\|_2^2 = \sum_{j=1}^{\infty} \left| \frac{g^{(n)}_j}{\lambda_j} \right|^2 \leq \frac{1}{\lambda_1} \sum_{j=1}^{\infty} |g^{(n)}_j|^2,$$

(3.6)

because the eigenvalues $\{\lambda_j\}$ are positive and increasing. Since $g^{(n)}_j$ are the Fourier coefficients of the function $g^{(n)}(x)$, using Parseval’s identity again, we obtain

$$\|u^{(n+1)} - u^{(n)}\|_2^2 \leq \frac{1}{\lambda_1} \|g^{(n)}\|_2^2 = \frac{1}{\lambda_1} \|F(u^{(n)}) - F(u^{(n-1)})\|_2^2.$$

(3.7)

With the Lipschitz condition on $F$, we finally obtain, after taking the square-root,

$$\|u^{(n+1)} - u^{(n)}\|_2 \leq \frac{L_F}{\lambda_1} \|u^{(n)} - u^{(n-1)}\|_2,$$

(3.8)

which proves that, if $L_F < \lambda_1$, then the sequence $\{u^{(n)}\}$ is a contraction in $L^2(\Omega)$ and hence converges. 

The next result now uses the existence of a solution under the conditions of Theorem 3.1 to derive the convergence rate of the SSM and an a priori error estimate for the method.

**Theorem 3.2 (Linear Convergence)** If $F$ satisfies the hypotheses of Theorem 3.1, then the SSM (2.9)-(2.12) converges to a solution $u(x)$ of problem (1.1) at the linear rate

$$\|u - u^{(n)}\|_2 \leq \left( \frac{L_F}{\lambda_1} \right)^n \|u - u^{(0)}\|_2.$$  

(3.9)

In addition, we have the a priori error estimate

$$\|u - u^{(n)}\|_2 \leq \frac{(L_F)^n}{1 - \frac{L_F}{\lambda_1}} \|u^{(1)} - u^{(0)}\|_2.$$  

(3.10)

**Proof.** To prove (3.9), let $u(x) = \sum_{j=1}^{\infty} a_j \phi_j(x)$ be a solution of problem (1.1). Then, from (1.1), we have $\sum_{j=1}^{\infty} \lambda_j a_j \phi_j(x) = F(u(x))$, which implies $a_j = \frac{1}{\lambda_j} (F(u), \phi_j)$. Using the value of $a^{(n)}_j$ from equation (2.10), we get

$$a_j - a^{(n)}_j = \frac{1}{\lambda_j} \int_{\Omega} [F(u) - F(u^{(n)})] \phi_j dx.$$  

(3.11)

Following precisely the same steps as in Theorem 3.1, we obtain

$$\|u - u^{(n)}\|_2 \leq \frac{L_F}{\lambda_1} \|u - u^{(n-1)}\|_2,$$

(3.12)

and by induction

$$\|u - u^{(n)}\|_2 \leq \left( \frac{L_F}{\lambda_1} \right)^n \|u - u^{(0)}\|_2.$$  

(3.13)
Since \( \frac{L_F}{\lambda_1} < 1 \), the sequence \( \{u^{(n)}(x)\} \) converges linearly to \( u(x) \) in \( L^2(\Omega) \). To show the a priori error estimate (3.10), we have, using inequality (3.8) recursively,

\[
\|u^{(n+1)} - u^{(n)}\|_2 \leq \frac{L_F}{\lambda_1} \|u^{(n)} - u^{(n-1)}\|_2 \leq \cdots \leq \left( \frac{L_F}{\lambda_1} \right)^n \|u^{(1)} - u^{(0)}\|_2.
\]

For \( m > n \), we have

\[
\|u^{(m)} - u^{(n)}\|_2 \leq \|u^{(m)} - u^{(m-1)}\|_2 + \|u^{(m-1)} - u^{(m-2)}\|_2 + \cdots + \|u^{(n+1)} - u^{(n)}\|_2 \leq \left( \frac{L_F}{\lambda_1} \right)^{m-n} \|u^{(1)} - u^{(0)}\|_2 + \left( \frac{L_F}{\lambda_1} \right)^{m-n-1} + \cdots + \frac{L_F}{\lambda_1} + 1 \|u^{(1)} - u^{(0)}\|_2.
\]

The terms in the parenthesis form a geometric series, and \( \lim_{m \to \infty} u^{(m)} = u \), so

\[
\|u - u^{(n)}\|_2 = \lim_{m \to \infty} \|u^{(m)} - u^{(n)}\|_2 \leq \left( \frac{L_F}{\lambda_1} \right)^n \|u^{(1)} - u^{(0)}\|_2 \sum_{j=0}^{\infty} \left( \frac{L_F}{\lambda_1} \right)^j = \frac{(L_F)^n}{1 - \frac{L_F}{\lambda_1}} \|u^{(1)} - u^{(0)}\|_2,
\]

which gives the a priori error bound.

\[ \square \]

In Theorem 3.1, we assume \( F \) to be globally Lipschitz in \( L^2(\Omega) \). From relation (3.9), we see however that all iterates stay in a ball \( B(u, r) \), centered at the solution \( u \), with radius \( r = \|u - u^{(0)}\|_2 \). So we can relax the global Lipschitz condition which leads to the following corollary.

**Corollary 3.1** Let \( F \) be locally Lipschitz in a ball \( B(u, r) \), centered at the solution \( u \), with radius \( r = \|u - u^{(0)}\|_2 \), where \( u^{(0)} \) is the initial guess, with Lipschitz constant \( L_F \), and let \( \lambda_1 \) be the smallest positive eigenvalue of the eigenvalue problem (2.1). If \( L_F < \lambda_1 \), then the SSM converges linearly at the rate given in (3.9).

Note that condition (3.1) on the ratio between the Lipschitz constant and the first eigenvalue of the underlying elliptic operator is a sufficient condition for convergence, but it is not necessary. The iteration may converge even if this condition is violated. In practice one can just run the algorithm and see whether convergence is achieved or not, one does not necessarily have to be able to check the Lipschitz condition.

We have so far excluded the case of pure Neumann conditions, since then problem (2.1) can have a zero eigenvalue and the SSM can not be defined because of equation (2.11). However, if \( \lambda_1 = 0 \) and the nonlinear function \( F(u) \) is a combination of a linear function \( \zeta u \), and a nonlinear function \( F_1(u) \), that is,

\[
F(u) = \zeta u + F_1(u), \tag{3.14}
\]

then we can define the iteration scheme by

\[
a_j^{(n+1)} = \frac{1}{(\lambda_j - \zeta)} \langle F_1(u^{(n)}), \phi_j \rangle, \tag{3.15}
\]
provided \( \zeta \neq \lambda_j, \ j = 1, 2, 3, \ldots \).

If \( F_i(u) \) is Lipschitz in a ball which contains all iterates of \( u^{(n)} \) with Lipschitz constant \( L_{F_i} \), then the convergence analysis of the SSM follows in the same way and we obtain that if

\[
L_{F_i} < \min_j |\lambda_j - \zeta|,
\]

then the sequence \( \{u^{(n)}\} \) is contractive.

4. Numerical Results. In practice, we truncate the infinite expansion and use a finite number \( N \) of eigenfunctions. The number of coefficients needed depends on the problem at hand and the required accuracy of the solution. We show numerical results for two integro-differential boundary value problems of the form (1.1): more numerical experiments and further applications can be found in [1, 18, 13, 12]. First, we consider the case

\[
F(u) = \sigma \left(f_1(u) + b \int_{\Omega} f_2(u) dx\right),
\]

where \( b \) and \( \sigma \) are positive constants. The nonlinear functions \( f_1(u) \) and \( f_2(u) \) are locally Lipschitz with respect to \( u \) and convex, \( f_1(0) > 0 \), \( f_2(0) > 0 \), and \( f_2(u) \) is increasing in \( u \). Such problems arise in the thermal explosion process of a compressible reactive gas, see [4] and [21]. This form of \( F(u) \) is considered in Subsection 4.1 and the convergence is fully analyzed in this case.

Second, we consider a nonlinear term of the form

\[
F(u) = \frac{\delta f(u)}{(\int_{\Omega} f(u) dx)^p},
\]

where \( f \) is Lipschitz continuous and positive, and the parameters satisfy \( p \geq 0 \) and \( \delta > 0 \). Such nonlocal problems arise, for example, in the study of phenomena associated with the occurrence of shear bands in metals being deformed under high strain rates [8], [20], [7], in modeling the phenomena of Ohmic heating [16], [17], in the investigation of the fully turbulent behavior of a real flow, using invariant measures for the Euler equation [9], and in the theory of gravitational equilibrium of polytropic stars [14]. We solve an example of this form of \( F(u) \) in Subsection 4.2 which illustrates the numerous advantages of the SSM over the corresponding CSM.

4.1. Combustion Theory. The governing equation for the steady state problem of thermal explosion in combustion theory is (see [21])

\[
Du_{xx} + \sigma e^{\gamma u} + b \int_0^1 e^{\gamma u(p)} dp = 0, \quad x \in (0, 1),
\]

\[
u(0) = u(1) = 0,
\]

where \( u \) is the temperature distribution of a gas, \( D \), \( \sigma \) and \( \gamma \) are positive constants and \( b \) is a nonnegative gas constant. Here, \( \sigma \) is the Frank-Kamenetski parameter. The last term on the left hand side is due to the compressibility of the gas. Problem (4.3) is discussed by Pao in [21], and he proves that there exists a critical value of \( \sigma \), denoted by \( \sigma^* \), such that for \( \sigma < \sigma^* \), the problem (4.3) has a positive solution, and for \( \sigma > \sigma^* \), no positive solution can exist.

To prove convergence of the SSM applied to this problem we need the following Lemma.
Lemma 4.1 Let \( f_1 : L^2(\Omega) \to L^2(\Omega) \) and \( f_2 : L^2(\Omega) \to L^2(\Omega) \) be Lipschitz with constants \( L_1 \) and \( L_2 \). Then \( F(u) = \sigma \int_\Omega f_2(u) \, dx \), with \( b \) and \( \sigma \) positive constants, is Lipschitz with constant \( L_F = \sigma (L_1 + b) |\Omega| L_2 \).

Proof. For any \( u, v \in L^2(\Omega) \), we have, using the triangle inequality

\[
\|F(u) - F(v)\|_2 \leq \sigma \|f_1(u) - f_1(v)\|_2 + \sigma b \sqrt{\int_\Omega \left( \int_\Omega [f_2(u) - f_2(v)]^2 \, dx \right)^2}.
\]

Using the Cauchy-Schwarz inequality on the second term on the right we obtain

\[
\left\| \int_\Omega [f_2(u) - f_2(v)] \, dx \right\| = \left\| \int_\Omega 1 \cdot [f_2(u) - f_2(v)] \, dx \right\| \leq |\Omega|^{1/2} \| f_2(u) - f_2(v) \|_2
\]

where \( |\Omega| \) denotes the volume of \( \Omega \). The result now follows with the Lipschitz assumptions on \( f_1 \) and \( f_2 \).

With this Lemma, Theorems 3.1 and 3.2 apply and hence the SSM converges for problem (4.3) if \( \sigma(1 + b)L_1 < \lambda_1 \). We solve the problem numerically for the values \( \sigma = 1/2 \), \( b = D = \gamma = 1.0 \). The orthonormal eigenfunctions are \( \phi_j = \sqrt{2} \sin(j \pi x) \), and the corresponding eigenvalues are \( \lambda_j = j^2 \pi^2 \), \( j = 1, 2, 3, \ldots \). Using the SSM, we find that the even Fourier coefficients satisfy numerically \( |a_{2j}^{(0)}| < 10^{-20} \), so the \( a_j \) are important for odd values of \( j \) only. In fact the even coefficients vanish identically, which is proved for the parabolic case of problem (4.3) in [18], using the SSM. This information reduces the problem of solving a system of \( N \) nonlinear algebraic equations to a system of \( N/2 \) equations in the SSM. Note that this kind of observation cannot be obtained directly using the SSM. Table 4.1 shows the numerical results obtained using the CSM and the SSM for \( N = 11 \). The results show that the initial coefficients \( a_j^{(0)} \) of the SSM are very close to the coefficients \( a_j \) of the CSM, and in only 7 linear iterations the \( a_j \) converge to the classical spectral approximation to full precision. Figure 4.1 shows that there is a very small difference between the approximate solution obtained from the initial coefficients \( a_j^{(0)} \) and the CSM coefficients \( a_j \), \( \|u - u^{(0)}\| \leq 10^{-4} \) for all values of \( x \in \Omega \).

By Lemma 4.1, the Lipschitz constant \( L_F \) for problem (4.3) is \( L_F = e^{0.14} \), for \( \sigma = 1/2 \) and \( b = D = \gamma = 1 \). Therefore by Theorem 3.2, the convergence factor of the
Figure 4.1: Comparison of \( u^c = \sum_{j=1}^{11} a_j \phi_j \) and \( u^{(0)} = \sum_{j=1}^{11} a_j^{(0)} \phi_j \) and the difference \( |u^c - u^{(0)}| \).

Figure 4.2: Comparison of the theoretical and actual error at the \( n \)th step. The SSM converges linearly.

SSM is \( \frac{\lambda_n}{\lambda_1} = 0.116547102 \). Figure 4.2 shows very good agreement of the theoretical and the actually measured convergence rate.

Now we consider the problem (4.3) in 2 dimensions and solve it for the same values of the parameters, \( \sigma = 1/2, b = D = \gamma = 1 \). The orthonormal eigenfunctions are \( \phi_{ij} = 2\sin(i\pi x)\sin(j\pi y) \) and the corresponding eigenvalues are \( \lambda_{ij} = (i^2 + j^2)\pi^2 \), \( i, j = 1, 2, 3, \ldots \). Using the SSM, we find that the Fourier coefficients of the initial approximation satisfy numerically \( |a_{0ij}^{(0)}| < 10^{-20} \), if one or both of the \( i, j \) are even, so the \( a_{ij} \) seem to be relevant in the approximate solution for odd values of \( i \) and \( j \) only. Like in the one dimensional case, this observation from the SSM reduces the size of the nonlinear system to be solved considerably, and it would be difficult to make this kind of observation when using the CSM. Table 4.2 shows the numerical results obtained using the CSM and the SSM for \( N = 5 \). The results show that the initial coefficients \( a_{ij}^{(0)} \) are very close to the classical spectral coefficients \( a_{ij} \) and in
only 8 linear iterations the $a_{ij}$ converge to the classical spectral approximation to full precision.

4.2. The Formation of Shear Bands in Materials. The formation of shear bands in metals has important implications to a variety of technological processes. These bands are observed in very thin zones and generally regarded as a precursor to material failure. Shear band formation is caused by the heat generated in regions with highest strain rate. With insufficient time for diffusion of this heat, a localized thermal softness of the metal occurs which enhances plastic flow in a thin zone. This localization of plastic strain into an adiabatic shear band during rapid plastic shear shares some interesting similarities with the ignition problem in combustion for chemically reactive systems.

Consider loading a thin walled tube of metal of length $d$ in torsion with the ends held at constant temperature, the initial temperature of the tube. One end of the tube is fixed and the other end is twisted at a constant rate $v = v_0$. Then the mathematical model for the shearing process (a detailed derivation can be found in [5] or [7]) is given by the non-local parabolic problem

\[
\frac{\partial u}{\partial t} + \frac{\partial^2 u}{\partial x^2} = \frac{\delta e^u}{(\int_{-1}^1 e^u dx)^\rho}, \quad u(-1, t) = u(1, t) = 0, \quad u(x, 0) = u_0(x) \geq 0, \quad (4.4)
\]

where $\delta > 0$ and $\rho \geq 0$.

The nonlocal initial boundary value problem (4.4) appears to be very much like the classical ignition model for rigid reactive materials assuming one step Arrhenius chemistry and in fact reduces to the ignition model for $\rho = 0$. The model developed by Burns in [8] has $\rho = 1$. Burns’ model has been studied in detail by Bebernes and Talaga in [7], and they have verified that a unique bounded solution exists for all $\delta > 0$. This implies that no shear banding occurs in Burns model. If, however, the model is given with $0 \leq \rho < 1$, then there exists a critical value $\delta^*$, such that, for all $\delta > \delta^*$, the solutions blow up in finite time. This does predict shear banding as observed in experiments by Merchand and Duffy [19].

<table>
<thead>
<tr>
<th>$ij$</th>
<th>CSM $a_{ij}$</th>
<th>SSM $a^{(0)}_{ij}$</th>
<th>SSM $a^{(8)}_{ij}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>0.0129539330</td>
<td>0.0129190549</td>
<td>0.0129539330</td>
</tr>
<tr>
<td>13</td>
<td>0.0028024720</td>
<td>0.0028010427</td>
<td>0.0028024720</td>
</tr>
<tr>
<td>31</td>
<td>0.0028024720</td>
<td>0.0028024720</td>
<td>0.0028024720</td>
</tr>
<tr>
<td>33</td>
<td>0.0005180161</td>
<td>0.0005179907</td>
<td>0.0005180161</td>
</tr>
<tr>
<td>35</td>
<td>0.0006447836</td>
<td>0.0006447703</td>
<td>0.0006447836</td>
</tr>
<tr>
<td>35</td>
<td>0.001643128</td>
<td>0.001643097</td>
<td>0.001643128</td>
</tr>
<tr>
<td>53</td>
<td>0.001643128</td>
<td>0.001643111</td>
<td>0.001643128</td>
</tr>
<tr>
<td>55</td>
<td>0.000670063</td>
<td>0.000670052</td>
<td>0.000670063</td>
</tr>
</tbody>
</table>

Table 4.2: Comparison of the coefficients obtained by the CSM and the SSM for the two dimensional case.
The steady state problem associated with (4.4) is

\[- \frac{\partial^2 u}{\partial x^2} = \frac{\delta e^u}{(\int_1^1 e^{\nu x})^p}, \quad u(-1) = u(1) = 0. \quad (4.5)\]

From the classical theory of partial differential equations, any solution of the boundary value problem (4.5) is radially symmetric and radially decreasing [6]. So problem (4.5) can be written as

\[- \frac{\partial^2 u}{\partial x^2} = \frac{\delta e^u}{(2 \int_0^1 e^{\nu x})^p}, \quad u'(0) = 0, \quad u(1) = 0. \quad (4.6)\]

Bebernes and Lacey proved in [6] the following theorem.

**Theorem 4.1** If \( p \geq 1 \), then the boundary value problem (4.6) has a unique solution for all \( \delta > 0 \). If \( 0 \leq p < 1 \), then there exists \( \delta^* > 0 \) such that the boundary value problem (4.6) has two solutions for \( \delta < \delta^* \), one solution for \( \delta = \delta^* \) and no solution for \( \delta > \delta^* \).

We examine the approximations of problem (4.6) for different values of \( p \) using the SSM and the CSM and compare the numerical results. From the eigenvalue problem

\[ \frac{d^2 \phi}{dx^2} = -\lambda \phi, \quad \frac{d \phi}{dx}(0) = 0, \quad \phi(1) = 0, \]

we obtain the eigenvalues \( \lambda_j = \left[ \frac{(2j-1)^2}{2} \right]^2 \) and orthonormal eigenfunctions \( \phi_j = \sqrt{2} \cos \left( \frac{(2j-1)\pi x}{2} \right), \quad j = 1, 2, 3, \ldots \).

For \( p = 1 \), we obtain with the SSM a unique solution for all values of \( \delta > 0 \) as expected. Table 4.3 shows the values of the coefficients \( a_j^{(n)} \) from the SSM and \( a_j \) from the CSM for \( \delta = 1 \) and \( \delta = 3 \). The coefficients \( a_j^{(0)} \) are found using bisection and the classical spectral coefficients \( a_j \) are obtained using the nonlinear equation solver in Maple with tolerance \( 10^{-10} \), using as an initial guess the one computed with the SSM. Without this initial guess, the Maple solver has difficulties to find the solution of

<table>
<thead>
<tr>
<th>( \delta )</th>
<th>( CSM )</th>
<th>( SSM )</th>
<th>( CSM )</th>
<th>( SSM )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.189173752</td>
<td>0.189173752</td>
<td>0.610428633</td>
<td>0.610428633</td>
</tr>
<tr>
<td>2</td>
<td>-0.005704384</td>
<td>-0.005704384</td>
<td>-0.009283963</td>
<td>-0.009283963</td>
</tr>
<tr>
<td>3</td>
<td>0.001228008</td>
<td>0.001228008</td>
<td>0.002379616</td>
<td>0.002379616</td>
</tr>
<tr>
<td>4</td>
<td>-0.000469654</td>
<td>-0.000469654</td>
<td>-0.000878048</td>
<td>-0.000878046</td>
</tr>
<tr>
<td>5</td>
<td>0.000210188</td>
<td>0.000210188</td>
<td>0.000414784</td>
<td>0.000414784</td>
</tr>
<tr>
<td>6</td>
<td>-0.000115091</td>
<td>-0.000115091</td>
<td>-0.000227697</td>
<td>-0.000227697</td>
</tr>
<tr>
<td>7</td>
<td>0.000069716</td>
<td>0.000069691</td>
<td>0.000138411</td>
<td>0.000138411</td>
</tr>
<tr>
<td>( \delta = 1 )</td>
<td>( \delta = 3 )</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
the nonlinear system numerically. In Figure 4.3, we show the spectral approximation \( u^e = \sum_{j=1}^{7} a_j \phi_j(x) \) and the initial approximation \( u^{(0)} = \sum_{j=1}^{7} a_j^{(0)} \phi_j(x) \) from the SSM, and the difference \( |u^e - u^{(0)}| \). We see from the figures and tables that the \( a_j^{(0)} \) are very close to the classical spectral coefficients \( a_j \) and converge to \( a_j \) in only a few iterations. Table 4.3 also shows that the coefficients \( a_j \) become smaller when \( j \) increases. This is one of the great features of spectral methods which leads to the well known spectral accuracy. While using the SSM, we can use this decaying property of the coefficients to determine \( N \) on the fly, which is not possible in the CSM, where the system size has to be determined in advance.

For \( 0 \leq p < 1 \), we find with the SSM that the first equation to be solved for \( a_1^{(0)} \) is

\[
-\frac{\pi^2}{4} a_1^{(0)} + \frac{\delta \sqrt{2}}{2} \int_0^1 e^{\sqrt{2} a_1^{(0)} \cos \frac{x}{2}} \cos \frac{x}{2} dx = 0.
\]
This equation has two solutions $a_{1}^{(0)}$ for $0 \leq p < 1$, if $\delta < \delta^*$, immediately indicating multiple solutions, since each value of $a_{1}^{(0)}$ can generate an expansion. This would be much more difficult to detect in the CSM. By plotting the graphs of equation (4.7) for different values of $\delta$ in Figure 4.4 for $p = 1/6$, we observe that equation (4.7) has two solutions for $a_{1}^{(0)}$, if $\delta$ is smaller than some critical value $\delta^*$, and that the two solutions come closer and closer together as $\delta$ approaches $\delta^*$ from the left. They merge eventually into one solution at $\delta = \delta^*$ and for bigger values of $\delta$ there is no solution.

We computed the two solutions of the problem (4.6) for $p = 1/6$ and $\delta = 1.14$ by the CSM and the SSM. A comparison of the coefficients $a_{j}^{(n)}$ and $a_{j}$ is given in Table 4.4. Here again the initial coefficients $a_{1}^{(0)}$ are not far from the classical spectral coefficients $a_{j}$, but the SSM takes now more iterations to converge. Figure 4.5 shows the solutions $u^c$, $u^{(0)}$, and the difference $|u^c - u^{(0)}|$ between the two approximate solutions.

The computation time depends on the nature of the nonlinearity in the problem, $N$, and the nonlinear solver used. In the SSM, we only have to solve scalar equations regardless of the value of $N$, whereas in the CSM, the computation time depends very much on the system size $N$. In addition, for solving a system of $N$ equations, a good
<table>
<thead>
<tr>
<th></th>
<th>first solution</th>
<th>second solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(a_j)</td>
<td>(a^{(0)})</td>
</tr>
<tr>
<td>1</td>
<td>0.9048369683</td>
<td>0.9184690013</td>
</tr>
<tr>
<td>2</td>
<td>-0.0043996304</td>
<td>-0.0041222363</td>
</tr>
<tr>
<td>3</td>
<td>0.0024571310</td>
<td>0.0024601167</td>
</tr>
<tr>
<td>4</td>
<td>-0.0009020044</td>
<td>-0.0009008571</td>
</tr>
<tr>
<td>5</td>
<td>0.0004303350</td>
<td>0.0004297250</td>
</tr>
<tr>
<td>6</td>
<td>-0.0002372064</td>
<td>-0.0002368144</td>
</tr>
<tr>
<td>7</td>
<td>0.0001443410</td>
<td>0.0001439660</td>
</tr>
</tbody>
</table>

Table 4.4: Comparison of the coefficients of the first and second solution obtained by the CSM and the SSM for \(p = 1/6\) and \(\delta = 1.14\).

Figure 4.6: Comparison of the computation time measured in seconds for the CSM and the SSM for \(p = 1, \delta = 1\) and different values of \(N\). On the left for Maple, the approximate slope for the CSM is 6.086 and for the SSM it is 3.381. On the right for Matlab, the approximate slope for the CSM is 2.951 and for the SSM it is 1.888.

initial guess is crucial. Using the initial guess \(a_j^{(0)}\) computed with the SSM for \(a_j\), the computation time decreases, but is still significantly higher than the time taken by the SSM for \(N = 7\). In addition the ratio of computation time of the SSM and the CSM increases as we increase \(N\). Figure 4.6 shows on the left a comparison of the time taken by the SSM and the CSM in a Maple implementation for \(p = 1, \delta = 1\), using as an initial guess the one computed by the SSM, and different values of \(N\). Here computation time is the time taken by using the nonlinear equation solver in Maple for both the CSM and the SSM. Using the method of least squares, the approximate slopes for the CSM and the SSM are 6.086 and 3.381 respectively. This means that the approximate computational complexity in Maple for this problem for the CSM is \(t_c \approx N^{6.1}\) and for the SSM it is \(t_s \approx N^{3.4}\). We also solved the same problem using the nonlinear equation solver in Matlab with tolerance \(1e - 10\), and measured the computation time for the CSM and SSM for different values of \(N\). Figure 4.6 shows on the right a comparison of the time taken by the SSM and the CSM using zero as an
initial guess. Using least squares, the approximate slopes for the CSM and the SSM are 2.951 and 1.888 respectively. This means that the approximate computational complexity in Matlab for this problem for the CSM is $t_c \approx N^3$ and for the SSM it is $t_s \approx N^{1.9}$. These results indicate that the nonlinear solver in Matlab is better for this problem than the nonlinear solver of Maple. Nevertheless the computational advantage of the SSM over the CSM persists for the two very different nonlinear black box solvers.

If $0 < p < 1$, then by Theorem 4.1, there exists a value $\delta^*$, such that the boundary value problem (4.6) has no solution for $\delta > \delta^*$. With the SSM, we can estimate the critical value $\delta^*$ by examining equation (4.7) numerically. The estimates for $\delta^*$ for different values of $p$ are given in Table 4.5. These estimates are very difficult to find with a CSM. This is a big advantage of the SSM: the behavior of the solution can be estimated by examining a single scalar equation instead of solving a system of $N$ equations in the CSM.

5. Concluding Remarks. We presented and analyzed the sequential spectral method (SSM) for nonlinear integro-differential equations of elliptic type. We proved that the method converges linearly and the convergence rate depends on the ratio of the Lipschitz constant of the nonlinear function and the first eigenvalue of the elliptic operator. The SSM has several advantages over the CSM: one needs to solve only scalar nonlinear algebraic equations instead of a system of nonlinear equations, one can continue to add components until the required accuracy is reached while the process is running, the existence of multiple solutions can be detected, the dependence of the solution on parameters can be analyzed by studying a single equation, and also estimates for critical values of the parameters can be obtained. In addition the computational cost is significantly lower than for the CSM, and the same solution is obtained.

The SSM has been tested on a variety of applications, both for steady and evolution problems, see [1, 18, 12]. It has even been successfully applied in cases where a convergence analysis is only possible under conditions which are not met in practice [13]. The SSM represents a new and different approach to obtain solutions of classical spectral discretizations for nonlinear problems.


