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We present an incomplete LU preconditioner for solving discretized Helmholtz problems. The preconditioner is based on an analytic factorization of the Helmholtz operator. This allows us to take the physical properties of the acoustics problem modeled by the Helmholtz equation into account in the preconditioner. We show how the parameters in the preconditioner can be chosen in order to make it effective. Numerical experiments show that the new preconditioner leads to convergent iterative methods even for large wave numbers, and it outperforms classical ILU preconditioners by a large margin.
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1. Introduction

Discretizing an elliptic problem $\mathcal{L}(u) = f$ with a finite element, finite difference or finite volume method, one obtains a matrix equation $Au = f$ where $A$ is large and sparse. Hence Krylov methods are the methods of choice to solve these problems. Unfortunately Krylov methods can have serious convergence problems, especially for problems in acoustics, modeled by the Helmholtz equation $^5,^6$. These problems remain when matrix based, black box preconditioners like ILU are used. Even a preconditioner which comes close to a factorization, like ILU(1e-2), can not alleviate the situation $^5,^6$.

Motivated by the effectiveness of ILU preconditioners based on the underlying analytic factorization of symmetric positive definite operators $^4$, we analyze in this paper two approximate factorizations based on the analytic factorization of the Helmholtz operator. Extensive numerical tests for the second factorization were very promising for solving the discretized Helmholtz equation with a preconditioned Krylov method $^5,^6$, and a first analysis indicated how the parameters in the approximate factorization should be chosen for good performance $^7$.

The analytic factorization of elliptic operators has been of theoretical interest for some time $^3,^11$, and more recently the use of these factorizations to construct preconditioners for convection diffusion problems was advocated $^9,^10,^8$. However, the performance of these
factorizations was not satisfactory, because they were missing a link between the analytic factorization of the continuous operator and the exact block LU decomposition of the discretization of the same operator. Establishing this link \(^4\) led to approximate factorizations of high quality for symmetric, positive definite problems. These factorizations are related to frequency filtering factorizations at the fully discrete level \(^14,15,12,13,2\). A recursive extension of AILU factorizations to 3d problems is also possible \(^1\).

This paper is organized as follows: in Section 2, we introduce a continuous factorization of the Helmholtz operator. We show that this factorization leads to non-local operators, where the non-local nature corresponds to the fill-in one would obtain in a direct matrix factorization of the corresponding discretized problem. We propose two different sparse approximations of the factors, based on the insight from the continuous factorization, and analyze their performance when the factorization is used as a splitting in a stationary iterative method. While the continuous analysis shows that our approach is general, it does not reveal directly how the factorization can be used as a preconditioner in a discrete setting. We introduce therefore in Section 3 a factorization of the semi-discrete Helmholtz operator. This allows us to build a direct link with the fully discrete matrix factorization and leads to the AILU preconditioner. We analyze again the performance of the preconditioner in the semi-discrete setting and show how the parameters in AILU can be chosen to get good performance. In Section 4, we show extensive numerical experiments to illustrate the performance of AILU for acoustic problems, and to test how well the analysis predicts a good choice of the parameters in AILU. We present our conclusions in Section 5.

2. The Continuous Analytic Factorization

Given an elliptic operator \(\mathcal{L}(u)\), we write the operator as a product of two evolution operators,

\[
\mathcal{L}(u) = -(\partial_x + \Lambda_1)(\partial_x - \Lambda_2)(u)
\]

where \(\Lambda_1\) and \(\Lambda_2\) are positive operators up to a compact operator. The first factor represents an evolution operator acting in the positive \(x\) direction and the second one an evolution operator acting in the negative \(x\) direction. We focus in the sequel on the Helmholtz operator \(\mathcal{L} = (-\omega^2 - \Delta)\) as a model for acoustic problems.

Taking a Fourier transform of \(\mathcal{L}\) in \(y\), we obtain

\[
\mathcal{F}_y(-\omega^2 - \Delta) = -\partial_{xx} + k^2 - \omega^2 = -(\partial_x + \sqrt{k^2 - \omega^2})(\partial_x - \sqrt{k^2 - \omega^2}),
\]

and thus we have the continuous analytic factorization

\[
(-\omega^2 - \Delta) = -(\partial_x + \Lambda_1)(\partial_x - \Lambda_2),
\]

where \(\Lambda_1 = \Lambda_2 = \mathcal{F}_y^{-1}(\sqrt{k^2 - \omega^2})\). Note that the \(\Lambda_j, j = 1, 2\), are non local operators in \(y\), because of the square root in their symbol \(\sqrt{k^2 - \omega^2}\). This non-locality corresponds to the fill-in in an LU factorization of the discretized Helmholtz operator: the LU factorization also produces an operator looking forward, namely the \(L\), and another operator looking
backward, namely the U, if the variables are in the corresponding lexicographic ordering.\textsuperscript{4} Hence a local approximation of the nonlocal symbol in the factorization leads to a new type of ILU preconditioner, which we call ALLU, for “Analytic Incomplete LU”.

Suppose we approximate the nonlocal operators $\Lambda_j$ by a local approximation $\Lambda^\text{app}_j = \mathcal{F}_y^{-1}(p + q k^2)$, $p, q \in \mathbb{C}$, $\Re(q) > 0$. Then the approximate new operator is

$$\mathcal{L}^\text{app} = \mathcal{F}_y^{-1}(-\partial_{xx} + p^2 + 2pqk^2 + q^2k^4)$$

and an iterative method to solve the original problem would then only solve two local evolution problems at each step,

$$\mathcal{L}^\text{app}(u^{n+1}) = (\mathcal{L}^\text{app} - \mathcal{L})(u^n) + f.$$  

The parameters $p, q \in \mathbb{C}$ should be chosen so that the convergence factor $\rho := \mathcal{F}(1 - (\mathcal{L}^\text{app})^{-1} \mathcal{L})$ is as small as possible, except for possibly a few frequencies which will be taken into account once the stationary iterative procedure (5) is replaced by a Krylov method. In Fourier, the convergence factor becomes after some calculations

$$\rho(k, k_x, \omega, p, q) = \frac{(p + qk^2)^2 + \omega^2 - k^2}{(p + qk^2)^2 + k_x^2},$$

where we have also transformed the $x$ direction with Fourier parameter $k_x$.

To choose $p, q \in \mathbb{C}$, we first note that we can restrict our analysis to $k \geq 0$, because $\rho$ depends on $k^2$ only. Since the free parameters are complex, we have four real parameters to use in the optimization process. To simplify the optimization, we make two different particular choices in the next two subsections. These choices allow us to find good parameters and to analyze the performance of the method.

\subsection{2.1. Low Frequency Approximation}

In this first approach, we choose the parameter $p$, such that the convergence factor vanishes at $k = 0$, $p := i\omega$, and the parameter $q$ such that the convergence factor vanishes again at an intermediate frequency $k_2 > \omega$, $q := \frac{(k_2^2 - \omega^2)^{1/2} - i\omega}{k_2^2}$. This leads to an approximate factorization which is exact for the zero frequency and also for the frequency $k_2$. Estimating the lowest frequency in the $x$-direction by zero, $k_x = 0$, the modulus of the convergence factor becomes

$$R(k, \omega, k_2) := |\rho(k, 0, \omega, i\omega, \frac{(k_2^2 - \omega^2)^{1/2} - i\omega}{k_2^2})|^2 = \frac{k^4(k - k_2)^2(k + k_2)^2}{(k^4 - 2\omega^2k^2 + k_2^2\omega^2)^2}.$$  

Note that this simplified convergence factor is not a uniform bound on the modulus of the convergence factor of the method for all frequencies $k_x$, since $p$ and $q$ are complex numbers in (6), but it allows us to further study the method for $k_x = 0$ and determine various choices for the free parameters.

\textbf{Theorem 2.1.} The convergence factor $R(k, \omega, k_2)$ given in (7) satisfies $R(k, \omega, k_2) \leq 1$ for all $k$, if and only if $k_2 = k_2 := \sqrt{2}\omega$.  

Proof. First we note that for \( k = \omega \), the convergence factor \( R(\omega, \omega, k_2) \equiv 1 \), independently of what we choose for the parameter \( k_2 \). Now the partial derivative of \( R \) with respect to \( k \) is

\[
\frac{\partial R}{\partial k} = 4 \frac{k^3(k_2 - k)(k_2 + k)(k_2^2 - k_2^4 - 2k_2^2k^2 - 2\omega^2k^4)}{(k^4 + 2\omega^2k^2 - 2\omega^2k^2)^2},
\]

which evaluated at \( k = \omega \) gives \( \frac{4k^3}{\omega(k_2^3 - \omega^2)} \). Hence, if \( k_2 \neq \bar{k}_2 = \sqrt{2}\omega \), then the slope at \( k = \omega \) is non-zero, and since at \( k = \omega \) we have \( R(\omega, \omega, k_2) = 1 \), this implies by continuity that \( R(k, \omega, k_2) > 1 \) for some values of \( k \) in the neighborhood of \( \omega \), which shows the only if part. For the if part, we find from (8) with \( k_2 = \bar{k}_2 = \sqrt{2}\omega \) that the extrema in \( k \) are at 0, \( \omega \) and \( \bar{k}_2 \). Since \( R(k, \omega, \bar{k}_2) = 0 \) at \( k = 0 \) and \( k = \bar{k}_2 \), these are minima, and in between at \( k = \omega \) we find by continuity the only maximum, where \( R(\omega, \omega, \bar{k}_2) = 1 \). Hence \( R(k, \omega, \bar{k}_2) \) has no local maximum bigger than one, and it could thus only exceed one for large \( k \). But \( \lim_{k \to \infty} R(k, \omega, \bar{k}_2) = 1 \), which shows that \( R(k, \omega, \bar{k}_2) \leq 1 \) for all \( k \). \( \square \)

In Figure 1, we show the convergence factor given in (7) for three different choices of the parameter \( k_2 \): one where \( k_2 < \bar{k}_2 = \sqrt{2}\omega \), one where \( k_2 = \bar{k}_2 \), and one where \( k_2 > \bar{k}_2 \). One can clearly see the implications of Theorem 2.1: the convergence factor is only bounded by one for the choice \( k = \bar{k}_2 \).

At first sight, the optimal choice of \( k_2 \) seems to be determined by Theorem 2.1, because with the choice \( k_2 = \bar{k}_2 = \sqrt{2}\omega \), the method converges for all frequencies except for \( k = \omega \) and \( k = \infty \). Using Krylov acceleration, these two modes would be taken care of by the Krylov method and the preconditioned method would converge overall. But in a numerical computation, two additional issues come into play: first, a numerical grid can not carry
arbitrary large frequencies, there is a maximum frequency $k_{\text{max}}$ which can be estimated for a grid-size $h$ by $k_{\text{max}} = \pi/h$. Second the domain is bounded, which leads to a discrete spectrum, $k = d n$, where $n$ is an integer and $d$ is some spacing. Hence we do not need $R(k, \omega, k_2) \leq 1$ for all $k$, we only need to consider $k \in K$, where

$$K := (0, \omega - \delta \omega) \cup (\omega + \delta \omega, k_{\text{max}}),$$  \hspace{1cm} (9)

and $\delta \omega$ is a parameter we can choose to determine how many of the modes around $k = \omega$ should be taken care of by the Krylov method. For example choosing $\delta \omega = d/2$, there is at most one mode left for the Krylov method, if we manage to obtain $R(k, \omega, k_2) < 1$ for $k \in K$. We first obtain an important corollary of Theorem 2.1 in this case.

Corollary 2.1. Let $R(k, \omega, \tilde{k}_2)$ be the convergence factor given in (7) with $k_2 = \tilde{k}_2$ from Theorem 2.1, and let $k_{\text{max}} = \pi/h$. Then, for $k \in K$ defined in (9), the convergence factor $R(k, \omega, \tilde{k}_2)$ is for $h$ small bounded by

$$R(k, \omega, \tilde{k}_2) \leq R(k_{\text{max}}, \omega, \tilde{k}_2) = 1 - 4\frac{\omega^4}{\pi^4}h^4 + O(h^6).$$  \hspace{1cm} (10)

Proof. For $k_2 = \tilde{k}_2 = \sqrt{2}\omega$, the convergence factor $R(k, \omega, \tilde{k}_2)$ given in (7) attains its maximum on $K$ at $k_{\text{max}}$ for $k_{\text{max}}$ large, and since $k_{\text{max}} = \pi/h$, we have for $h$ small that $R(k, \omega, \tilde{k}_2) \leq R(k_{\text{max}}, \omega, \tilde{k}_2)$ for all $k \in K$. The result then follows by expanding $R(\pi/h, \omega, \tilde{k}_2)$ for $h$ small.

Now the question arises if there is a better choice of the parameter $k_2$ in the discretized setting, if we need to consider $k \in K$ from (9) only in the convergence factor given in (7). To obtain a fast method, we want to make the convergence factor as small as possible for all $k \in K$, which leads to the min-max problem

$$\min_{\omega + \delta \omega < k_2 < k_{\text{max}}} \left( \max_{k \in K} R(k, \omega, k_2) \right) = \min_{\omega + \delta \omega < k_2 < k_{\text{max}}} \left( \max_{k \in K} \frac{k^4(k - k_2)^2(k + k_2)^2}{(k^4 - 2\omega^2k^2 + k_2^2\omega^2)^2} \right).$$  \hspace{1cm} (11)

Theorem 2.2. With $K$ given in (9), the solution of the min-max problem (11) is for

$$k_{\text{max}} \geq \frac{\delta \omega^4 + 4\omega^3\delta \omega + \omega^4 - 2\omega^2\delta \omega^2 + \sqrt{\omega^8 - 2\omega^4\delta \omega^4 + \delta \omega^8 + 16\omega^6\delta \omega^2}}{2(\delta \omega(2\omega - \delta \omega))} \hspace{1cm} (12)$$

given by

$$k_2^* = \frac{\sqrt{2}(\omega + \delta \omega)k_{\text{max}}}{\sqrt{k_{\text{max}}^2 + (\omega + \delta \omega)^2}}.$$

Otherwise, the solution of the min-max problem is

$$k_2^* = \frac{\sqrt{3}\omega^4 + \delta \omega^4 + \sqrt{\omega^8 - 2\omega^4\delta \omega^4 + \delta \omega^8 + 16\omega^6\delta \omega^2}}{\sqrt{2}\omega}.$$  \hspace{1cm} (14)
Proof. From the partial derivative (8) of the convergence factor \( R(k, \omega, k_2) \) with respect to \( k \), we find that for \( k_2 > \sqrt{2}\omega \), \( R(k, \omega, k_2) \) has only one maximum in \( k \), namely at

\[
k = k_1 := \frac{k_2 \sqrt{\omega (k_2^2 - 2\omega^2)(\sqrt{k_2^2 - \omega^2} - \omega)}}{k_2^2 - 2\omega^2}.
\]  

(15)

For \( \omega + \delta \omega < k_2 < \sqrt{2}\omega \), there is one maximum at \( \hat{k}_1 \) given in (15), and one at

\[
k = \hat{k}_2 := \frac{k_2 \sqrt{\omega (2\omega^2 - k_2^2)(\sqrt{k_2^2 - \omega^2} + \omega)}}{2\omega^2 - k_2^2},
\]  

(16)

which is also a maximum, as one can see from the asymptotic expansion

\[
R(k, \omega, k_2) = 1 + 2\frac{2\omega^2 - k_2^2}{k_2^2} + O\left(\frac{1}{k^4}\right), \quad \text{for } k \text{ large},
\]  

(17)

which shows that \( R(k, \omega, k_2) \) approaches one from above for \( k \) large, see also Figure 1 as an illustration. The expansion (17) also shows that at the second maximum, \( k = \hat{k}_2 \), we have \( R(\hat{k}_2, \omega, k_2) \geq 1 \). From Theorem 2.1, we know furthermore that at the first maximum we have \( R(k_1, \omega, k_2) \geq 1 \) and hence the two maxima must be outside of the numerical frequency range \( K \) to obtain a convergence factor less than one for \( k \in K \), which is possible, as we know already from the choice given in Theorem 2.1. Since there are no other maxima, the maxima in the solution of the min-max problem (11) can only be attained on the boundaries of the set \( K \), at \( k = k_- := \omega - \delta \omega, k = k_+ = \omega + \delta \omega \text{ or } k = k_{\text{max}} \) (not at \( k = 0 \), because there the convergence factor vanishes). We therefore analyze the dependence of \( R(k, \omega, k_2) \) on \( k_2 \) at these boundaries of \( K \). Taking a partial derivative with respect to \( k_2 \), we find

\[
\frac{\partial R}{\partial k_2} = \frac{4k_2^6(k_2^2 - k^2)(\omega^2 - k^2)}{(k^4 + \omega^2 k_2^2 - 2\omega^2 k_2^3)^3}.
\]  

(18)

For \( k_2 > \omega \) the denominator is positive, as one can see by completing the square, and for \( \omega < k < k_2 \) the numerator is also positive, otherwise the numerator is negative. Hence at \( k = k_- \) and \( k = k_{\text{max}} \) the convergence factor \( R(k, \omega, k_2) \) decreases with increasing \( k_2 \), whereas at \( k = k_+ \) the convergence factor \( R(k, \omega, k_2) \) increases with increasing \( k_2 \). A direct computation shows that for

\[
\omega + \delta \omega \leq k_2 < \frac{\sqrt{3\omega^4 + \delta \omega^4 + \sqrt{\omega^8 - 2\omega^4 \delta \omega^4 + \delta \omega^8 + 16\omega^4 \delta \omega^2}}}{\sqrt{2}\omega},
\]  

(19)

we have \( R(k_-, k_2, \omega) > R(k_+, k_2, \omega) \). Thus the maximum is at \( k_- \) or at \( k_{\text{max}} \) and can be reduced by increasing \( k_2 \). When the convergence factor at \( k_- \) and \( k_+ \) are balanced, \( R(k_-, \omega, k_2) = R(k_+, \omega, k_2) \), which implies by (19) that \( k_2 = \bar{k}_2^{\ast} \) given in (14), we could be at the optimum, provided the convergence factor at \( k_{\text{max}} \) is smaller than the balanced convergence factor at \( k_- \) and \( k_+ \), which by a direct computation implies that (12) is not satisfied. If however (12) holds, then the maximum is still at \( k_{\text{max}} \) and can be further
decreased by increasing $k_2$, while $R(k_+, \omega, k_2)$ increases, and $R(k_-, \omega, k_2)$ decreases further and becomes irrelevant. By continuity, the optimum is in that case attained when $R(k_+, \omega, k_2) = R(k_{\max}, \omega, k_2)$, which leads to $k_2 = \bar{k}_2^*$ given in (13).

**Corollary 2.2.** If $k_2 = \bar{k}_2^*$ according to Theorem 2.2, and $k_{\max} = \pi/h$, then the convergence factor $R(k, \omega, \bar{k}_2^*)$ given in (7) is for $h$ small and $k \in K$ defined in (9) bounded by

$$R(k, \omega, \bar{k}_2^*) \leq R(k_{\max}, \omega, \bar{k}_2^*) = 1 - 4\frac{\pi + 2\omega}{\pi} h^2 + O(h^4).$$

**Proof.** For $k_{\max}$ large, we are in the first case of Theorem 2.2, and therefore the maximum of the solution of the min-max problem is attained at $k_{\max}$. An expansion of $R(\pi/h, \omega, \bar{k}_2^*)$ for $h$ small then leads to the result of the corollary.

We see that the optimized parameter $\bar{k}_2^*$ given by (13) leads to a superior asymptotic performance of the method when $h$ becomes small than the fixed parameter $k_2 = \bar{k}_2^*$ from Theorem 2.1, which leads to the asymptotic performance shown in Corollary 2.1. However, the asymptotic convergence rate with the optimized parameter $\bar{k}_2^*$ is not better than the one of an unpreconditioned diffusion problem. We will show in Section 3, how a refined analysis in a semi-discrete setting leads to a substantially improved asymptotic convergence rate. But first, we introduce a more balanced approximate continuous factorization.

### 2.2. A More Balanced Approximation

We now choose the parameters $p$ and $q$ such that the convergence factor vanishes at two intermediate frequencies, at $k_1 < \omega$ and at $k_2 > \omega$. This leads after a short calculation to the parameters

$$p = -\frac{k_1^2 - \omega^2 + ik_2 \sqrt{\omega^2 - k_1^2}}{k_2 - k_1^2}, \quad q = \frac{\sqrt{k_2^2 - \omega^2} + i\sqrt{\omega^2 - k_1^2}}{k_2 - k_1^2}.$$

With this choice, the new approximate factorization is exact for both the frequencies $k_1$ and $k_2$. If we estimate again the lowest frequency in the $x$-direction by zero, $k_x = 0$, the modulus of the convergence factor (6) becomes after simplification

$$R(k, \omega, k_1, k_2) := \frac{(k_2^2 - k_1^2)^2(k_2^2 - k_1^2)^2}{(k_1^4 - k_1^2 k_2^2 + (k_1^2 + k_2^2 - 2k_2^2)\omega^2)^2}.$$

**Theorem 2.3.** The convergence factor $R(k, \omega, k_1, k_2)$ given in (22) is bounded by one for all $k \in \mathbb{R}$, if and only if

$$k_2 = \bar{k}_2(k_1) := \sqrt{2\omega^2 - k_1^2}.$$

**Proof.** First, we note again that at $k = \omega$, the convergence factor satisfies $R(\omega, \omega, k_1, k_2) \equiv 1$, independently of what we choose for the parameters $k_1 < \omega$ and $k_2 > \omega$. Taking a partial
Fig. 2. Uniformly bounded convergence factor \( R(k, \omega, k_1, \bar{k}_2(k_1)) \) for various choices \( k_1 = 0, 15, 20, 25 \).

derivative of \( R(k, \omega, k_1, k_2) \) with respect to \( k \), and evaluating at \( k = \omega \), we find
\[
\frac{\partial R}{\partial k} \bigg|_{k=\omega} = \frac{4\omega(2\omega^2 - k_1^2 - k_2^2)}{(\omega^2 - k_1^2)(\omega^2 - k_2^2)}. \tag{24}
\]
Hence, if \( k_1^2 + k_2^2 \neq 2\omega^2 \), then the partial derivative at \( k = \omega \) is non-zero, and since we have \( R(\omega, \omega, k_1, k_2) = 1 \), by continuity we must have \( R(k, \omega, k_1, k_2) > 1 \) in the neighborhood of \( k = \omega \), which shows the only if part. For the if part, we find from the partial derivative of \( R(k, \omega, k_1, k_2) \) with respect to \( k \) and assuming that \( k_2 = \bar{k}_2(k_1) \) given in (23) that the only extrema are at \( k = k_1, k = \omega \) and \( k = \bar{k}_2 \). Since \( R(k_1, \omega, k_1, \bar{k}_2) = 0 \) and \( R(\bar{k}_2, \omega, k_1, \bar{k}_2) = 0 \) by construction, \( k_1 \) and \( \bar{k}_2 \) are minima, and in between, at \( k = \omega \), we find the only maximum, where \( R(\omega, \omega, k_1, \bar{k}_2) = 1 \). Now at \( k = 0 \), we have
\[
R(0, \omega, k_1, \bar{k}_2(k_1)) = \frac{(k_1^2(2\omega^2 - k_1^2))^2}{(2\omega^2 - k_1^2)^2} < 1,
\]
as one can see by subtracting the numerator from the denominator. Finally, because we have from (22) that \( \lim_{k \to \infty} R(k, \omega, k_1, \bar{k}_2) = 1 \), it follows that \( R(k, \omega, k_1, \bar{k}_2) \leq 1 \) for all \( k \).

Theorem 2.3 gives us a new free parameter: the method is convergent for all frequencies, except for \( k = \omega \) and \( k = \infty \), provided that \( k_2 = \bar{k}_2(k_1) = \sqrt{2\omega^2 - k_1^2} \), where \( 0 \leq k_1 < \omega \) can be chosen arbitrarily. In Figure 2, we show the convergence factor \( R(k, \omega, k_1, \bar{k}_2) \) as a function of \( k \) for various choices of \( k_1 \in [0, \omega] \). One can see that all curves stay bounded by one as predicted in Theorem 2.3. Note also that the choice \( k_1 = 0 \) leads again to the special case treated already in Subsection 2.1.
Unfortunately, the remaining free parameter \( k_1 \) cannot really be used for an optimization for high frequencies, \( k >> 1 \), since the condition \( k_1^2 + \tilde{k}_2^2 = 2\omega^2 \) implies \( \tilde{k}_2 \leq \sqrt{2}\omega \), and thus \( \tilde{k}_2 \) cannot be effective to diminish the convergence factor for large \( k \). This is also evident in Figure 2, where one can see that the convergence factor increases for large \( k \) when \( k_1 \) moves away from zero. Nevertheless, the free parameter gives an entire family of preconditioners, which can be exact for two frequencies and still non-divergent for all the others.

If we allow however the convergence factor to become slightly larger than one, like in Subsection 2.1, to regain back two parameters in the optimization, one could also treat high frequencies. One would then try to determine two frequencies \( k_1, \tilde{k}_2 \), where the factorization is exact, such that the convergence factor is minimized over all \( k \in K \), where \( K \) is the set of numerically relevant frequencies defined in (9). This leads to the new min-max problem

\[
\min_{0 \leq k_1 < \omega < k_2} \left( \max_{k \in K} R(k, \omega, k_1, \tilde{k}_2) \right) = \min_{0 \leq k_1 < \omega < k_2} \left( \max_{k \in K} \frac{(k^2 - k_1^2)(k^2 - \tilde{k}_2^2)}{k^4 - k_1^2\tilde{k}_2^2 + (k_1^2 + \tilde{k}_2^2 - 2k^2)\omega^2} \right).
\]

(25)

We do however not pursue this approach further for the moment, and turn our attention now to the semi-discrete case.

3. The Semi-Discrete Analytic Factorization

To relate the analytic factorization to the exact block LU decomposition of the discrete matrix operator, we discretize the operator \((-\omega^2 - \Delta)\) in the \( x \) direction \(^5\) and construct the analytic factorization (2) for the semi-discrete operator \((-\omega^2 - \Delta_h)\), where \( \Delta_h = D_x^+ D_x^- + \partial_{yy} \) with \( D_x^+ (u_j) := (u_{j+1} - u_j)/h \) and \( D_x^- (u_j) := (u_j - u_{j-1})/h \) representing the discrete derivatives of a grid function \( u_j \) on a given mesh. Using a Fourier transform in \( y \) of \(-\omega^2 - \Delta_h\) as in the continuous case, the semi-discrete analytic factorization is found to be \(^5\)

\[
\mathcal{F}_y(-\omega^2 - \Delta_h) = -\left(D_x^- + (\tau h - \frac{1}{h})\right) \frac{1}{h^2\tau} \left(D_x^+ - (\tau h - \frac{1}{h})\right),
\]

(26)

where the quantity \( \tau \) is given by

\[
\tau = \frac{1}{h^2} + \frac{\omega^2 + k^2}{2} + \frac{1}{2h}\sqrt{(-\omega^2 + k^2)^2h^2 + 4(-\omega^2 + k^2)}.
\]

(27)

Note that, as we take the limit for \( h \rightarrow 0 \) in (26), we recover again the continuous analytic factorization (2), the term in the middle of (26) disappears in the limit. It turns out however that this term is important to obtain a good quality approximate factorization \(^4,5\).

As in the continuous analytic factorization, we replace the nonlocal operator represented by its symbol \( \tau \) in (26) by a local approximation of the form

\[
\tau_{app} = \frac{1}{h^2} + \frac{\omega^2 + k^2}{2} + \frac{1}{2h}(p + qk^2), \quad p, q \in \mathbb{C}, \quad \Re(q) > 0,
\]

(28)

which leads to two local evolution problems in the factorization. We insert the approximation \( \tau_{app} \) into the factorization (26) and obtain the operator resulting from the approximate
factorization of $-\omega^2 + k^2 - D_x^+ D_x^- \tau_{app}$ in the form

$$L_{app} = F_y^{-1} (-D^+ D^- + \tau_{app} + \frac{1}{\tau_{app} h^4} - \frac{2}{h^2}).$$

(29)

The complex numbers $p$ and $q$ are to be chosen so that $L_{app}^{-1} L$ is as close as possible to the identity except for a few frequencies which will be taken into account by the Krylov method.

We find after some calculation the convergence factor in Fourier to be

$$\rho(k, \omega, h, p, q) = 1 - \frac{2(-\omega^2 + k^2)(2 - \omega^2 h^2 + p \omega h + h(\omega + q)h^2)}{(p - \omega^2 h + (q + h)k^2)^2},$$

(30)

where we have estimated again the discrete Fourier parameter in the $x$ direction by $0$. In the following subsections, we follow the same choices made for the continuous factorization to find suitable parameters $p$ and $q$ to obtain a good preconditioner.

### 3.1. Low Frequency Approximation

We choose, as in the continuous analytic factorization, $p$ such that $\rho$ vanishes at $k = 0$, and $q$ such that $\rho$ vanishes for some $k_2 > \omega$. We find after some computations that the corresponding parameter values for $p$ and $q$ are

$$p = i \omega \sqrt{4 - \omega^2 h^2}, \quad q = \frac{\sqrt{-4 \omega^2 + \omega^4 h^2 + 4 k_2^4 + k_2^2 h^2 - 2 k_2^4 h^2 \omega^2 - i \omega \sqrt{4 - \omega^2 h^2}}}{k_2^2}.$$  

(31)

With these values, the square of modulus of the convergence factor given in (30) for $h < 2/\omega$ becomes

$$R(k, \omega, h, k_2) = \frac{4 k^4 (k - k_2)^2 (k + k_2)^2}{(k^2 (\omega^2 - k_2)^2 h^2 - \sqrt{\omega^2 - k_2^2} (\omega^2 h^2 - 4 h^2 k_2^2 h) + 2 k^4 + 2 \omega^2 k_2^2 - 4 \omega^2 k_2^2)}.$$ 

(32)

which agrees as $h$ goes to zero with the convergence factor found for the continuous analytic factorization given in (7).

**Theorem 3.1.** For $h < 1/\omega$, the convergence factor $R(k, \omega, h, k_2)$ given in (32) satisfies $R(k, \omega, h, k_2) \leq 1$ for all $k$, if and only if

$$k_2 = \bar{k}_2 := \sqrt{\frac{2 - \omega h}{1 - \omega h}}.$$  

(33)

**Proof.** As in the continuous case, at $k = \omega$ we have $R(\omega, \omega, h, k_2) = 1$, independently of what we choose for the parameter $k_2$. A lengthy, but not difficult calculation shows that the partial derivative of $R(k, \omega, h, k_2)$ with respect to $k$ evaluated at $k = \omega$ is non zero, except if $k_2 = \bar{k}_2$ given in (33). Hence, if $k_2 \neq \hat{k}_2$, then the derivative at $k = \omega$ is non-zero, and since at $k = \omega$ we have $R(\omega, \omega, h, k_2) = 1$, we must have $R(k, \omega, h, k_2) > 1$ for some values of $k$ in the neighborhood of $\omega$ by continuity, which shows the only if part. For the if part, we assume that $k_2 = \bar{k}_2$ given in (33). Again using the partial derivative of $R(k, \omega, h, k_2)$ with respect to $k$, we find two minima at $k = 0$ and $k = \bar{k}_2$, and one maximum at $k = \omega$...
where \( R(\omega, \omega, h, \tilde{k}_2) = 1 \). To show that \( R(k, \omega, h, \tilde{k}_2) \leq 1 \) for all \( k \), it thus remains to analyze \( R(k, \omega, h, \tilde{k}_2) \) as \( k \to \infty \). Taking the limit, we find

\[
\lim_{k \to \infty} R(k, \omega, h, \tilde{k}_2) = (1 - \omega h)^2 < 1, \quad \text{if } h < 1/\omega,
\]

which concludes the proof. □

**Corollary 3.1.** If \( k_2 = \tilde{k}_2 \) as given in Theorem 3.1, and \( k_{\max} = \pi/h \), then the convergence factor \( R(k, \omega, h, \tilde{k}_2) \) given in (32) is for \( h \) small and \( k \in K \) defined in (9) bounded by

\[
R(k, \omega, h, \tilde{k}_2) \leq R(k_{\max}, \omega, h, \tilde{k}_2) = 1 - 2\omega h + O(h^2). \tag{34}
\]

**Proof.** For \( k_2 = \tilde{k}_2 \) from Theorem 3.1, the convergence factor \( R(k, \omega, h, \tilde{k}_2) \) given in (32) attains its maximum on \( K \) at \( k_{\max} \) for \( k_{\max} \) large, and since \( k_{\max} = \pi/h \), we have for \( h \) small that \( R(k, \omega, h, \tilde{k}_2) \leq R(k_{\max}, \omega, h, \tilde{k}_2) \) for all \( k \in K \). The result then follows by expanding \( R(\pi/h, \omega, h, \tilde{k}_2) \) for \( h \) small. □

Note that this result is a big improvement over the result for the continuous factorization shown in Corollary 2.1, where the convergence factor behaved like \( 1 - O(h^4) \) for \( h \) small. As in the continuous case however, we can try to optimize the convergence rate by solving the min-max problem

\[
\min_{\omega + \delta \omega < k_2 < k_{\max}} \left( \max_{k \in K} R(k, \omega, h, k_2) \right). \tag{35}
\]

If we choose the same strategy as in the continuous case for \( h \) small, we get the following theorem.

**Theorem 3.2.** Let \( k_{\max} = \pi/h \), \( K \) be the set defined in (9), and let \( k_2 = \tilde{k}_2^* \) defined by the equation

\[
R(\omega + \delta \omega, \omega, h, \tilde{k}_2^*) - R(k_{\max}, \omega, h, \tilde{k}_2^*) = 0, \tag{36}
\]

where \( R(k, \omega, h, k_2) \) is given in (32). Then for \( h \) small, we have

\[
\tilde{k}_2^* \approx \sqrt{2}(\omega + \delta \omega) - \frac{\sqrt{\omega^2 + 4\omega \delta \omega + 2 \delta \omega^2 (\omega + \delta \omega) h}}{2 \sqrt{2} \omega (2 \omega + \delta \omega)}, \tag{37}
\]

and the convergence factor \( R(k, \omega, h, \tilde{k}_2^*) \) is bounded for all \( k \in K \) by

\[
R(k, \omega, h, \tilde{k}_2^*) \leq R(k_{\max}, \omega, h, \tilde{k}_2^*) = 1 - 2\sqrt{\omega^2 + 4\omega \delta \omega + 2 \delta \omega^2 h} + O(h^2). \tag{38}
\]

**Proof.** There is no closed form solution for \( \tilde{k}_2^* \) satisfying (36), but we know from (13) in Theorem 2.2 that as \( h \to 0 \), the optimal parameter is \( \tilde{k}_2^* = \sqrt{2}(\omega + \delta \omega) \). We therefore insert the ansatz \( \tilde{k}_2^* = \sqrt{2}(\omega + \delta \omega) + Ch^\alpha, \alpha > 0 \) into (36) and expand for small \( h \). We find after a lengthy calculation that asymptotically (36) becomes

\[
\frac{2\omega^2 \sqrt{\omega^2 + 4\omega \delta \omega + 2 \delta \omega^2} (\omega + \delta \omega)^2}{(\omega + \delta \omega)^2} h + 4 \frac{\sqrt{2(\omega + \delta \omega) \delta \omega C}}{(\omega + \delta \omega)^3} h^\alpha + O(h^2) + O(h^{1+\alpha}) + O(h^{2\alpha}) = 0. \]
Balancing the first terms leads to $\alpha = 1$ and

$$C = -\frac{\sqrt{\omega^2 + 4\omega \delta\omega + 2\delta\omega^2(\omega + \delta\omega)}}{2\sqrt{2\delta\omega(2\omega + \delta\omega)}}.$$  

Inserting this asymptotic result for $\tilde{k}_2^*$ into $R(k, \omega, h, \tilde{k}_2^*)$ and evaluating at $k = k_{\text{max}}$ gives the bound (38).

Figure 3 shows a comparison of the theoretical convergence factors, for $\omega = 10\pi$ and $\delta\omega = \pi$. On the left, $R$ is shown as a function of $k$ for $h = 1/50$ for the continuous analytic factorization with fixed $k_2 = \tilde{k}_2$ (solid line) and with optimized $k_2 = \tilde{k}_2^*$ (dashed line), and for the semi-discrete analytic factorization (the lower curves) with fixed $k_2 = \tilde{k}_2$ (dash-dotted line) and optimized $k_2 = \tilde{k}_2^*$ (dotted line). One can clearly see the superior performance of the semi-discrete factorization given by the lower curves and also a small difference between the performance of the two continuous factorizations (solid and dashed). On the right with the same pattern coding we show for the same convergence rates $1 - R$ at $k = k_{\text{max}}$ as a function of $h$. The asymptotic behavior is as predicted by the analysis: the semi-discrete factorization has the weakest dependence on $h$, $R = 1 - O(h)$, and using the fixed $k_2 = \tilde{k}_2$ or the optimized $k_2 = \tilde{k}_2^*$ does not make a significant difference (dash-dotted and dotted), whereas for the continuous factorization the difference is significant, $1 - O(h^4)$ in solid and $1 - O(h^2)$ dashed.

3.2. A More Balanced Approximation

Following the ideas from the continuous factorization, we now choose the parameters $p$ and $q$ such that the convergence factor vanishes at two intermediate frequencies, at $k_1 < \omega$ and
at \( k_2 > \omega \). This leads after some calculation to the parameters

\[
p = \frac{k_2 \sqrt{(k_2^2 - \omega^2)(4 + h^2(k_2^2 - \omega^2))} + h k_2 \sqrt{(\omega^2 - k_1^2)(4 + h^2(k_1^2 - \omega^2))}}{k_2^2 - k_1^2},
\]

\[
q = \frac{\sqrt{(k_2^2 - \omega^2)(4 + h^2(k_2^2 - \omega^2))} + \sqrt{(\omega^2 - k_1^2)(4 + h^2(k_1^2 - \omega^2))}}{k_2^2 - k_1^2},
\]

and one can see that as \( h \) goes to zero, these parameters converge to the parameters in the continuous case given in (21). With this choice, the new approximate factorization is exact for the two frequencies \( k_1 \) and \( k_2 \).

**Theorem 3.3.** Let \( R(k, \omega, h, k_1, k_2) \) denote the square of the modulus of the convergence factor given in (30) for the choice \( p \) and \( q \) given in (39). Then \( R(k, \omega, h, k_1, k_2) \) is bounded by one for all \( k \in \mathbb{R} \) if and only if

\[
k_2 = \tilde{k}_2(k_1) := \sqrt{\frac{2\omega^2 - k_1^2 - h\omega^2 \sqrt{\omega^2 - k_1^2}}{1 - h/\sqrt{\omega^2 - k_1^2}}},
\]

**Proof.** The proof is following the same steps as the proof of Theorem 2.3. \( \square \)

As in the case of the continuous factorization, the choice of Theorem 3.3 gives an entire family of semi-discrete preconditioners whose convergence factor is bounded by one for all \( k \). One could also allow the convergence factors to become slightly larger than one outside of the numerical set of frequencies \( K \) defined in (9), and then try to find the best parameters \( k_1 \) and \( k_2 \), which solve the min-max problem

\[
\min_{0 \leq k_1 < \omega < k_2} \max_{k \in K} R(k, \omega, h, k_1, k_2),
\]

but we are not considering this issue further in this paper. The numerical experiments in the next section will show that there would be only little one could gain studying (41) further.

### 4. Numerical Experiments

We consider for our numerical experiments a two dimensional open cavity problem modeled by

\[
-\omega^2 u - \Delta u = f, \quad \text{in } \Omega = [0, 1] \times [0, 1],
\]

with homogeneous Dirichlet boundary conditions on the top, bottom and right boundaries. On the left boundary, which represents the opening of the cavity, we impose the Robin condition \((\partial_x + i\omega)(u) = 0\). We choose for the right hand side the function \( f(x, y) = \delta(x - \frac{1}{2})\delta(y - \frac{1}{2}) \), which corresponds to a point source in the center of the cavity. We discretize the problem using a standard five point finite difference discretization with the same mesh parameter \( h \) both in the \( x \) and \( y \) directions. This leads to a discrete matrix problem of the form

\[
Au = f
\]
where $A$ is a large, sparse, indefinite matrix. We follow in the implementation of the AILU preconditioners presented here the approach using the relation between AILU and the block-LU decomposition $^4$.

### 4.1. AILU as an Iterative Solver

As we have seen in the analysis, AILU as an iterative solver for discretized Helmholtz problems is not convergent in general, and we only recommend it to be used as a preconditioner for a Krylov method. Nevertheless, for certain problem configurations, the method can be made convergent, which illustrates our analysis in an interesting way. For example for our domain $\Omega$ with homogeneous Dirichlet conditions on top and bottom, the solution can be expanded in a Fourier series with the harmonics $\sin(j\pi y)$, $j \in \mathbb{N}$. Hence the relevant frequencies are $k = j\pi$, $j = 1, 2, \ldots$. They are equally distributed with the spacing $\pi$, the lowest frequency is $k_{\min} = \pi$, and choosing $\delta\omega = \pi/2$ would leave precisely one frequency in $(\omega - \delta\omega, \omega + \delta\omega)$ for the Krylov method and treat all the others by the optimization. If $\omega$ falls in between the relevant frequencies, say $j\pi < \omega < (j + 1)\pi$, then we can get even the iterative method to converge by choosing $\delta\omega = \min(\omega - j\pi, (j + 1)\pi - \omega)$. To illustrate this in this subsection, we need to be more precise and consider the spectrum of the discretized operator. Choosing $h = 1/50$, the spectrum of the discrete Laplacian is shifted from $9\pi$ to $8.88\pi$ and from $10\pi$ to $9.84\pi$. If we therefore choose $\omega$ to be exactly between those two frequencies of the discrete problem, $\omega = 9.36\pi$ and optimize using $\delta\omega = 0.48\pi$, the iterative AILU should be convergent for an appropriate choice of the parameter $k_2$ ($k_1 = 0$). We show in Figure 4 on the left the final result of the simulation, and on the right the behavior of AILU used as an iterative solver for various values of the parameter $k_2$. Note how a certain range of choices for $k_2$ does indeed lead to a convergent stationary iterative method. The star in Figure 4 on the right indicates the choice recommended by the semi-discrete analysis in Theorem 3.1, which leads to $k_2 = 54.44$ and indeed is close to the best performing pa-
rameter in the fully discrete simulation. With the theoretical parameter $\tilde{k}_2$, AILU used as an iterative method on this problem reduced the initial residual by a factor of $10^{-6}$ in 596 iterations, starting from a random initial guess, and in 892 iterations starting from a zero initial guess. The results of the fully continuous analysis lead to a parameter $\tilde{k}_2 = 41.58$ (Theorem 2.1) and $\tilde{k}_2 = 43.89$ (Theorem 2.2), both of which do not lead to a convergent stationary iterative AILU, as one can see from Figure 4 on the right. At any rate, to really use AILU, one needs a Krylov method, which is preconditioned with AILU, which we will do in the next subsection.

4.2. AILU as a Preconditioner for a Krylov Method

We use the same configuration as in the previous subsection, but now use the AILU as a preconditioner for several Krylov methods, and compare its performance to other incomplete LU preconditioners. In Table 1, we show the iteration counts obtained to reduce the initial residual by a factor $10^{-6}$, both using a zero initial guess, and a random initial guess. One can see that this small scale model problem is already challenging for an unpreconditioned Krylov method. Only GMRES converged to the solution without preconditioner for the random initial guess in less than 2000 iterations, and with a zero initial guess, the situation is similar, with QMR and BiCGStab barely converging in less than 2000 iterations. Since we use GMRES without restarts, the computational cost for it is high, as one can see in Table 2. The situation is not much better for the methods preconditioned with ILU(0'), with no fill-in. QMR is still not converging in less than 2000 iterations, BiCGStab now converges, with a relatively high iteration count of about 600 iterations, and GMRES converges in about 200 iterations. Comparing the flop count however, BiCGStab is doing much better than GMRES already in this case. The ILU(1e-2) preconditioner finally brings down the iteration count significantly for both GMRES and BiCGStab, and also the flop count is significantly reduced for this small problem, except for QMR which is still not convergent. Note that
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<tr>
<th>Iteration counts using a random initial guess and various preconditioners</th>
</tr>
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</tr>
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</tr>
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</table>
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<td>--------</td>
</tr>
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<td>GMRES</td>
</tr>
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<td>BiCGStab</td>
</tr>
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Table 2. Comparison of flop counts in mega flops when AILU is used as a preconditioner for various Krylov methods, together with results for standard incomplete LU preconditioners.

<table>
<thead>
<tr>
<th>Method</th>
<th>Flop counts in mega flops using a random initial guess</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Flop counts</td>
</tr>
<tr>
<td>GMRES</td>
<td>none</td>
</tr>
<tr>
<td>QMR</td>
<td>-</td>
</tr>
<tr>
<td>BiCGStab</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Flop counts in mega flops using a zero initial guess</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Flop counts</td>
</tr>
<tr>
<td>GMRES</td>
<td>none</td>
</tr>
<tr>
<td>QMR</td>
<td>-</td>
</tr>
<tr>
<td>BiCGStab</td>
<td>1307.70</td>
</tr>
</tbody>
</table>

there is already a significant cost difference for computing the ILU(1e-2) preconditioner, compared to the other ones, as one can see in Table 3, and this discrepancy in cost increases dramatically with problem size to a point, where ILU(1e-2) can no longer be computed any more, while AILU is still very cheap. With AILU, all preconditioned methods for all proposed choices of parameters are convergent with a low iteration count, and the flop counts are significantly lower than for the other preconditioners, except for GMRES when starting with a random initial guess. This situation however changes as soon as the problem size increases. BiCGStab shows the lowest iteration count, with AILU, but each iteration costs two matrix vector multiplies, and if this is taken into account, it is comparable to the performance of QMR. It is also interesting to note that for QMR, the semi-discrete parameter of AILU(3) leads to the best performance, whereas for GMRES and BiCGStab, the simple parameter derived from the continuous analysis is slightly better.

To investigate this issue further, we tested on the same small model problem the AILU preconditioner which is exact for two frequencies $k_1$ and $k_2$. We varied these two frequencies, and each time ran the iterative version of AILU and also AILU as a preconditioner for GMRES, QMR and BiCGStab, in each case with a random initial guess, for 26, 52 and 78 iterations, to see for which choice of the parameters $k_1$ and $k_2$ the methods performed best in the course of the iterations. The results are shown in Figure 5 for AILU as an iterative solver on the left and for AILU as a preconditioner for GMRES on the right, and in Figure 6 for AILU used as a preconditioner for QMR and BiCGStab. In each case, we started with a random initial guess and show a level set plot of the log base 10 of the
Fig 5. Residual obtained after 26, 52 and 78 iterations of AILU as an iterative solver on the left, and as a preconditioner for GMRES on the right, for various values of the parameters $k_1$ and $k_2$. The dashed line indicates the choice $k_2 = 	ilde{k}_2(k_1)$ from Theorem 3.3 which guarantees a semi-discrete convergence factor bounded by one, and the solid line indicates the choice $k_2 = k_2(k_1)$ from Theorem 2.3 which guarantees a continuous convergence factor bounded by one.
Fig. 6. Residual obtained after 26, 52, 78 iterations of AILU as a preconditioner for QMR on the left, and for BiCGStab on the right (counting half iterations as iterations, to have the same number of matrix-vector multiplies), for various values of the parameters $k_1$ and $k_2$. The dashed line indicates the choice $k_2 = \tilde{k}_2(k_1)$ from Theorem 3.3 which guarantees a semi-discrete convergence factor bounded by one, and the solid line indicates the choice $k_2 = \tilde{k}_2(k_1)$ from Theorem 2.3 which guarantees a continuous convergence factor bounded by one.
residual obtained, scaled with $h^2$, so that the residual corresponds to the physically relevant one. The black solid line shows the link between the parameters $k_2 = \tilde{k}_2(k_1)$ given by Theorem 2.3 from the continuous analysis, while the dashed line shows the link between the parameters $k_2 = \bar{k}_2(k_1)$ given by Theorem 3.3 from the semi-discrete analysis. There are several interesting observations: first, AILU as an iterative method converges in a rectangular region clearly visible in Figure 5 on the left, and the picture does not change much as the iteration progresses from top to bottom. As soon as one leaves this region, divergent modes seem to appear and the method fails. The relation $k_2 = \tilde{k}_2(k_1)$ from Theorem 3.3 predicts the valley of convergence quite well, but not the sharp interface in $k_1$, where the method starts to diverge, which does not seem to be captured by the semi-discrete analysis. When AILU is used as a preconditioner for a Krylov method, it converges for a much wider range of parameters. It is very interesting to note, that early in the iteration, the relation $k_2 = \bar{k}_2(k_1)$ from Theorem 3.3 predicts the valley of best convergence extremely well, while later, a different convergence mechanism related to GMRES seems to set in, and a better choice of parameters would be more corresponding to the relation $k_2 = \tilde{k}_2(k_1)$ given by Theorem 2.3 from the continuous analysis. Understanding the complex interplay between GMRES and the AILU preconditioner would be invaluable to further improve the performance of the preconditioned method.

Looking at Figure 6, we see that QMR has for a wide range of parameters about the same performance early in the iteration, but later the choice indicated by the semi-discrete analysis seems to better and better indicate the best choice. This becomes even more apparent at iteration 104 shown in Figure 7, where one can clearly see that in contrast to GMRES, QMR has the best asymptotic performance for the parameters derived in the semi-discrete analysis leading to $k_2 = \tilde{k}_2(k_1)$ in Theorem 3.3. This is different for BiCGStab, whose region of best performance early in the iteration is a valley orthogonal to the one predicted.
by the analysis, and which later moves more toward the region indicated by the continuous analysis, $k_2 = \bar{k}_2(k_1)$ given by Theorem 2.3, very similar to GMRES preconditioned with AILU. It is tempting to conjecture that QMR is asymptotically closer to the stationary iterative method and its semi-discrete analysis, as far as the choice of optimal parameters is concerned, whereas GMRES and BiCGStab somehow seem to sense the underlying problem in this case and the optimal parameters derived from the continuous analysis. We repeated the same set of experiments also on a refined mesh for $h = 1/100$, and also for a problem where $\omega$ was doubled, and the situation remained similar.

We now turn our attention to how the AILU preconditioner scales with the mesh size and $\omega$. We first do a scaling experiment where we keep $\omega = 10\pi$ fixed, but refine the mesh. In Table 4, we show the iteration counts needed to reduce the initial residual by a factor $10^{-6}$ when starting with a zero initial guess. We can see that for $\omega$ constant, the iteration counts remain low as the mesh is refined. Only GMRES becomes too memory intensive on the finest mesh with 640'000 complex unknowns, where 1G of memory did not suffice any more to compute a solution. QMR and BiCGStab still solve the highly resolved acoustics problem using about 120 AILU preconditioned matrix vector products. None of the standard ILU preconditioners can be used to solve the refined problems.

We next show a scaling experiment, where $\omega$ increases as the mesh is refined, and hence a more and more difficult Helmholtz problem is solved. We start with a coarse mesh $h = 1/50$ and $\omega = 5\pi$ and then increase $\omega$ by keeping the ratio $\omega h$ constant. In Table 5, we show the iteration counts needed to obtain a reduction of the residual by a factor $10^{-6}$ when starting with a zero initial guess. We can see that the iteration counts now reflect the

<table>
<thead>
<tr>
<th>$\omega$</th>
<th>$h$</th>
<th>GMRES $k_2$</th>
<th>QMR $\bar{k}_2$</th>
<th>BiCGStab $\bar{k}_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5\pi$</td>
<td>1/50</td>
<td>27</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>$10\pi$</td>
<td>1/100</td>
<td>52</td>
<td>54</td>
<td>55</td>
</tr>
<tr>
<td>$20\pi$</td>
<td>1/200</td>
<td>146</td>
<td>150</td>
<td>155</td>
</tr>
<tr>
<td>$40\pi$</td>
<td>1/400</td>
<td>-</td>
<td>-</td>
<td>stag</td>
</tr>
</tbody>
</table>

Table 4. Increase of the iteration counts when the mesh is refined for a fixed $\omega$.

Table 5. Iteration count dependence on $\omega$ for a fixed ratio $\omega h$, where $h$ is the mesh size.
increasing difficulty of the problem. For GMRES, the iteration counts of the largest problem are too high to allow the method to proceed with 1G of memory. QMR converges for the parameter choice in AILU stemming from the semi-discrete analysis, but stagnates for the other parameter values on the largest problem. BiCGStab still converges with all three parameter choices in AILU, even for $\omega = 40\pi$, and turns out to be the most robust method in this experiment.

5. Conclusions

We presented and analyzed two variants of the AILU preconditioner for the Helmholtz equation: a continuous one and a semi-discrete one. Both are incomplete LU preconditioners based on the analytic factorization of the continuous or semi-discrete Helmholtz operator and local approximations of the non-local analytic factors. We derived parameters in both cases of AILU which led to stationary iterative methods that have convergence factors bounded by one, and we have also derived optimized parameters when the method is used in a numerical setting. In this case, the convergence factors are strictly less than one, and we analyzed the asymptotic performance of the AILU variants when the mesh is refined. We then presented extensive numerical experiments to investigate the performance of the AILU variants as preconditioners for Krylov methods. We found that AILU as a preconditioner for QMR leads to a method with a parameter dependence similar to the stationary AILU and corresponding to the semi-discrete analysis, whereas GMRES and BiCGStab preconditioned with AILU show a different parameter dependence, more related to the continuous AILU analysis. It would be invaluable to obtain more insight into the interplay between AILU and the Krylov methods used, in order to be able to better predict the best parameters for the performance of Krylov methods preconditioned with AILU in the context of acoustics problems: this paper is only a first step into that direction.
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