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Abstract

In this study, we investigate the performance of the frozen-density embedding scheme within density-functional theory [J. Phys. Chem. 97, 8050 (1993)] to model the solvent effects on the electron-spin-resonance hyperfine coupling constants (hfcc's) of the H2NO molecule. The hfcc's for this molecule depend critically on the out-of-plane bending angle of the NO bond from the molecular plane. Therefore, solvent effects can have an influence on both the electronic structure for a given configuration of solute and solvent molecules and on the probability for different solute (plus solvent) structures compared to the gas phase. For an accurate modeling of dynamic effects in solution, we employ the Car-Parrinello molecular-dynamics (CPMD) approach. A first-principles-based Monte Carlo scheme is used for the gas-phase simulation, in order to avoid problems in the thermal equilibration for this small molecule. Calculations of small H2NO-water clusters show that microsolvation effects of water molecules due to hydrogen bonding can be reproduced by frozen-density embedding calculations. Even simple sum-of-molecular-densities [...]
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In this study, we investigate the performance of the frozen-density embedding scheme within density-functional theory [J. Phys. Chem. \textbf{97}, 8050 (1993)] to model the solvent effects on the electron-spin-resonance hyperfine coupling constants (hfcc’s) of the H$_2$NO molecule. The hfcc’s for this molecule depend critically on the out-of-plane bending angle of the NO bond from the molecular plane. Therefore, solvent effects can have an influence on both the electronic structure for a given configuration of solute and solvent molecules and on the probability for different solute (plus solvent) structures compared to the gas phase. For an accurate modeling of dynamic effects in solution, we employ the Car-Parrinello molecular-dynamics (CPMD) approach. A first-principles-based Monte Carlo scheme is used for the gas-phase simulation, in order to avoid problems in the thermal equilibration for this small molecule. Calculations of small H$_2$NO-water clusters show that microsolvation effects of water molecules due to hydrogen bonding can be reproduced by frozen-density embedding calculations. Even simple sum-of-molecular-densities approaches for the frozen density lead to good results. This allows us to include also bulk solvent effects by performing frozen-density calculations with many explicit water molecules for snapshots from the CPMD simulation. The electronic effect of the solvent at a given structure is reproduced by the frozen-density embedding. Dynamic structural effects in solution are found to be similar to the gas phase. But the small differences in the average structures still induce significant changes in the computed shifts due to the strong dependence of the hyperfine coupling constants on the out-of-plane bending angle. © 2005 American Institute of Physics. [DOI: 10.1063/1.2033749]

I. INTRODUCTION

Quantum chemical calculations of electron-spin-resonance (ESR) parameters have become a routinely applicable task during the past years (for an excellent overview, see the book by Kaupp et al.\textsuperscript{1}). Particularly density-functional methods are widely used to study g tensors and hyperfine splittings, and their performance has been investigated in recent studies (see, e.g., Refs. 2–4). For many systems, these parameters depend strongly on the environment.

Isotropic hyperfine coupling constants (hfcc’s) are very sensitive to solvent effects in two respects. First, they often show a strong dependence on the structure of the molecule, and the solvent may have a great influence on certain structural parameters. Second, also for a given distribution of structures, solvation can change the values of the hfcc’s significantly. Therefore, accurate calculations of these quantities must account for both structural changes between gas phase and solvent as well as for solvent effects at a given structure.\textsuperscript{5}

Among the best studied radicals are (organic) $\pi$ radicals, e.g., nitroxides, semiquinones, or phenoxyls. They have been subject to numerous theoretical investigations, and many aspects of solvent effects on their ESR parameters have been analyzed.\textsuperscript{6–13} One prototype system for the family of nitroxides is the H$_2$NO radical, which shows a strong dependence of the hfcc’s on the out-of-plane bending angle $\theta$ of the NO group from the H–N–H plane. The singly occupied molecular orbital (SOMO) in this case is a $\pi^*$-type orbital perpendicular to the molecular plane. An isosurface plot of the SOMO is shown in Fig. 1. For $\theta=0$, the direct contribution of the SOMO to the hyperfine coupling constants vanishes for all atoms, since there is no contribution of $s$-type atomic
orbitals to the SOMO for symmetry reasons. It is an ideal example molecule since many experimental studies in gas phase, argon matrix, water, and methanol have been carried out. Earlier theoretical studies concerning the solvent effects on this molecule employed mixed classical and quantum approaches. Takase and Kikuchi used snapshots generated from classical Monte Carlo simulations, in which only the angle $\theta$ was freely varied. Hyperfine coupling constants were obtained for these structures by restricted open-shell Hartree-Fock- (ROHF) type calculations, in which a classical point-charge model was used to include the effect of the solvent. In this way, only electrostatic effects of the solvent are covered. Later, Barone et al. studied environmental effects by combining static hybrid density-functional theory calculations of the hyperfine coupling constants with classical polarizable continuum solvent models. Although the dependence of the hyperfine coupling constants on the angle $\theta$ was investigated in that study, the vibrational effect on the average ESR parameters is not explicitly given. It was, however, mentioned there that in a related study on $\text{H}_2\text{NO}$ in vacuo the vibrational averaging effect for the out-of-plane vibration on this radical was small.

Studies on other nitroxide radicals showed that a more sophisticated treatment might be necessary in some cases, where dynamical fluctuations of hydrogen-bonded systems have to be described. A Car-Parrinello molecular-dynamics (CPMD) approach was used in Ref. 13 to sample the space of accessible configurations for the solvated system, since earlier studies showed that the angular distribution around the NO group might not be reliably reproduced by studies based on classical force fields as presented in Ref. 12. For the calculation of hyperfine coupling constants, different methods combining explicit (quantum) water molecules, classical water models, and continuum models were applied for 100 snapshots of the CPMD simulation to simulate bulk solvent effects in Ref. 13.

In this study, we are going to apply a sequential scheme of first-principles-based CPMD or Monte Carlo simulations for the structure generation with the frozen-density embedding scheme to model solvent effects on the hyperfine coupling constants. It has already been shown that specific solvent-solute interactions (e.g., hydrogen bonding) and bulk solvent effects on absorption spectra can be modeled by this quantum mechanics (QM)/QM-embedding approach. Here, we are going to assess its reliability in the calculations of hyperfine coupling constants of solvated molecules.

This work goes beyond earlier studies in many respects and combines the advantages of several solvent models: (i) dynamical effects in both gas phase and solution are considered on the basis of first-principles electronic structure methods without restriction of the averaging process to certain degrees of freedom, (ii) problems in the gas-phase simulation due to the weak coupling between different vibrational modes were circumvented by a Monte Carlo scheme, (iii) both short-range electronic (or microsolvation) and bulk solvent effects can be studied by this efficient explicit solvent model, (iv) frozen-density embedding includes not only electrostatic effects but also nonelectrostatic effects (exchange-correlation contributions and nonadditive kinetic-energy effects), and (v) no empirical information enters the calculation of the hyperfine coupling constants in the presence of the solute—apart from the usual parametrization in the density functionals. A direct comparison to experimental data obtained in different media is therefore possible by this approach, which considers both the electronic and the structural changes in the solute upon solvation.

II. COMPUTATIONAL DETAILS

We use the orbital-free embedding formalism as employed in Ref. 22 to model solvent effects on the spectroscopic properties in solution. In this formalism, the electron density of the embedded subsystem ($\rho_H$) in a given microscopic environment, which is represented by means of the frozen electron density ($\rho_{\text{f}}$) and a set of nuclear charges ($Z_{II_{ii}}$) at the corresponding positions ($R_{II_{ii}}$), is derived from the Kohn-Sham-type one-electron equations.

The effective Kohn-Sham (KS) potential in these equations is derived from the requirement that the total density $\rho_{\text{total}}=\rho_{\text{f}}+\rho_H$ of the system is obtained, which minimizes the total energy, from an optimization process in which the density of the environment, $\rho_H$, is kept frozen. Assuming that the complementary $\rho_H$ is positive definite and noninteracting $\nu_I$ representable, KS-type equations can be derived, in which the effect of $\rho_H$ is folded into the effective KS potential for the $\nu_I$ system. This effective potential and the corresponding equations are denoted as Kohn-Sham approach with constrained electron density (KSCED). The KSCED effective potential contains the nuclear attraction, electron Coulomb, and exchange-correlation potentials for the isolated system $I$ plus an additional (embedding) component,

$$V_{\text{emb}}^{\text{eff}}[\mathbf{r},\rho_I,\rho_H] = \sum_{\lambda_{II}} \frac{Z_{\lambda_{II}}}{|\mathbf{r} - \mathbf{R}_{\lambda_{II}}|} + \int \frac{\rho_H(\mathbf{r'})}{|\mathbf{r} - \mathbf{r'}|} d\mathbf{r'} + \left. \frac{\delta E_{\text{xc}}[\rho]}{\delta \rho} \right|_{\rho = \rho_{\text{f}}} + \int \frac{\delta I_{\nu_I}[\rho]}{\delta \rho} d\mathbf{r'} \left. \frac{\delta E_{\text{xc}}[\rho]}{\delta \rho} \right|_{\rho = \rho_{\text{f}}},$$

where we may also write the kinetic part of the potential as...
the functional derivative $\delta T^\text{ad} [\rho_1, \rho_H] / \delta \rho_I$ of the nonadditive kinetic-energy functional,

$$T^\text{ad}_I [\rho_1, \rho_H] = T_I [\rho_1 + \rho_H] - T_I [\rho_1] - T_I [\rho_H].$$

The functionals $E_{xc} [\rho]$ and $T_I [\rho]$ are defined in the Kohn-Sham formulation of density-functional theory (DFT).

It is worthwhile to underline that $\rho_H$ enters as a given (frozen) function $\rho_H(\mathbf{r})$ in Eq. (1). For each choice for this function, one-electron equations for embedded orbitals (KSCED) can be solved. The density $\rho_H$ can be obtained from a fully variational treatment of the total system as in the subsystem formulation of density-functional theory by Cortona,\textsuperscript{24} or it can be subject to additional simplifications to be used in multilevel computer simulations to couple subsystems described at different levels.\textsuperscript{20}

For $T_I [\rho]$ in Eq. (1), we use the gradient-dependent approximation denoted as PW91k in Ref. 22, which is related to the exchange functional of Perdew and Wang\textsuperscript{25} with a parametrization by Lembarki and Chermette.\textsuperscript{26} The accuracy of this approximation has been tested in former studies.\textsuperscript{27,28}

All density-functional calculations, apart from the CPMD simulations, have been performed using the Amsterdam density-functional (ADF) package.\textsuperscript{29,30} We have employed the ZORA-QZ4P basis set from the ADF basis set library, which is of valence quadruple-$\xi$ quality and contains four sets of polarization functions. The Becke-Perdew exchange-correlation functional, dubbed BP86,\textsuperscript{31,32} has been used, which has been shown to yield reliable results for the calculations of ESR hyperfine coupling constants.\textsuperscript{3} The spin-unrestricted approach has been applied to investigate spin-polarization effects. No frozen-core approximations have been made here. Spin-restricted, spin-orbit-coupled equations within the zero-order regular approximation\textsuperscript{33,34} (ZORA) have been used for the evaluation of the $g$ tensor, which parametrizes the Zeeman interaction. For many systems the spin-orbit coupling is the most important factor for shifting the $g$-tensor components away from the free-electron value $g_e$. Its effect on the hyperfine coupling tensor is often quite small. Therefore, the effect of spin polarization on the hyperfine interactions is included in our spin-unrestricted calculations, but not the effect of spin-orbit coupling. The method used here to calculate the $g$ tensor and the hfcc’s is described in detail in Refs. 36 and 37.

Structures employed for the investigation of specific interactions between H$_2$NO and water molecules are fully optimized for the corresponding method and basis set.

To compute the shift in the hyperfine coupling constants, it is necessary to sample the configurational space in gas phase and solution, respectively. For the aqueous solution, CPMD simulations have been carried out with the projector augmented-wave (PAW) package\textsuperscript{38} using the BLYP functional.\textsuperscript{31,39} The cutoff for the plane-wave basis was 30 Ry (408 eV) and 90 Ry (1225 eV) for the charge density. Using the projector augmented-wave approach rather low plane-wave cutoffs can be used, comparable to Vanderbilt’s ultrasoft pseudopotentials, and lower than those necessary with, e.g., Troullier-Martins norm-conserving pseudo-potentials.\textsuperscript{38,40} For sampling efficiency reasons, we employed deuterium isotopes for the hydrogen atoms. We used a fictitious mass for the wave functions of 100 a.u., a time step of 6.5 a.u. (0.157 fs), and a small friction on the wave functions of 0.0002. This has been verified to give good simulations of liquid water. Within the projector augmented-wave technique in the CPMD simulations, a frozen-core approximation was used for the 1$s$ orbitals of oxygen and nitrogen. The simulation was performed with one H$_2$NO molecule and 32 water molecules in a periodic cubic box of 10.05 Å. A Nosé thermostat with an oscillation frequency of 60 000 a.u. was used to keep the temperature at 300 K. After equilibration for 15 ps with more strongly coupled thermostats, the simulation was prolonged for 12 ps.

For all subsequent frozen-density calculations the frozen density, $\rho_H$ in Eq. (1), has been calculated from a sum of molecular densities of solvent molecules obtained within the local-density approximation (LDA) and a TZP basis set. In Ref. 22 it was shown that this approach enormously speeds up the generation of the frozen density without significant loss of accuracy.

For canonical ensemble (constant temperature) gas-phase simulations of such a small molecule, (CP)MD approaches introduce the problem that it is not possible to use conventional thermostating techniques. Tests using a scheme similar to the one used in Ref. 22 for the gas-phase simulation showed that there is no exchange of energy between the different degrees of freedom in the present molecule during the simulation time, so that no proper sampling of the configurational space is achieved. We therefore used a Monte Carlo sampling in internal coordinates, in which ADF-DFT calculations were performed to determine the potential energy of the trial structures. An acceptance ratio of 0.5 was used for the Monte Carlo sampling, and the probabilities of acceptance have been scaled by the factors arising from the Jacobian due to the use of nonlinear coordinates (see the examples in Refs. 41 and 42).

III. STRUCTURAL AND ELECTRONIC EFFECTS OF MICROSOVLATION

From former studies,\textsuperscript{18,43} it is known that there is a strong dependence of the $^1H$ and $^{14}N$ hyperfine coupling constants on the out-of-plane bending angle $\theta$ of the NO group from the molecular plane. This is due to the fact that the largest contribution to the hfcc is usually the direct contribution of the SOMO, as long as the SOMO does not vanish at the position of the nuclei. The SOMO of dihydroxynitroxide is essentially the antibonding $\pi^*$ orbital localized on the nitrogen and the oxygen atoms of the nitroxide moiety, which is perpendicular to the molecular plane (see Fig. 1). The direct contribution from the SOMO thus vanishes for all nuclei if the molecule assumes a planar structure. Deviations from the planarity of the radical center allow the participation of $s$ atomic orbitals to the SOMO, thus increasing the contact spin density considerably.

We calculated the hfcc’s for different out-of-plane bending angles, where we optimized all other internal degrees of freedom of the molecule. The results are shown in Fig. 2. Comparison with Ref. 43 shows that our results are in agree-
ment with the curve calculated in that study using the hybrid B3LYP functional. In our case, \( a(1) \) is \(-36.5\) MHz for the planar structure, becomes zero for \( \theta = 33° \), and increases to \( 45.0\) MHz for \( \theta = 60° \). In Ref. 43, the value for the planar structure is \(-40.6\) MHz, which is a bit lower than in our case. Similar to our case, the hyperfine coupling constant vanishes for \( \theta = 35° \), and increases to \( \approx 42\) MHz for \( \theta = 60° \). Also for \( a(14N) \), we observe similar behavior in both studies. In our case, the value increases from \( 10.0\) MHz for the planar structure to \( 35.9\) MHz for \( \theta = 60° \), while the corresponding B3LYP data are \( 15.1\) MHz. Both DFT methods seem to underestimate the hyperfine splitting at the equilibrium structure for \( 14N \) (but not for \( 1H \)) when compared to UQCISD[T] calculations. While BP86 and B3LYP yield \( 17.8\) MHz (BP86; \( \theta = 17.6° \)) and \( 21.3\) MHz (B3LYP; \( \theta = 16.6° \)), the UQCISD[T] value of \( 28.3\) MHz (\( \theta = 16.9° \)) is considerably higher. A similar observation was made for \( H_2CN \), which was attributed to an underestimation of spin-polarization effects by DFT methods.

In contrast to this, the angular behavior of the hyperfine splittings calculated in Ref. 18 is very different. ROHF calculations have been used in that work, combined with a certain type of singly excited determinants to include spin-polarization effects. The resulting hyperfine coupling constants are approximately \(-31\) MHz for \( a(1) \) and \( 34\) MHz for \( a(14N) \), calculated for the planar structure. The angular dependency for \( a(1) \) is only in qualitative agreement with the one observed here and in Ref. 43 for smaller angles, and especially for larger angles it is much lower than the DFT results.

In order to investigate the effect of specific electronic interactions of water molecules and the \( H_2NO \) radical on the molecular structure and the ESR parameters, we optimized the structures of \( H_2NO \) with zero, two, and four water molecules. Bond lengths and angles for structures optimized imposing \( C_s \) or \( C_{2v} \) symmetry are given in Table I. For the unsolvated radical, the \( C_{2v} \) structure corresponds to the planar transition state between two \( C_s \) minima. For the structures including water molecules, unconstrained optimizations lead to \( C_1 \) structures (see Sec. IV and Fig. 3). Although this analysis cannot replace a sampling of solvent configurations in a dynamic simulation of the solution, some first trends can be recognized. With an increasing number of water molecules, the \( N-O \) bond length increases slightly from \( 1.282 \) to \( 1.291\) Å for the \( C_s \) structures, and a similar trend is found for the transition states. The \( N-H \) bond length does not change in a systematic way. An increase from \( 118.0° \) to

![FIG. 2. Dependence of the isotropic hfcc \( a \) on the out-of-plane bending angle \( \theta \) of the NO group from the molecular plane. For each angle \( \theta \), all other internal coordinates of the molecule have been optimized (BP86/ZORA-QZ4P).](Image 53x579 to 293x742)

![FIG. 3. Optimized structures (BP86/ZORA-QZ4P, no symmetry constraints) of two small \( H_2NO \)-water clusters.](Image 334x662 to 538x742)

**TABLE I.** Optimized geometrical parameters (distances in angstrom, angles in degrees), isotropic hfcc \( a \) (MHz), as well as the \( g \) tensor for \( H_2NO \), \( H_2NO + 2H_2O \), and \( H_2NO + 4H_2O \) molecules from unrestricted, scalar relativistic BP86/ZORA-QZ4P calculations (the \( g \) tensor was calculated, in a restricted, spin-orbit ZORA calculation). Additionally, inversion barriers \( \Delta E(C_{2v}-C_s) \) (kJ/mol) are given. Experimental values are shown for comparison. The \( N-H \) bond length in Ref. 14 is an assumption to determine the other structural parameters. Note that the signs for the coupling constants have only been determined in the gas-phase study.

<table>
<thead>
<tr>
<th></th>
<th>( H_2NO )</th>
<th>( H_2NO + 2H_2O )</th>
<th>( H_2NO + 4H_2O )</th>
<th>( H_2NO )</th>
<th>( H_2NO + 2H_2O )</th>
<th>( H_2NO + 4H_2O )</th>
<th>Exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r(1) )</td>
<td>1.281</td>
<td>1.282</td>
<td>1.290</td>
<td>1.282</td>
<td>1.285</td>
<td>1.291</td>
<td>1.280</td>
</tr>
<tr>
<td>( r(14N) )</td>
<td>1.023</td>
<td>1.022</td>
<td>1.027</td>
<td>1.025</td>
<td>1.023</td>
<td>1.028</td>
<td>1.01</td>
</tr>
<tr>
<td>( HNH )</td>
<td>119.6</td>
<td>120.0</td>
<td>120.1</td>
<td>118.0</td>
<td>119.3</td>
<td>121.4</td>
<td>122.7</td>
</tr>
<tr>
<td>( \Delta E(C_{2v}-C_s) )</td>
<td>0.22</td>
<td>0.04</td>
<td>0.03</td>
<td>0.0</td>
<td>0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>( \theta )</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>17.6</td>
<td>14.6</td>
<td>9.4</td>
<td>9.4</td>
</tr>
<tr>
<td>( a(1) )</td>
<td>10.0</td>
<td>11.5</td>
<td>13.1</td>
<td>17.8</td>
<td>16.8</td>
<td>13.6</td>
<td>35.9</td>
</tr>
<tr>
<td>( a(14N) )</td>
<td>-36.5</td>
<td>-38.1</td>
<td>-39.2</td>
<td>-25.3</td>
<td>-30.8</td>
<td>-38.8</td>
<td>-35.9</td>
</tr>
<tr>
<td>( g_{ss} )</td>
<td>2.0088</td>
<td>2.0080</td>
<td>2.0080</td>
<td>2.0091</td>
<td>2.0082</td>
<td>2.0080</td>
<td>2.0057(1)</td>
</tr>
</tbody>
</table>

\(^a\)Reference 16.  
\(^b\)Reference 14.
119.3° and 121.4° can be observed for the H–N–H bond angle when adding two and four water molecules, respectively, for the $C_s$ structures. For the structures with a planar H$_2$NO molecule, this increase is much smaller (from 119.6° to 120.1°).

With an increasing number of water molecules, the out-of-plane bending angle $\theta$ decreases for the minimum structures from 17.6 via 14.6 to only 9.4° for zero, two, and four explicit water molecules. Also the inversion barrier, estimated from the energy difference between the planar ($C_{2v}$) and pyramidal ($C_s$) structures, decreases from 0.22 (no water) to 0.03 kJ/mol (four water molecules), but in all cases, the barrier is almost zero. This will be discussed in some more detail in Sec. V. The corresponding hfcc’s also show a systematic behavior for both nitrogen and hydrogen: $a^{(14}\text{N})$ decreases from 17.8 via 16.8 to 13.6 MHz and $a(\text{H})$ decreases from −25.3 via −30.8 to −38.8 with an increasing number of water molecules. Experimentally, the hfcc for hydrogen is larger (less negative, −29.5 MHz) in vacuo than in solution (−35.9), which is in line with the calculated microsolvation effects. But the hfcc for nitrogen is larger in water (35.9 MHz vs 27.1 MHz in vacuo), which is in disagreement with our findings for these small clusters.

It is instructive to separate the structural effect of the water molecules from their electronic effect. For this purpose, we calculated the ESR hyperfine couplings for the structures obtained from optimizations of H$_2$NO-2H$_2$O and H$_2$NO-4H$_2$O, but omitted the water molecules in the calculation of the ESR parameters. The results are shown in Table II. As can be seen, the electronic effect of the water molecules is an increase of 1.5 MHz (2H$_2$O) and 2.9 MHz (4H$_2$O) for $a^{(14}\text{N})$, while the total decrease of this hfcc is caused by the structural change. For hydrogen, electronic and structural effects of the water molecules work in the same direction: changing the structure of H$_2$NO to that of the H$_2$NO-2H$_2$O cluster decreases the hfcc from −25.3 to −28.7 MHz, and including the water molecules in the calculation leads to a further decrease to −30.8 MHz. Similarly, going to the H$_2$NO-4H$_2$O structure changes $a(\text{H})$ from −25.3 to −35.7 MHz, and inclusion of the water molecules yields a value of −38.8 MHz. The structural effect apparently dominates for these small clusters.

Conclusions on the electronic effect of the water molecules can also be drawn from the $C_{2v}$ structures in Table I, for which there is no change of the angle $\theta$. The structural effect due to the water molecules should thus be small. The hfcc for nitrogen increases (from 10.0 to 13.1 MHz) with an increasing number of water molecules, while the hfcc for hydrogen decreases (from −36.5 to −39.2 MHz).

We can conclude that structural and electronic effects in this microsolvation study work in the same direction for $a(\text{H})$, but obviously, they work in opposite directions for $a^{(14}\text{N})$. The average ESR parameters in solution and gas phase will depend critically on the distribution of the various possible structures, in particular, concerning the out-of-plane bending angle $\theta$ with its low-energy inversion barrier.

### IV. VALIDATION OF THE SOLVENT MODEL

The validation of the frozen-density embedding as a solvent model involves (i) an assessment of its accuracy for short-range or microsolvation effects, and (ii) a test on the convergence of the hfcc’s with the size of the solvent shell, to ensure a proper modeling of the bulk solvent effects.

Short-range solvation effects on the hfcc’s of nitrogen and hydrogen, such as hydrogen bonding, are assessed by comparing supermolecule and frozen-density embedding calculations for small H$_2$NO-water clusters. Since only electronic effects are studied here, we reoptimized the structures of small clusters with two and four H$_2$O molecules without symmetry constraints. The structures from this unconstraint optimization, which are shown in Fig. 3, are 1.1 (2H$_2$O) and 4.4 (4H$_2$O) kJ/mol lower in energy than the corresponding $C_s$ structures studied in Sec. VI.

In Table III results are shown for supermolecule and frozen-density calculations on these structures. All results are obtained from unrestricted, scalar relativistic ZORA calculations (BP86/ZORA-QZ4P). A fully converged self-consistent field (SCF) calculation is carried out to determine the densities of the embedding (H$_2$O)$_2$ and (H$_2$O)$_4$ clusters for the frozen-density calculations; simpler sum-of-molecular-
TABLE IV. Isotropic hfcc \( a \) (MHz) for \( \text{H}_2\text{NO}+2\text{H}_2\text{O} \) from unrestricted, scalar relativistic BP86/ZORA-QZ4P embedding calculations with different basis sets for the frozen system. Additionally, results are given for a sum-of-fragments calculation of the frozen density, in which LDA/ZORA-TZP has been used to generate the water fragments.

<table>
<thead>
<tr>
<th></th>
<th>QZ4P</th>
<th>TZP</th>
<th>DZP</th>
<th>DZ</th>
<th>LDA/TZP</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a(1^4\text{N}) )</td>
<td>13.69</td>
<td>13.82</td>
<td>13.88</td>
<td>13.93</td>
<td>13.90</td>
</tr>
<tr>
<td>( a(\text{H}) )</td>
<td>−34.34</td>
<td>−34.53</td>
<td>−34.60</td>
<td>−34.56</td>
<td>−34.62</td>
</tr>
</tbody>
</table>

densities superpositions are tested below. If a polarized frozen density is used, i.e., if one freeze-and-thaw cycle\(^\text{49}\) is performed—in which the density of the water molecules is calculated in the presence of a frozen \( \text{H}_2\text{NO} \) radical density—the results for the \( \text{H}_2\text{NO}·2\text{H}_2\text{O} \) cluster agree almost perfectly with the supermolecule calculations: The hfcc’s for hydrogen and nitrogen are \(-34.75\) and \(13.97\) MHz (polarized frozen-density embedding) compared to \(-34.73\) and \(13.98\) MHz (supermolecule calculation). Further freeze-and-thaw cycles change the hfcc values by less than 0.02 MHz. If the water molecules are completely omitted for this structure, we obtain values of \(-32.69\) and \(12.49\) MHz for \( \text{H}_2\text{NO}·2\text{H}_2\text{O} \) compared to \(-34.34\) MHz for the whole frozen system obtained by performing \( m \) supermolecule calculations and \( n \) substructures from that.

In Table IV, we compare the results of frozen-density calculations with different basis sets for BP86/ZORA calculations. The inclusion of scalar-relativistic effects in the frozen density does not have a significant influence on the results. Nevertheless, we will use the ZORA approach also for the frozen system for internal consistency with the embedded system. We observe that the basis set effect for the frozen density is relatively small with variations of 0.13–0.26 MHz compared to the largest basis set.

While frozen densities from fully converged BP86 calculations have been used in the above tests, such calculations are quite inefficient and can suffer from convergence problems for very large \( (\text{H}_2\text{O})_n \) clusters. The construction of the density for systems with large solvent shells would be the time-limiting step in the calculation if a conventional SCF procedure was used. Subsequent statistical analyses of several hundreds of snapshots would be computationally very demanding. However, for smaller water shells than used here, calculations with fully converged solute-solvent clusters have been presented.\(^\text{50}\) In Ref. 22, it has been shown that the simpler LDA can be used for the frozen part, and that it is advantageous to calculate the frozen density from a superposition of molecular densities. In this case, the size of the solvation shell is in principle unlimited, since its density is obtained as a sum of densities of individual water molecules. The calculation on \( n \) water molecules (scaling with \( n^3 \) in conventional KS-DFT calculations) is thus replaced by \( n \) calculations on single water molecules (scaling with \( n^1 \)). Furthermore, especially the outer solvation shells can—to a good approximation\(^\text{22}\)—be represented by rigid water molecules (all in the same structure). In this way, the density of the whole frozen system is obtained by performing \( m \) calculations on the nearest \( m \) solvent molecules in the original structures from the CPMD simulation, while only one additional calculation on the standard rigid water model is necessary to obtain the density for all other \( n−m \) outer water molecules. This leads to an \( n^0 \) scaling for the construction of the molecular fragment densities, plus a (very rapid) superposition step, in which the density for the rigid model is copied to the positions of all outer water molecules, and in which all fragment densities are added. We tested this method for the small \( \text{H}_2\text{NO}·2\text{H}_2\text{O} \) cluster (see Table IV). As might be expected for these weakly interacting water molecules, the effect of the sum-of-fragment approach in combination with the simple LDA has only a minor effect on the hfcc: \( a(\text{H}) \) changes by 0.08 MHz (from 13.82 to 13.90 MHz), and \( a(1^4\text{N}) \) by 0.09 MHz (from \(-34.53\) to \(-34.62\) MHz) for the TZP basis set. A more extensive test on the effect of this sum-of-fragment approximation on the results of frozen-density calculations can be found in Ref. 22.

In order to check the convergence of the hyperfine splittings with respect to the solvation shell, we took an arbitrary snapshot from a CPMD simulation (see Sec. V) and created (nonperiodic) substructures from that (periodic) structure with different numbers of solvent molecules. The hyperfine splittings \( a \) for hydrogen and nitrogen \( (1^4\text{N}) \) were calculated for the \( \text{H}_2\text{NO} \) radical with a water shell of between 0 and 100 water molecules. The largest cluster is shown in Fig. 4.

Here we used individual fragment densities for the innermost 20 water molecules, while an optimized \( \text{H}_2\text{O} \) structure (BP86/TZP) was used as a rigid model for the outer water molecules. LDA/ZORA-TZP calculations within the sum-of-fragment approach have been used to generate the frozen densities. The resulting isotropic hyperfine coupling constants \( a \) are shown in Fig. 5. For both \( \text{H} \) and \( 1^4\text{N} \) it can be seen that the largest effect is due to the first solvation shell, i.e., from the nearest ten water molecules. For 30 and more water molecules, only slight variations in the values for \( a \) are observed. For the statistical analysis presented in Sec. V, we
take the 75 water molecules closest to the radical into consideration for every snapshot from the CPMD simulation in aqueous solution.

V. STATISTICAL ANALYSIS OF CPMD AND MC SNAPSHOTS

A statistical analysis of the ESR parameters has been performed for snapshots from a first-principles-based Monte Carlo (MC) simulation for the gas phase and a CPMD simulation for the aqueous solution. For the gas phase, we combined the results of two independent MC simulations to get a larger number of configurations. Two effects must be considered and accurately be described in these calculations in order to produce a reliable solvent shift for the hyperfine coupling constants. First, the electronic effect of the solvent at a given solute structure must be taken into account, and second, the effect of the solvent on the probability distribution of structural parameters. Since it is known that other radicals, such as OH, can form hemibonded structures (i.e., structures with an oxygen-oxygen interaction forming a three-electron bond) in water,\textsuperscript{51} which appears to be overemphasized by the standard DFT functionals, we took a particular look at this effect for H$_2$NO also. However, no such hemibond is formed for this radical, since the orbital energy of the unpaired electron is too high. Otherwise, such a structure could have a significant impact on the ESR parameters.

As mentioned before, the most important structural parameter in our case is the out-of-plane bending angle $\theta$. The probability distribution for this angle naturally depends on the potential-energy curve along this internal coordinate. We calculated the potential energies along this angle using BP86/ZORA-QZ4P, where all other internal coordinates were optimized for a given out-of-plane angle. The results are shown in Fig. 6, where we also give energies calculated (post-SCF) with the BLYP and B3LYP functionals as an internal consistency check. The lowest-energy structure in this scan with steps of 10° is obtained for $\theta=20°$ (the angle for the fully optimized structure is 17.6°, see Table I). The inversion barriers are very low with 0.2 (BP86) to 0.3 (BLYP, B3LYP) kJ/mol, and they are in good agreement with the B3LYP and UQCISD[T], data from Ref. 43. The corresponding minimum-energy out-of-plane angles found there are 16.90° (UQCISD[T]) and 16.6° (B3LYP), which are—in view of the
TABLE V. Isotropic hfcc $a$ (MHz) for structures from a \textit{first-principles}-based MC (gas) or CPMD (solution) simulation, averaged over 1311 (gas) or 200 (solution) configurations. Besides the average values, we also give the maxima of the hfcc distributions as shown in Fig. 8. The values for the optimized isolated structures of $C_3v$ and $C_s$ symmetry are included for comparison. Additionally, experimental values and results from a continuum solvation model are shown. Note that the signs of the hyperfine coupling constants are not determined in Ref. 16. They have been inferred from the study in Ref. 14 and from our calculations.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>$a$(\textsuperscript{14}N)</th>
<th>$a$(H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimized molecule</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{3v}$</td>
<td>10.0</td>
<td>−36.5</td>
</tr>
<tr>
<td>$C_s$</td>
<td>17.8</td>
<td>−25.3</td>
</tr>
<tr>
<td>gas-phase simulation (1311 conf.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>average</td>
<td>19.8</td>
<td>−22.6</td>
</tr>
<tr>
<td>max.</td>
<td>10.5</td>
<td>−36.5</td>
</tr>
<tr>
<td>exp.\textsuperscript{a}</td>
<td>27.10</td>
<td>−29.51</td>
</tr>
<tr>
<td>simulation aqueous solution (200 conf.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>average</td>
<td>21.6</td>
<td>−28.5</td>
</tr>
<tr>
<td>max.</td>
<td>14.5</td>
<td>−38.5</td>
</tr>
<tr>
<td>exp.\textsuperscript{b}</td>
<td>35.9</td>
<td>−35.9</td>
</tr>
<tr>
<td>shift</td>
<td></td>
<td></td>
</tr>
<tr>
<td>average</td>
<td>1.8</td>
<td>−5.9</td>
</tr>
<tr>
<td>max.</td>
<td>4.0</td>
<td>−2.0</td>
</tr>
<tr>
<td>B3LYP/PCM/EPR-3c \textsuperscript{c}</td>
<td>0.6</td>
<td>−10.6</td>
</tr>
<tr>
<td>exp.\textsuperscript{b}</td>
<td>8.8</td>
<td>−6.4</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Reference 14.
\textsuperscript{b}Reference 16.
\textsuperscript{c}Reference 43.

very shallow potential-energy surface—in good agreement with our structure. Experimentally, there is some evidence for the planarity of the H$_2$NO radical, but it has been suggested that this is due to a double-minimum potential for the out-of-plane vibration with a very low barrier.\textsuperscript{14} This is in perfect agreement with the KS-DFT and UQCISD[T] results.

Also for the energies, we observe strong discrepancies between the results presented above and the ROHF results from Ref. 18. ROHF leads to a minimum-energy structure with $\theta$=36.5\textdegree and an inversion barrier of 3.6 kJ/mol, while the energy increase for angles $>40$\textdegree is less steep than in our calculation. Obviously, the probability distribution resulting from the ROHF energy profile along $\theta$ cannot be considered reliable. This is important to note, since the probability distribution has a large impact on the averaged hyperfine coupling constants.

From all structures generated in the simulations, we determined the probabilities of finding particular out-of-plane bending angles $\theta$. The results are shown in Fig. 7. Both probability distributions are still rather noisy, but it can be recognized without doubt that the distributions in the gas phase and solution are quite similar. The maxima in the probability distributions occur at small angles (close to planarity), and the distributions are quite broad up to angles of about 25\textdegree–30\textdegree. Angles larger than 40\textdegree are not very probable. This confirms the energy profile in Fig. 6. The average out-of-plane bending angle is 16.8\textdegree in the gas phase, and 16.7\textdegree in solution. The difference in the average angles is thus much smaller than the standard error in the average angle (1.7\textdegree for the gas phase). This is in contrast with the classical Monte Carlo study in Ref. 18 (average angle in the gas phase: 30.7\textdegree; in solution: 19.9\textdegree), which used a force field fitted to ROHF energies. The potential-energy minimum in that case corresponds to a much too large $\theta$ angle of 36.5\textdegree. It was suggested in Ref. 18 that the inversion barrier almost completely vanishes in solution, which is in agreement with our study. But in our calculation, the barrier is also very small in the gas phase.

From the above-mentioned sets of structures, we calculated hyperfine coupling constants for every fifth structure of the first 1000 structures in solution and of the 6559 structures obtained from the MC simulation. Using every structure for the hfcc calculation would not add new significant information, since subsequent structures, especially in the MC simulation, often show a considerable correlation. This means that 200 snapshots have been calculated in solution, while 1311 snapshots have been considered for the gas phase. We used the frozen-density embedding approach as described above to model the effect of the water molecules in these calculations. The average values and the maxima of the distributions are shown in Table V. The probabilities for different values of the hfcc are shown in Fig. 8 for the gas phase and for aqueous solution. These plots now show the combined effect of the structural and electronic changes of the hyperfine coupling constants. First, it can be seen that the maximum positions of the probabilities shift as expected from the experimental values: For $a$(\textsuperscript{14}N), the maximum shifts by 4.0 MHz from 10.5 (gas) to 14.5 MHz (water), and for $a$(H), it shifts by −2.0 MHz from −36.5 (gas) to −38.5 MHz (water). The shifts in the average values of the hyperfine coupling constants are qualitatively the same, but they differ in magnitude. The average of $a$(\textsuperscript{14}N) shifts by +1.8 from 19.8 MHz (gas) to 21.6 MHz (water), and the average of $a$(H) shifts by −5.9 from −22.6 to −28.5. The experimental shifts are 8.8 (\textsuperscript{14}N) and −6.4 MHz (\textsuperscript{1}H) if the values from the microwave study in Ref. 14 are used for the gas phase. Also the results of 30.3 MHz (\textsuperscript{14}N) and −33.1 MHz (\textsuperscript{1}H) from Ref. 15 are...
sometimes assumed as “gas-phase” values, and in combination with the results for aqueous solution from Ref. 16 they would yield solvents shift of 5.6 \(14N/H_2O\) and −2.8 MHz \(1H/H_2O\). These values, however, were obtained in a xenon matrix at a much lower temperature \(77 K\) than used in our simulation, and a rather strong temperature dependence of the hfcc’s for \(H_2NO\) in vacuo was found in Ref. 19. We note that the B3LYP/polarizable continuum model (PCM) study in Ref. 43 has even larger problems with the shift for nitrogen \(0.6 MHz\), and overestimates the (absolute value of the) shift for hydrogen \(−10.6 MHz\).

As can be seen from Fig. 8, there is no large change in the distribution of the hyperfine coupling constants in the gas phase and solution (although we could see a change towards smaller angles for the optimized clusters in Sec. III, and corresponding changes in the hyperfine splittings). In the gas phase, the distributions look slightly broader than in solution, but the effect is not large in view of the noise still present for this rather small number of snapshots (the classical MC simulation in Ref. 18 used \(2 \times 10^5\) steps for the averaging).

To investigate the electronic effect of the solvent at a given angle \(θ\) in gas phase and solution, we plot the hfcc’s observed in our simulations as a function of \(θ\) in Fig. 9 (only every 20th snapshot has been used for the gas-phase simulation in that plot for clarity of presentation). Also shown are quadratic fits to these curves, the coefficients of which are collected in Table VI. As can be seen, the quadratic coefficients for a given nucleus are rather similar, so that the fitted curves run almost parallel. Only for larger angles (\(θ > 20°\)) in the case of nitrogen this is no longer well fulfilled. The offsets in the fitted curves for small angles (\(θ = 0°\)) are 4.1 MHz for \(^{14}N\) (solution minus gas), and \(−3.4 MHz\) for \(^1H\), and these values can be regarded as estimates for the average electronic effect of the solvent. The results are in qualitative agreement with the experimental shifts, which again demonstrates that structural effects—although important for the average hyperfine coupling constant—are similar in gas phase and solution.

We would also like to note the similarities between the gas-phase curve in Fig. 9 and the one obtained for partially optimized structures in Fig. 2, which demonstrates that the out-of-plane bending angle has, among all structural parameters of this radical, by far the most important effect on the hfcc.

![Figure 8: Distribution of the isotropic hyperfine coupling constants](image1)

![Figure 9: Isotropic hfcc](image2)
TABLE VI. Coefficients for the fits $a(\theta) = a_0 + a_1 \theta^2$ of the isotropic hfcc $a$ as a function of the out-of-plane bending angle $\theta$. The values were obtained by fitting the data sets shown in Fig. 9.

<table>
<thead>
<tr>
<th></th>
<th>$a_0$/MHz</th>
<th>$a_1$/MHz/deg$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{14}$N (gas)</td>
<td>10.860</td>
<td>0.0218</td>
</tr>
<tr>
<td>$^{14}$N (solution)</td>
<td>14.935</td>
<td>0.0185</td>
</tr>
<tr>
<td>$^1$H (gas)</td>
<td>−39.218</td>
<td>0.0297</td>
</tr>
<tr>
<td>$^1$H (solution)</td>
<td>−35.831</td>
<td>0.0324</td>
</tr>
</tbody>
</table>

VI. DISCUSSION AND CONCLUSION

In this study, we could show that the frozen-density embedding can be used to reliably model solvent effects on ESR hyperfine coupling constants in connection with an appropriate way to sample the configurational space in gas phase and solution.

The comparisons of embedding and supermolecule calculations for small $\text{H}_2\text{NO}$—water clusters demonstrate that specific effects due to hydrogen bonding are reproduced by the embedding scheme. In principle, it also allows to describe spin polarization effects in the environment, although they are of minor importance in the present example. This is a clear advantage over QM/molecular mechanics (MM) or continuum solvation models, which additionally rely on empirical information for the solvent. Due to the efficiency of the embedding approach, it is straightforward to choose the size of the explicitly considered solvent shell as large as necessary to converge the hyperfine coupling constants. In the present example, it allowed us to perform a statistical analysis of 200 snapshots with 75 explicit water molecules.

The microsolvation study reveals that for small $\text{H}_2\text{NO}$—$\text{nH}_2\text{O}$ clusters increasing numbers of water molecules lead to smaller out-of-plane angles $\theta$, which causes a decrease in the hfcc’s for both nitrogen and hydrogen. The electronic effect of the water molecules works in the same direction for $^1$H, but in the opposite direction for $^{14}$N.

This indicates that a sophisticated treatment for both structural and electronic effects of macrosolvation is necessary in order to reproduce the experimental trends, in particular for nitrogen, to assess which of the two effects will be stronger in solution. For an aqueous solution, this was achieved by a CPMD simulation. Special care has to be taken in the calculation of average gas-phase reference values. On the one hand, standard thermostats in (CP)MD simulations fail in the present case of a very small molecule, since the exchange of energy between different degrees of freedom is extremely slow. But on the other hand, the small number of degrees of freedom allowed us to perform a first-principles-based Monte Carlo simulation, which ensures a proper sampling of the accessible configurational space of the molecule.

The trend in these simulations shows some similarities to the microsolvation study. The average out-of-plane angle $\theta$ is slightly smaller in solution than in the gas phase. The strong dependence of the hfcc’s on $\theta$ suggests that there should be a small change towards smaller values for both $a(^1\text{H})$ and $a(^{14}\text{N})$. The pure electronic effect can be estimated from the shift between the data sets for gas phase and solution in Fig. 9. In a first approximation (for small angles, which have the highest probability), the curve of $a(^1\text{H})$ is shifted by $\approx −3$ MHz in solution, and the curve of $a(^{14}\text{N})$ is shifted by $\approx +4$ MHz.

To calculate the change in the average hfcc’s upon solution, we also have to consider the changes in the probability for different structures, in particular, for different out-of-plane angles. In contrast with the classical Monte Carlo simulation in Ref. 18, we do not find a significant difference in the probability distribution of the out-of-plane bending angle between gas phase and solution. We attribute the differences in Ref. 18 to the ROHF-based potential-energy surface with a minimum at a much too large angle $\theta$. The total shifts in the average hfcc in our study are $−5.9$ MHz ($^1\text{H}$) and $+1.8$ MHz ($^{14}\text{N}$), compared to $−6.4$ and $+8.8$ MHz, respectively, in experiment. From these calculated shifts we can—by subtracting the estimates for the electronic contribution—give rough estimates for the structural contributions of $\approx −3$ MHz for hydrogen and $\approx −2$ MHz for nitrogen.

Like in the microsolvation study, we see that structural and electronic effects cause shifts in opposite directions for nitrogen. But in the solution study the electronic effects dominate, so that the calculated shift for $^{14}\text{N}$ is too low, but it still has the same direction (plus sign) as in experiment. The quantitative modeling is complicated by the fact that already slight changes in the probability distribution have large effects on the average hyperfine coupling constants. Although the electronic effect might still be underestimated a bit by neglecting relaxation and spin-polarization effects in the frozen density, our tests showed that the (combined) errors introduced by these approximations should not be larger than $\approx 1$ MHz. To arrive at full quantitative agreement with experiment, structural differences between gas phase and solution would probably have to be modeled even more accurately (i.e., by using more sophisticated electronic structure methods in combination with large statistical test sets of snapshots). Further calculations of ESR properties with frozen-density embedding will be necessary to fully clarify this point. The results for hydrogen on the other hand are very encouraging and agree with the experimental shift within 0.5 MHz, although they might partially benefit from error cancellation in structural and electronic effects.

The frozen-density embedding thus turns out to be a powerful and promising tool for the calculation of shifts in ESR hyperfine coupling constants also for larger molecules in solution or radicals in more complex environments.

ACKNOWLEDGMENT

We thank Professor Michiel Sprik for helpful discussions about proper sampling of the gas-phase structures. One of the authors (J.N.) gratefully acknowledges funding by a Forschungsstipendium from the Deutsche Forschungsgemeinschaft (DFG). Another author (M.J.L.) acknowledges a grant from the Dutch National Research School Combination “Catalysis by Design” (NRSC-C). Another author (P.B.) acknowledges the CNR-ISTM (Consiglio Nazionale delle Ricerche—Istituto di Scienze e Tecnologie Molecolari) for...
funding. One of the authors (T.A.W.) was supported by the Swiss National Science Foundation and the Federal Office for Education and Science acting as the Swiss COST office.