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Abstract

The topology of the ground-state potential energy surface of M(CN)6 with orbitally degenerate 2T2g (M = Ti III (t2g1), Fe III and Mn II (both low-spin t2g5)) and 3T1g ground states (M = VIII (t2g2), Mn III and Cr II (both low-spin t2g4)) has been studied with linear and quadratic Jahn–Teller coupling models in the five-dimensional space of the εg and τ2g octahedral vibrations (Tg(εg+τ2g) Jahn–Teller coupling problem (Tg = 2T2g, 3T1g)). A procedure is proposed to give access to all vibronic coupling parameters from geometry optimization with density functional theory (DFT) and the energies of a restricted number of Slater determinants, derived from electron replacements within the t2g1,5 or t2g2,4 ground-state electronic configurations. The results show that coupling to the τ2g bending mode is dominant and leads to a stabilization of D3d structures (absolute minima on the ground-state potential energy surface) for all complexes considered, except for [Ti(CN)6]3−, where the minimum is of D4h symmetry. The Jahn–Teller stabilization energies for the D3d minima are found to increase in the order of increasing CN−M π [...]
The topology of the ground-state potential energy surface of M(CN)6 with orbitally degenerate $^2T_{2g}$ (M = Ti$^{III}$, Fe$^{III}$ and Mn$^{II}$ (both low-spin $t_{2g}$)) and $^3T_{1g}$ ground states (M = V$^{III}$ ($t_{2g}^2$), Mn$^{III}$ and Cr$^{II}$ (both low-spin $t_{2g}^4$)) has been studied with linear and quadratic Jahn–Teller coupling models in the five-dimensional space of the $\epsilon_g$ and $\tau_{2g}$ octahedral vibrations ($T_g(\epsilon_g+\tau_{2g})$) Jahn–Teller coupling problem ($T_g = 2T_{2g}, 3T_{1g}$). A procedure is proposed to give access to all vibronic coupling parameters from geometry optimization with density functional theory (DFT) and the energies of a restricted number of Slater determinants, derived from electron replacements within the $t_{2g}^{1,5}$ or $t_{2g}^{2,4}$ ground-state electronic configurations. The results show that coupling to the $\tau_{2g}$ bending mode is dominant and leads to a stabilization of $D_{3d}$ structures (absolute minima on the ground-state potential energy surface) for all complexes considered, except for $[\text{Ti(CN)}_6]^3^{-}$, where the minimum is of $D_{4h}$ symmetry. The Jahn–Teller stabilization energies for the $D_{4h}$ minima are found to increase in the order of increasing CN–M $\pi$ back-donation ($\text{Ti}^{III} < \text{V}^{III} < \text{Mn}^{III} < \text{Fe}^{III} < \text{Mn}^{II} < \text{Cr}^{II}$). With the angular overlap model and bonding parameters derived from angular distortions, which correspond to the stable $D_{3d}$ minima, the effect of configuration interaction and spin–orbit coupling on the ground-state potential energy surface is explored. This approach is used to correlate Jahn–Teller distortion parameters with structures from X-ray diffraction data. Jahn–Teller coupling to trigonal modes is also used to reinterpret the anisotropy of magnetic susceptibilities and g tensors of $[\text{Fe(CN)}_6]^{3^{-}}$, and the $3T_{1g}$ ground-state splitting of $[\text{Mn(CN)}_6]^{3^{-}}$, deduced from near-IR spectra. The implications of the pseudo Jahn–Teller coupling due to $\tau_{2g}$–$\epsilon_g$ orbital mixing via the trigonal modes ($\tau_{2g}$) and the effect of the dynamic Jahn–Teller coupling on the magnetic susceptibilities and g tensors of $[\text{Fe(CN)}_6]^{3^{-}}$ are also addressed.

I. Introduction

Hexacyanometalates of 3d metal ions are characterized by $t_{2g}^6$ electronic configurations and orbitally degenerate low-spin ground states: $^2T_{1g}$ for Mn$^{III}$ and Cr$^{II}$ ($d^3$) and $^2T_{2g}$ for Fe$^{III}$ and Mn$^{II}$ ($d^5$). These systems as well as Ti$^{III}$ ($^2T_{2g}$, $d^1$) and V$^{III}$ ($^2T_{1g}$, $d^3$) are Jahn–Teller (JT) active. $^1,2$ The $\epsilon_g$ and $\tau_{2g}$ octahedral vibrational modes lift the orbital degeneracy and lower the energy of the system ($T_g(\epsilon_g+\tau_{2g})$) JT coupling, $T_g = 2T_{2g}, 3T_{1g}$). JT and vibronic couplings have usually been ignored in theoretical studies of the magnetic properties of room-temperature magnets, derived from Prussian blue analogues with M(CN)6 as building blocks for oligonuclear complexes. $^3,4$ $T_g(\epsilon_g+\tau_{2g})$ JT coupling in complexes with $\pi$-bonding or -antibonding $T_g$ states is expected to be weaker than that in systems where d electrons occupy the $\sigma$-antibonding $\epsilon_g$ subshell (E$\otimes\epsilon_g$ JT coupling). A prominent example is that of complexes of Cu$^{II}$ $^5,7$ However, energies involved in the $T_g(\epsilon_g+\tau_{2g})$ JT interaction are comparable to spin–orbit coupling energies and, therefore, are expected to strongly modify the magnetic behavior.

$T_g(\epsilon_g+\tau_{2g})$ JT coupling in octahedral complexes has been treated in the limiting case of linear and the more thorough case of quadratic JT coupling. $^8$–$^{10}$ A typical problem with these models is the large number of symmetry-independent parameters, which usually are larger than the number of observables (four harmonic force and vibronic coupling constants for linear and eight for quadratic JT coupling models). We have applied density functional theory (DFT) to the $T_g(\epsilon_g+\tau_{2g})$ problem in M(CN)6 complexes (M = Ti$^{III}$, V$^{III}$, Mn$^{III}$, Fe$^{III}$, Cr$^{II}$, Mn$^{II}$). $^11$ DFT is used to deduce vibronic coupling parameters, which then are used for the calculation of structural distortions and JT stabilization energies. $^{11}$ Here, we give an extension of this DFT-based approach, which allows us to consider all five $\epsilon_g$ and $\tau_{2g}$ vibrations and to explore the topology of the ground-state potential energy surface. The $T_g(\epsilon_g+\tau_{2g})$ problem in octahedral $T_g$ ground states is isomorphic with the $T\otimes(\epsilon+\tau)$ problem in tetrahedral complexes of Cu$^{II}$ ($^2T_2$) and Ni$^{II}$ ($^2T_1$). In a study on the symmetry aspects of the JT effect in these systems, group theoretical concepts were applied to describe the lowest and intermediate subgroups, starting from the high-symmetry (cubic) reference configuration. $^{12}$ With symmetry concepts we are able to simplify the $T_g(\epsilon_g+\tau_{2g})$ multimode JT problem.
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Our aim is to calculate all stationary points (energy minima and saddle points) on the ground-state potential energy surface in M(CN)\(_6\) (M = Ti\(^{III}\), V\(^{III}\), Mn\(^{III}\), Fe\(^{III}\), Cr\(^{II}\), Mn\(^{II}\)), on the basis of DFT and a T\(_g\)\(\otimes\)(\(e_g^2 + t_{2g}\)) vibronic coupling model. While energy minima are expected to dominate the low-temperature magnetic behavior, saddle points (transition states) are important for the reactivity in these and other related systems. To check the theory, we have applied this approach to experimental data of K\(_3\)[Fe(CN)\(_6\)] and K\(_3\)[Mn(CN)\(_6\)], for which isotropic and anisotropic susceptibility data are available.\(^{13}\) Implications of pseudo and saddle points on the ground-state potential energy surface of DFT and a T\(_g\)\(\otimes\)\(e_g\) model complex.

**II. Theory**

a. Vibronic Coupling Model and Symmetry Analysis of the Topology of the T\(_g\)\(\otimes\)(\(e_g^2 + t_{2g}\)) Ground-State Adiabatic Potential Energy Surface. The Hamiltonian matrix of the T\(_g\)\(\otimes\)(\(e_g^2 + t_{2g}\)) vibronic coupling problem up to second-order vibronic coupling terms is given by\(^{26,27}\)

\[
\mathbf{H} = \begin{bmatrix}
\frac{1}{2} K_e (Q_e^2 + Q_g^3) + \frac{1}{2} K_g (Q_e^2 + Q_g^2) + Q_e^3 \\
V_e Q_e + \frac{1}{2} L_e Q_e - \frac{1}{4} L_e (Q_e^2 + Q_g^2) + \frac{1}{4} L_e (Q_e^2 - Q_g^2) \\
V_e Q_e + L_e Q_g + \frac{\sqrt{3}}{4} L_e (Q_e^2 - Q_g^2) \\
X_e Q_g + W \left(-\frac{1}{2} Q_g + \frac{\sqrt{3}}{2} Q_z \right) Q_z \\
X_e Q_g + W \left(-\frac{1}{2} Q_g + \frac{\sqrt{3}}{2} Q_z \right) Q_z + W \left(-\frac{1}{2} Q_g + \frac{\sqrt{3}}{2} Q_z \right) Q_z \\
[V_e Q_e + X_e Q_g + W Q_g Q_e] C_g
\end{bmatrix}
\]

\(Q_e\) and \(Q_g\) and \(Q_z\), \(Q_e\), and \(Q_z\) are the \(e_g\) and \(t_{2g}\) vibrations, respectively (see Figure 1). With Griffith’s standard notation the basis of the matrix representation is T\(_{1g}\alpha\), T\(_{1g}\), T\(_{2g}\) or T\(_{2g}\), T\(_{2g}\), T\(_{2g}\)\(\otimes\), T\(_{2g}\)\(\otimes\), T\(_{2g}\)\(\otimes\). The C matrices with the appropriate coupling coefficients are defined as

\[
C_e = \begin{bmatrix}
\frac{1}{2} & 0 & 0 \\
0 & \frac{1}{2} & 0 \\
0 & 0 & -1
\end{bmatrix}
\]

\[
C_g = \begin{bmatrix}
0 & 0 & 1 \\
0 & 0 & -1 \\
1 & -1 & 0
\end{bmatrix}
\]

\[
C_{\gamma} = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & -1 \\
-1 & 0 & 0
\end{bmatrix}
\]

\[
C_{\delta} = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]

The six parts of eq 1 correspond to the six representations (A\(_{1g}\), E\(_{g}\), and T\(_{2g}\)) and their components, included in the symmetrized direct products T\(_{1g}\)\(\otimes\)T\(_{1g}\) = T\(_{2g}\)\(\otimes\)T\(_{2g}\). K\(_{e}\) and K\(_{g}\) are the harmonic force constants for the \(e_g\) and \(t_{2g}\) vibrational modes, \(V_e\) and \(V_g\) are the linear JT coupling constants for the T\(_{2g}\)\(\otimes\)\(e_g\) and T\(_{2g}\)\(\otimes\)\(t_{2g}\) problems, W is a quadratic constant, which arises from the coupling between the \(e_g\) and \(t_{2g}\) vibrations, and \(L_e\) and \(L_g\) refer to quadratic coupling constants, which result from the non-totally-symmetric parts of the \(e_g\times e_g\) and \(t_{2g}\times t_{2g}\) symmetrized direct products (\(e_g(L_e)\) and \(e_g(L_g)\)).

It has been shown in a symmetry analysis\(^{12}\) that distortions along the \(e_g\) and \(t_{2g}\) modes lead to a decrease of the symmetry toward subgroups of O\(_h\), in which one or more components of these modes become totally symmetric. Activation of \(e_g\) lowers the symmetry toward D\(_{4h}\) and D\(_{2d}\), where only one (Q\(_{0}\)) and two (Q\(_{0}\) and Q\(_{2}\)) components, respectively, are totally symmetric (see Table 1). Activation of T\(_{2g}\) leads to D\(_{3d}\), C\(_{2h}\), and C\(_{2v}\) symmetries, where one, two, and three components of the T\(_{2g}\) vibration are totally symmetric. From Table 1 it follows that activation of both \(e_g\) and \(t_{2g}\) leads to symmetries which cannot be higher than D\(_{2h}\). The highest possible symmetry which can be achieved upon distortion along a certain vibrational mode or a combination of various modes is referred to as the epikernel symmetry. D\(_{4h}\) and D\(_{3d}\) are higher and D\(_{2h}\) and C\(_{2h}\) are lower ranking epikernels. The

**TABLE 1: Symmetry Species Spanned by t\(_{2g}\) Orbitals and the t\(_{2g}\) and e\(_{g}\) Vibrations Involved in the T\(_{2g}\)\(\otimes\)\(e_g^2 + t_{2g}\) (T\(_{1g}\) = T\(_{2g}\)(t\(_{2g}\), t\(_{2g}\)), T\(_{1g}\)(t\(_{2g}\), t\(_{2g}\))) JT Effect of Transition-Metal Complexes**

<table>
<thead>
<tr>
<th>(O_h)</th>
<th>(D_{ah})</th>
<th>(D_{ah}^{&lt;e&gt;})</th>
<th>(D_{ah}^{&gt;e&gt;})</th>
<th>(C_{2v})</th>
<th>(C_{2v})</th>
</tr>
</thead>
<tbody>
<tr>
<td>t(_{2g})</td>
<td>b(_{2g})</td>
<td>a(_{g})</td>
<td>a(_{g})</td>
<td>a(_{g})</td>
<td>a(_{g})</td>
</tr>
<tr>
<td>e(_{g})</td>
<td>e(_{g})</td>
<td>a(_{g})</td>
<td>a(_{g})</td>
<td>a(_{g})</td>
<td>a(_{g})</td>
</tr>
<tr>
<td>c(_{g})</td>
<td>a(_{g})</td>
<td>a(_{g})</td>
<td>a(_{g})</td>
<td>a(_{g})</td>
<td>a(_{g})</td>
</tr>
<tr>
<td>b(_{1g})</td>
<td>b(_{1g})</td>
<td>a(_{g})</td>
<td>a(_{g})</td>
<td>a(_{g})</td>
<td>a(_{g})</td>
</tr>
<tr>
<td>b(_{2g})</td>
<td>b(_{2g})</td>
<td>a(_{g})</td>
<td>a(_{g})</td>
<td>a(_{g})</td>
<td>a(_{g})</td>
</tr>
</tbody>
</table>

* For species spanned by the \(e_g\) and \(t_{2g}\) vibrations (\(e_g\), \(t_{2g}\), etc.). Greek letters have been used in the text.
There are three, four, and six symmetry-equivalent points of lowest possible symmetry that can be achieved by the ground states for \( d_{1,5} \) (and similarly for \( d_{2,4} \) transition-metal ions due to the basic geometric and energetic parameters of the model. The energy profile for the components split from the \( T_g \) plot with a single configurational coordinate (Figure 3) illustrates to kernels and maximal epikernels to lower ranking epikernels (Figure 2). An energy diagram to the tetragonal (\( D_{4h} \)) or trigonal (\( D_{3d} \)) elongations or compressions of an octahedron (tetragonal: \( Q_3 > 0 \) (elongation), \( Q_3 < 0 \) (compression); trigonal: \( Q_z = Q_2 = Q_3 = 0 \); \( Q_z > 0 \) (elongation), \( Q_z < 0 \) (compression)), the Jahn–Teller stabilization energy (\( E_{JTm} \)) and the energy of the vertical electronic transition from the minimum of the nondegenerate ground state to the doubly degenerate excited state (\( E_{FCm} \)). Table 2 gives for the three types of stationary points the corresponding energy functions, derived from the vibronic coupling constants. It is remarkable that in the linear coupling case only four parameters are needed to determine the ground-state topology: i.e., \( V_r, K_r \) (for \( D_{4h} \) distortions) and \( V_t, K_t \) (for \( D_{3d} \) distortions) (see Table 2). With the following approach one can get these parameters from DFT.

1. A geometry optimization in \( D_{4h} \) is performed by using the orbital occupations appropriate for the nondegenerate ground state of interest \((^3B_{2g} (d^1, \text{low-spin} \text{ } d^2), ^1A_{2g} (d^2, \text{low-spin} \text{ } d^0))\); more explicitly, these are the configurations \( b_{2g}^1 (\text{Ti}^{III}), e_g^2 (\text{V}^{III}), b_{2g}^2 e_g^2 (\text{Mn}^{II}, \text{Cr}^{III}), \) and \( e_g^2 b_{2g}^2 (\text{Fe}^{III}, \text{Mn}^{II}) \). As a result, the metal–ligand bond distances for the axial and equatorial bonds \((R_{ax}^m, R_{eq}^m)\) (Figure 4) are obtained and used to calculate \( Q^m \) with the expressions from Table 2a.

2. With the geometry of step one calculates \( E_{FCm} (D_{4h}) \) as the difference between the energy of the excited \((^3E_g \text{ or } ^3E_g)\) and ground states \(^3B_{2g} \text{ or } ^3A_{2g} \) for \( d_{1,5} \) and \( d_{2,4} \).

3. A geometry optimization in \( D_{3d} \) is then performed to yield the orbital occupations of the nondegenerate ground states of interest \(^3A_{1g} (d^1, \text{low-spin} \text{ } d^2), ^3A_{2g} (d^2, \text{low-spin} \text{ } d^0)\); more explicitly, these are the configurations \( a_{1g}^1 (\text{Ti}^{III}), e_g^2 (\text{V}^{III}), a_{1g}^2 e_g^2 (\text{Mn}^{II}, \text{Cr}^{III}), \) and \( e_g^2 a_{1g}^1 (\text{Fe}^{III}, \text{Mn}^{II}) \). The distance \( R_g \) and the angle \( \theta \) (Figure 4) quantify the trigonal distortion and are used to calculate \( Q^m \) with the expressions from Table 4b.

4. With the geometry of step one calculates \( E_{FCm} (D_{3d}) \) as the difference between the energy of the excited \((^3E_g \text{ or } ^3E_g)\) and ground states \(^3A_{1g} \text{ or } ^3A_{2g} \) for \( d_{1,5} \) or \( d_{2,4} \).

From the equations in Table 2, \( V_r, K_r, V_t, \) and \( K_t \) are:

\[
V_r = \frac{2}{3} \frac{E_{FCm} (D_{4h})}{Q^m} \quad K_r = \frac{2}{3} \frac{E_{FCm} (D_{4h})}{(Q^m)^2} \quad \text{(4)}
\]

\[
V_t = \frac{1}{3} \frac{E_{FCm} (D_{3d})}{Q^m} \quad K_t = \frac{2}{9} \frac{E_{FCm} (D_{3d})}{(Q^m)^2} \quad \text{(5)}
\]

After substitution in the equations of Table 2 the JT stabilization energies \((E_{JTm} (D_{4h}) \text{ and } E_{JTm} (D_{3d}))\) and all quantities, which characterize the \( D_{3d} \) stationary points are obtained.

Note that the stabilization of the distorted geometry with respect to the regular octahedral reference \((E_{JTm})\) does not directly emerge as a difference between the DFT energies of the two configurations but is based on explicit solutions of \( H_{\text{JT}} \). This is because Kohn–Sham DFT in its present implementations is not able to calculate the energies of electronic states in the case of orbital degeneracy \((^2T_2g \text{ or } ^2T_1g)^{30,31}\) For example, for \( \text{Ti}^{III} (d^1) \) one electron is distributed evenly between the \( d_{x^2} \) and \( d_{xy} \) orbitals. Such a distribution usually leads to a lower energy than the correct one-electron/orbital occupancy (no correction for electron self-interaction). Similarly, electronic transitions from a nondegenerate to a doubly degenerate orbital create orbitally degenerate subshells \((e_g^2 \text{ in the given example; steps 2 and 4 of the procedure})\). For a thorough calculation one would adopt the \( D_{4h} \) (step 2) or the \( D_{3d} \) (step 4) geometry but a \( D_{3d} \) or \( C_l \) electron distribution, where \( e_g^2 \) splits into \( b_{2g}^1 \) and \( b_{3g}^1 \) or \( a^1 \) and \( a^2 \), respectively. Thus, one imposes a single orbital
TABLE 2: Expressions for the Coordinates of the $D_{2d}$, $D_{3d}$, and $D_{3h}$ Stationary Points, the JT Stabilization Energies, and Energies of Vertical (Franck–Condon) Transitions for the Linear $T_g \otimes (e_g + t_{2g})$ JT Coupling Problem

<table>
<thead>
<tr>
<th>$D_{2d}$</th>
<th>$D_{3d}$</th>
<th>$D_{3h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_{o}^{m}(D_{2d}) = V/K_i$</td>
<td>$Q_{o}^{m}(D_{3d}) = V/K_i$</td>
<td>$Q_{o}^{m}(D_{3h}) = - (1/2)(V/K_i)$</td>
</tr>
<tr>
<td>$Q_{o}^{m}(D_{2d}) = - V_{e} / 2K_i$</td>
<td>$Q_{o}^{m}(D_{3d}) = V_{e} / 2K_i$</td>
<td>$Q_{o}^{m}(D_{3h}) = V_{e} / 2K_i$</td>
</tr>
<tr>
<td>$\rho_{o}^{m}(D_{2d}) = (</td>
<td>Q_{o}^{m}(D_{2d})</td>
<td>)$</td>
</tr>
<tr>
<td>$b_{2g} = c_{3}$</td>
<td>$A_{1g} = c_{3}$</td>
<td>$E_{c}^{m}(D_{2d}) = (3/2)(V_{e} / K_i)$</td>
</tr>
<tr>
<td>$E_{c}^{m}(D_{3d}) = (2)(V_{e} / K_i)$</td>
<td>$E_{c}^{m}(D_{3h}) = (2)(V_{e} / K_i)$</td>
<td>$E_{c}^{m}(D_{3h}) = (2/3)(V_{e} / K_i)$</td>
</tr>
</tbody>
</table>

a Only nonzero values for $Q_{o}$, $Q_{e}$, $Q_{o}^{m}$ and $Q_{o}$ are listed. b Specified as electronic transitions between the components split from the $t_{2g}$ orbital of the $t_{2g}^{1}$, $t_{2g}^{2}$ ($T_{2g}$ states) or the $t_{2g}^{1}$, $t_{2g}^{2}$ ($T_{1g}$ states) electronic configurations.

negative sign of its lowest eigenvalue.

$$
\begin{pmatrix}
\epsilon_{g}(e_{g}) & \epsilon_{g}(t_{2g}) \\
K_{\epsilon_{g}} & \frac{V_{e}^{2}}{2} & \frac{V_{e}^{2}}{V_{r}} \\
\frac{V_{e}^{2}}{V_{r}} & \frac{\sqrt{6}V_{r}}{2} & K_{T} \\
\frac{\sqrt{6}V_{r}}{2} & 0 & K_{T}
\end{pmatrix}
$$

Finally, we note that $D_{2h}$ stationary points originate from the combined action of the $\epsilon_{g}(Q_{h})$ and the $t_{2g}(Q_{h})$ vibrations. The distortion along $Q_{h}$ is of opposite sign with respect to that which leads to a nondegenerate ground state. Therefore, it stabilizes an $E_{g}$ ground state. The role of the $t_{2g}(Q_{h})$ mode is to split the $E_{g}$ state into $B_{2g}$ or $B_{3g}$, depending on the sign of $Q_{h}$. We focus here on the $B_{2g}$ ground state; the others, derived from the $T_{g}$ term, are $B_{3g}$ and $A_{g}$. The $B_{2g}$ state can mix with $A_{g}$ via the $\beta_{2g}$ split component of the $t_{2g}(Q_{h})$ mode, or with the $\beta_{1g}$ vibration of the $\epsilon_{g}(Q_{h})$ mode. The following equations for their force constants emerge (see Supporting Information):
and in addition, for the energy of the FC transition at $Q_0^{m}$ ($E_{\text{FC}}^{m}(D_{4h})$)

$$E_{\text{FC}}^{m}(D_{4h}) = \frac{3}{2} \left( K_{\tau} + \frac{1}{2} L_{\tau} \right) (Q_0^{m})^2$$

(11)

Here, the parameters $V_\tau$, $K_\tau$, and $L_\tau$ are obtained from the values of $Q_0^{m}$, $Q_0^{s}$, and $E_{\text{FC}}^{m}(D_{4h})$, deduced from DFT. In step 2, we have the following expressions for the distortion along $Q_\tau (=Q_{\tau}^{z})$ for the nondegenerate ($2A_1g(2T_{2g})$ or $3A_2g(3T_{1g})$) ($Q^{m}$) and the doubly degenerate ($E_g(2T_{2g})$ or $3E_g(3T_{1g})$) ($Q^{o}$) electronic states

$$Q_\tau^{m} = \frac{2V_\tau}{3K_\tau - 4X_\tau}$$

$$Q_\tau^{s} = -\frac{V_\tau}{3K_\tau + 2X_\tau}$$

(12)

and in addition for the energy of the FC transition at $Q_0^{m}$ ($E_{\text{FC}}^{m}(D_{3d})$)

$$E_{\text{FC}}^{m}(D_{3d}) = \frac{3}{2} \left( 3K_{\tau} - 2X_{\tau} \right) (Q_\tau^{m})^2$$

(13)

The parameters $V_\tau$, $X_\tau$, and $K_\tau$ are obtained from the values of $Q_0^{m}$, $Q_0^{s}$, and $E_{\text{FC}}^{m}(D_{3d})$, deduced from DFT. Finally, in step 3, we consider a DFT geometry optimization for a $2B_{2g}(2T_{2g})$ or a $3B_{2g}(3T_{1g})$ ground state, which leads to a $D_{2h}$ distorted geometry. At this stationary point the distortions along $Q_\theta$ and $Q_\delta$ ($Q_\theta^{m}$ and $Q_\delta^{m}$, respectively) are given by

$$Q_\theta^{m} = \frac{-V_\tau + 2WQ_\tau^{m}}{2K_\tau - L_\tau}$$

$$Q_\delta^{m} = \frac{2V_\tau + 2WQ_\delta^{m}}{2K_\tau - L_\tau}$$

(14)

The distortions are calculated from structural data from DFT geometry optimizations, with bond distances to get $Q_\theta^{m}$ and angles to get $Q_\delta^{m}$. With the parameters $V_\tau$, $V_\delta$, $K_\tau$, $L_\tau$, and $K_\tau$, available from steps 1 and 2, the parameters $W$ and $L_\tau$ are obtained. Therefore, we have expressed the parameters of the Hamiltonian $H$ (eq 1) in terms of data which are all based on DFT (see Appendix for the master equations). From these parameters JT stabilization energies for the $D_{4h}$, $D_{3d}$, and $D_{2h}$ stationary points may be obtained:

$$E_{\text{JT}}^{m}(D_{4h}) = \frac{1}{2} \frac{V_\tau^2}{K_\tau + L_\tau} = \frac{1}{2} V_\tau Q_\theta^{m}$$

(15)

$$E_{\text{JT}}^{m}(D_{3d}) = \frac{2V_\tau^2}{3K_\tau - 4X_\tau} = V_\tau Q_\tau^{m}$$

(16)

An analysis of the topology of the ground-state potential energy surface in the vicinity of each stationary point of $D_{4h}$, $D_{3d}$, and $D_{2h}$ symmetry is possible, as described in detail in section IIb. Analytical expressions of the noninteracting modes and their diagonal Hessian matrix elements are given in Table 3. Vibronic mixing (distortions away from the $D_{4h}$, $D_{3d}$, and $D_{2h}$ stationary point geometries) between electronic states induces off-diagonal matrix elements, which can cause instabilities of the kind already described in section IIb. However, analytical expressions, similar to those of eqs 6–9, are quite cumbersome in this case. For this reason, we resort to numerical calculations of the $(5 \times 5)$ Hessian matrix (see the Supporting Information).

**d. Static Strain and the Dynamic Jahn–Teller Effect.**

Calculations of the temperature dependence of the magnetic susceptibility and the $g$ tensors have been done for $[\text{Fe(CN)}_6]^3-$ (section Vb). The Hamiltonian of the problem is written as a sum (eq 18) where the first to fourth terms are the ligand field, interelectronic repulsion, spin–orbit coupling, and Zeeman energy operators. These have been parametrized with the cubic ligand field splitting ($10D_q$, $\hat{H}_{\text{LF}}$), the interelectronic repulsion ($B$ and $C$, $\hat{H}_{\text{IER}}$), the spin–orbit coupling ($\hat{z}$, $\hat{H}_{\text{SO}}$), and the covalent reduction parameters ($k$, $\hat{H}_Z = \mu B(S + kL)$), respectively. As will be shown in section IVa, vibronic coupling to the $T_{2g}$ mode dominates and $\hat{H}_{\text{vib}}$ is

$$\hat{H}_{\text{vib}} = \frac{1}{2} \hbar \omega (\hat{P}_z^2 + \hat{P}_\eta^2 + \hat{P}_\xi^2 + \hat{Q}_\xi^2 + \hat{Q}_\eta^2 + \hat{Q}_\zeta^2)$$

(19)

where $\hbar \omega$ is the energy of the three-dimensional harmonic oscillator and $\hat{P}_i$ and $\hat{Q}_i$ are dimensionless operators, related to the observables for momentum and position:

$$\hat{P}_i = \frac{1}{\sqrt{\mu \hbar \omega}} \hat{p}_i$$

$$\hat{Q}_i = \frac{\sqrt{\mu \hbar \omega}}{\hbar} \hat{q}_i$$

(20)

Up to the vibronic eigenvalue problem, we restrict the treatment to linear $T_{2g} \otimes T_{2g}$ terms in $\hat{H}_{\text{JT}}$ ($Q_\theta = Q_\delta = 0$ in eq 3).

We use the distortions given by the geometric lattice strain ($Q_\theta^{m}$, $Q_\delta^{m}$, and $Q_\tau^{m}$, deduced from structural data) and the vibronic coupling constants (up to second order) for $[\text{Fe(CN)}_6]^3-$ to approximate the strain matrix $H_{\text{str}}$:
The following procedure was adopted to set up the vibronic Hamiltonian. All matrices, which represent H (eq 18, excluding H_{st}), are calculated with the basis of all 256 Slater determinants of the d^5 configuration of [Fe(CN)_6]^{3-}. The matrix H_{LF} + H_{IER} + H_{SO} + H_{atr} was diagonalized first. The lowest six eigenvectors and eigenvalues, related to the parent octahedral 2T_{2g} term, take the configuration interaction (CI) into account. This is important for all complexes (except for [Ti(CN)_6]^{3-}; see section IVb). The (256 × 6) matrix of the lowest six eigenvectors C is used to reduce the size of H_{JT} and H_{Z} (256 × 256) to 6 × 6 matrices H_{JT}^r and H_{Z}^r, written within the subspace of the three lowest Kramers doublets:

$$H_{JT}^r = C^† H_{JT} C$$

$$H_{Z}^r = C^† H_{Z} C$$

Calculations of the g and susceptibility tensors in this step yield the results in section Vb.1. For the dynamic JT effect we express the vibronic eigenfunctions of the total Hamiltonian H, Ψ as a linear combination of products of the lowest six exact electronic eigenfunctions of H_{LF} + H_{IER} + H_{SO} + H_{atr}, φ_i, and the states of the three-dimensional harmonic oscillator [χ(Q_{ζ}^j)] [χ(Q_{η}^j)] - [χ(Q_{ζ}^j)] up to the level n_{v}:
It follows that the pseudo JT coupling modifies the diagonal quadratic JT coupling terms of the $T_g \otimes t_{2g}$ problem ($L_\alpha$ term in eq 1). To obtain an estimate for the value of $P_L$, we will focus on [Fe(CN)$_6$]$^{3-}$ and try to exclude the contribution from the $T_g \otimes t_{2g}$ JT coupling. We achieve this by addition of an electron to the $t_{2g}^5$ configuration, leading to a $^1A_g(t_{2g}^6)$ ground state. We restrict the analysis to trigonal ($D_{3h}$) elongations or compressions (component of the $t_{2g}$ mode, $\alpha_{1g} = 1/\sqrt{3}(Q_z + Q_y + Q_x)$; it will be shown in section IVa that these distortions are energetically preferred). The mixing between the $^1A_{1g}(t_{2g}^6)$ ground state with the $^1A_{1g}(t_{2g}^5e_g^1)$ excited state ($^3T_{1g}(t_{2g}^5e_g^1)$) is described by the matrix:

$$|T_{2g}^j(\xi)\rangle = \frac{P_{g}^2}{\Delta Q_g^2} 0 0 - \frac{P_{g}^2}{\Delta Q_g^2} 0 0 \frac{P_{g}^2}{\Delta Q_g^2} 0$$ (28)

$$E_g$$ and $E_e$ are the ground- and excited-state energies ($E_g$ is zero in $Q_h$ geometry), and $N_e$ describes their mixing. It has been proposed to derive these energies from DFT. We focus on the lowest eigenvalue $E_\sigma$ of eq 29 and can represent it as

$$E_\sigma = E_{el} - E_{vib}$$ (30)

$E_{el}$ and $E_{vib}$ are the restoring elastic and the vibronic stabilization energies (both defined to be positive), which oppose and support the $\alpha_{1g}(t_{2g}) D_{3h}$ distortion, respectively. A series of DFT calculations have been performed to obtain $E_{\sigma}$. $E_{el}$, and $E_{vib}$ for this model example. They are represented in Figure 5 and suggest the absence of the pseudo JT instability. From these calculations we have also derived the value of $N_e$ (see Figure 5):

$$N = P_{\alpha_{1g}} Q_{\alpha_{1g}} = 3P_{\varphi} Q_{\varphi}$$ (31)

$N$ is found to depend linearly on $Q$, with a resulting value of $P_{\varphi} = 3827$ cm$^{-1}$/Ä. With $\Delta = 34950$ cm$^{-1}$ (Table 7) we obtain a value of 419 cm$^{-1}$/Ä for the pseudo JT coupling energy ($P_{\varphi}^2/\Delta$). This may be considered as included in an way in the vibronic coupling constant $L_\alpha$ (1584 cm$^{-1}$/Ä$^2$; see Table 5). The second-order terms (JT and pseudo JT) do not yield leading contributions to the topology of the ground-state potential energy surface (see section IVa).

### III. Computational and Experimental Details

All DFT calculations were carried out with the Amsterdam Density Functional program (ADF). In a case study on [Mn(CN)$_6$]$^{3-}$ ($T_g \otimes t_{2g}$ problem) it was shown that vibronic coupling constants do not significantly depend on the functional. Since the LDA-VWN functional is known to perform better than GGA for geometries of transition-metal complexes, in particular for metal–ligand bond distances, we have chosen LDA in all calculations. Large Slater-type orbital basis sets

![Figure 5. Dependence of $E_\sigma$, $E_{el}$, and $E_{vib}$ on the trigonal distortion parameters $Q_x$ and $\theta$ for [Fe(CN)$_6$]$^{3-}$. Numerical values of the $(Q, N_e)$ pairs (in units of Ä and cm$^{-1}$, respectively, not shown, but calculated) are as follows: ($-0.257$, 2951); ($-0.206$, 2350); ($-0.163$, 1817); ($-0.169$, 609); (0.119, $-1953$); (0.213, $-3247$); (0.307, $-4526$).

(STO, triple-$\zeta$) with one polarization function (p type for H, d type for C and N) and the frozen-core approximation up to 3p for metal ions and 1s for carbon and nitrogen were used. To account for the negative charges, calculations on charge-compensated species ([M$^{III}$(CN)$_6$]$^{3-}$solv and [M$^{III}$(CN)$_6$]$^{4-}$solv) were done with the conductor-like screening model COSMO in ADF. The dielectric constant of water ($\epsilon = 78.4$) was used with the solvent radii of 1.00 Ä (M = Cr, Mn, Fe), 2.10 Ä (C), and 1.40 Ä (N).

**Synthesis.** K$_3$[Mn(CN)$_6$] was prepared as described in the literature. Large single crystals were grown by slow evaporation from an aqueous solution.

**Vis–Near-IR Spectroscopy.** A single crystal ($d \approx 3$ mm) was placed to cover a small aperture on a copper plate, which was attached to the sample holder of an optical closed cycle cryosystem (Oxford Instruments, CCC1100T), capable of reaching sample temperatures of 11 K with the sample sitting in a helium exchange gas atmosphere for efficient cooling. Absorption spectra were recorded on a Fourier transform spectrometer (Bruker IFS 66), equipped with light sources, beam splitters, and detectors to cover the spectral range from 6000 to 30 000 cm$^{-1}$ at a spectral resolution of better than 2 cm$^{-1}$.

### IV. Results and Discussion

a. **Topology of the Ground-State Potential Energy Surface of M(CN)$_6$ Complexes with JT-Active $T_g$ Ground States.** A collection of geometric data of JT-distorted structures in $D_{4h}$, $D_{3h}$, and $D_{2h}$ symmetry from DFT geometry optimizations is given in Table 4. The parameters which describe these distortions are defined in Figure 4. There are two types of bond lengths for $D_{3h}$ geometries (axial and equatorial, $R_{\alpha}^{eq}$, $R_{\alpha}^{ax}$), the trigonal angle $\theta$ and the bond distance $R_{\alpha}$ for $D_{3h}$ geometries and the two bond lengths ($R_{\alpha}^{eq}$ and $R_{\alpha}^{ax}$) and the angle $\alpha$ for the $D_{2h}$ geometries. Distortions of the same sign are predicted for $D_{3h}$ and $D_{2h}$ i.e., tetragonally and trigonally elongated octahedra for Ti$^{III}$, Mn$^{III}$, and Cr$^{III}$ and compressed octahedra for V$^{III}$, Fe$^{III}$, and Mn$^{III}$. There is a strict correspondence between the electron count and the sign of the distortion (i.e., elongations for d$^{4}$ and compressions for d$^{3}$), and the magnitude of the distortion correlates with the π-back-bonding character of the metal–cyanide bond. For a given oxidation state, π-back-donation increases from left to right of the 3d series, and it also increases with the decrease of the oxidation state for a given metal ion. The $Q_\alpha^{eq}$ vs $e_\alpha$ plot in Figure 6 illustrates this correlation. Geometric distortions for complexes of the same ions with π-donor ligands such as F$^-$ and Cl$^-$ are found to follow the opposite trend: $D_{4h}$ and $D_{3h}$ compressed octahedra are predicted for [TiF$_6$]$^{3-}$, DFT geometries and energies have been used to obtain vibronic coupling parameters and JT stabilization energies $E_{JT}(D_{4h})$, $E_{JT}(D_{3h})$ and $E_{JT}(D_{2h})$, as de-
TABLE 4: Bond Distances (in Å) and Angles (in deg) from D_{4h}, D_{3d}, and D_{3h} Symmetry-Constrained DFT Geometry Optimizations and Energies (in cm^{-1}) of (Vertical) Franck-Condon (FC) Electronic Transitions from the Nondegenerate into the Doubly Degenerate (for D_{4h} and D_{3d}) Split Components of the T_{2g} \otimes (\epsilon_g + \tau_{2g}) Potential Energy Surface up to First- and Second-Order Vibronic Coupling

(a) D_{4h} Stationary Points

<table>
<thead>
<tr>
<th>complex</th>
<th>R_{eq}^{m}</th>
<th>R_{eq}^{n}</th>
<th>R_{eq}^{m}</th>
<th>R_{eq}^{n}</th>
<th>Q_{m}^{m}</th>
<th>Q_{n}^{n}</th>
<th>|r_{l}^{m}|</th>
<th>E_{fc}^{m}</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Ti(CN)<em>{5}^{3-}]</em>{obs}</td>
<td>2.168</td>
<td>2.199</td>
<td>2.184</td>
<td>2.168</td>
<td>0.036</td>
<td>-0.018</td>
<td>2.0</td>
<td>173</td>
</tr>
<tr>
<td>[V(CN)<em>{5}^{3-}]</em>{obs}</td>
<td>2.096</td>
<td>2.079</td>
<td>2.088</td>
<td>2.079</td>
<td>-0.020</td>
<td>0.010</td>
<td>2.0</td>
<td>48</td>
</tr>
<tr>
<td>[Mn(CN)<em>{6}^{4-}]</em>{obs}</td>
<td>1.948</td>
<td>1.973</td>
<td>1.961</td>
<td>1.948</td>
<td>0.029</td>
<td>-0.015</td>
<td>1.9</td>
<td>158</td>
</tr>
<tr>
<td>[Fe(CN)<em>{5}^{3-}]</em>{obs}</td>
<td>1.907</td>
<td>1.897</td>
<td>1.902</td>
<td>1.908</td>
<td>-0.0115</td>
<td>0.007</td>
<td>1.6</td>
<td>14</td>
</tr>
<tr>
<td>[Cr(CN)<em>{5}^{4-}]</em>{obs}</td>
<td>1.991</td>
<td>2.032</td>
<td>2.01</td>
<td>1.991</td>
<td>0.047</td>
<td>-0.023</td>
<td>2.0</td>
<td>552</td>
</tr>
<tr>
<td>[Mn(CN)<em>{5}^{4-}]</em>{obs}</td>
<td>1.940</td>
<td>1.912</td>
<td>1.926</td>
<td>1.940</td>
<td>-0.032</td>
<td>0.016</td>
<td>2.0</td>
<td>190</td>
</tr>
</tbody>
</table>

(b) D_{3d} Stationary Points

<table>
<thead>
<tr>
<th>complex</th>
<th>\theta</th>
<th>R_{eq}^{m}</th>
<th>\theta</th>
<th>R_{eq}^{n}</th>
<th>Q_{m}^{m}</th>
<th>Q_{n}^{n}</th>
<th>|r_{l}^{m}|</th>
<th>E_{fc}^{m}</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Ti(CN)<em>{5}^{3-}]</em>{obs}</td>
<td>54.30</td>
<td>2.178</td>
<td>53.58</td>
<td>2.180</td>
<td>-0.047</td>
<td>0.069</td>
<td>0.7</td>
<td>31</td>
</tr>
<tr>
<td>[V(CN)<em>{5}^{3-}]</em>{obs}</td>
<td>55.82</td>
<td>2.089</td>
<td>54.52</td>
<td>2.092</td>
<td>0.112</td>
<td>-0.022</td>
<td>5.1</td>
<td>206</td>
</tr>
<tr>
<td>[Mn(CN)<em>{6}^{4-}]</em>{obs}</td>
<td>53.53</td>
<td>1.956</td>
<td>56.60</td>
<td>1.956</td>
<td>-0.116</td>
<td>0.083</td>
<td>1.4</td>
<td>265</td>
</tr>
<tr>
<td>[Fe(CN)<em>{5}^{3-}]</em>{obs}</td>
<td>56.10</td>
<td>1.904</td>
<td>54.15</td>
<td>1.905</td>
<td>0.128</td>
<td>-0.055</td>
<td>2.3</td>
<td>427</td>
</tr>
<tr>
<td>[Cr(CN)<em>{5}^{4-}]</em>{obs}</td>
<td>52.89</td>
<td>2.004</td>
<td>55.81</td>
<td>2.003</td>
<td>-0.182</td>
<td>0.106</td>
<td>1.7</td>
<td>1865</td>
</tr>
<tr>
<td>[Mn(CN)<em>{5}^{4-}]</em>{obs}</td>
<td>56.47</td>
<td>1.932</td>
<td>53.94</td>
<td>1.932</td>
<td>0.165</td>
<td>-0.076</td>
<td>2.2</td>
<td>969</td>
</tr>
</tbody>
</table>

(c) D_{3h} Stationary Points

<table>
<thead>
<tr>
<th>complex</th>
<th>R_{eq}^{m}</th>
<th>R_{eq}^{n}</th>
<th>\alpha</th>
<th>Q_{m}^{m}</th>
<th>Q_{n}^{n}</th>
<th>r_{l}^{m}</th>
<th>r_{l}^{n}</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Ti(CN)<em>{5}^{3-}]</em>{obs}</td>
<td>2.182</td>
<td>2.168</td>
<td>88.86</td>
<td>-0.016</td>
<td>-0.087</td>
<td>0.9</td>
<td>1.8</td>
</tr>
<tr>
<td>[V(CN)<em>{5}^{3-}]</em>{obs}</td>
<td>2.087</td>
<td>2.097</td>
<td>87.98</td>
<td>-0.011</td>
<td>0.147</td>
<td>1.2</td>
<td>1.3</td>
</tr>
<tr>
<td>[Mn(CN)<em>{6}^{4-}]</em>{obs}</td>
<td>1.961</td>
<td>1.948</td>
<td>88.00</td>
<td>-0.015</td>
<td>0.137</td>
<td>1.0</td>
<td>1.2</td>
</tr>
<tr>
<td>[Fe(CN)<em>{5}^{3-}]</em>{obs}</td>
<td>1.902</td>
<td>1.908</td>
<td>87.00</td>
<td>0.007</td>
<td>0.199</td>
<td>1.0</td>
<td>1.6</td>
</tr>
<tr>
<td>[Cr(CN)<em>{5}^{4-}]</em>{obs}</td>
<td>2.011</td>
<td>1.992</td>
<td>85.82</td>
<td>-0.022</td>
<td>-0.292</td>
<td>1.0</td>
<td>1.6</td>
</tr>
<tr>
<td>[Mn(CN)<em>{5}^{4-}]</em>{obs}</td>
<td>1.928</td>
<td>1.942</td>
<td>86.34</td>
<td>0.016</td>
<td>0.247</td>
<td>1.0</td>
<td>1.5</td>
</tr>
</tbody>
</table>

* Calculated with the R_{eq}^{m} and R_{eq}^{n} values and the following set of equations: \( Q_{m} = 2(dR_{eq} - dR_{eq})/\sqrt{3} \); \( dR_{eq} = R_{eq} - R_{eq} - dR_{eq} = R_{eq} - R_{eq} \); \( R_{eq} = (2R_{eq} + R_{eq})/3 \); \( r_{l} = Q_{m}/Q_{n}^{m} \); \( r_{l} = -2 \) in the case of linear vibronic coupling. \( ^{©} \) Calculated with \( Q_{m} = 2\sqrt{2R_{eq} (\theta - 54.7356)(\pi/180)} \); \( ^{\prime} \) \( r_{l} = Q_{m}/Q_{n}^{m} \); \( r_{l} = -2 \) in the case of linear vibronic coupling. \( ^{\prime\prime} \) Calculated with \( Q_{m} = 2\sqrt{2R_{eq} (\theta - 54.7356)(\pi/180)} \); \( ^{\prime\prime} \) \( r_{l} = Q_{m}/Q_{n}^{m} \); \( r_{l} = -2 \) in the case of linear vibronic coupling. \( ^{\prime\prime\prime} \) \( r_{l} = Q_{m}/Q_{n}^{m} \); \( r_{l} = 3/2 \) in the case of linear vibronic coupling.

Figure 6. Correlation between the trigonal distortion \( Q_{m} \) and the \( \tau \) bonding energy \( \epsilon_{\tau} \). Negative values of \( \epsilon_{\tau} \) imply dominating metal–ligand \( \tau \)-back-bonding for the \([MCN]_{5}^{3-}\) complexes: \( \epsilon_{\tau} = -556, -1101, -1783, -3797, -3470 \text{ cm}^{-1} \). \( M = Ti^{3+}, V^{01}, Mn^{2+}, Fe^{II}, Mn^{II} \). Corresponding \( \alpha \) antibonding energies \( \epsilon_{\alpha} \) are 6694, 6376, 8976, 9304, and 5415 \text{ cm}^{-1} \), respectively (the cubic ligand splitting \( \Delta \) is given by \( \Delta = 3\epsilon_{\alpha} - 4\epsilon_{\tau} \); \( \Delta = 22.300, 23.500, 34.000, 34.950, \text{ and } 30.000 \text{ cm}^{-1} \). \( ^{\dagger} \) The line drawn corresponds to a least-squares fit: \( \{Q_{m}\} = 0.0523 - 0.00035 \times 26\epsilon_{\tau}; \) standard deviation 0.018.

scribed in section II (see Table 5 and Figure 7). From a comparison of the JT stabilization energies it follows that the \( D_{3d} \) stationary points are deepest in energy, followed by those of \( D_{3h} \) and \( D_{4h} \) symmetry; a \( D_{3d} \) structure is obtained as the lowest energy minimum for \([Ti(CN)_{5}]^{3-}\). A good correlation between \( E_{fc}(D_{3d}) \) and the negative \( \epsilon_{\tau} \) value of each complex is obtained (Figure 8), in agreement with the \( V_{t} \) vs \( \epsilon_{\tau} \) expression obtained with the angular overlap model:43,44

\[ V_{t} = e_{\tau}/R \] (32)

In Table 5 we compare results from the linear and quadratic approximations to the \( T_{2g}(\epsilon_{g} + \tau_{2g}) \) JT coupling. All essential features, the order and magnitude of the stabilization, and structural distortions are correctly reproduced in the simple linear approximation. There are only small contributions from quadratic terms for the stationary points of \( D_{3d} \) and \( D_{3h} \) symmetry (see Table 4; \( r_{l} \) and \( r_{l} \)). Only in the case of the \( D_{3d} \) minima are the deviations of \( r_{l} = Q_{m}/Q_{n}^{m} \) from the value for linear coupling \( (r_{l} = -2) \) large (see Table 4b). The use of the quadratic \( T_{2g}(\epsilon_{g} + \tau_{2g}) \) JT coupling model is recommended here.

The parameters of Table 5 allow us to judge the vibronic coupling strength \( \lambda \) due to the \( \epsilon_{g} \) and \( \tau_{2g} \) vibrations, defined by the equations
\[ 
\lambda_e = \frac{E_{JT}(D_{4h})}{\hbar \omega_e} 
\]  
(33)

\[ 
\lambda_t = \frac{2E_{JT}(D_{4h})}{3\hbar \omega_t} 
\]  
(34)

The values of \( \lambda_e \) and \( \lambda_t \) in Table 5 show that vibronic coupling with the \( \epsilon_2 \) modes is weak for all complexes. A weak vibronic coupling with the \( r_{2g} \) mode is also obtained for \([Ti(CN)_6]^{3-}\) and \([V(CN)_6]^{2-}\). However, for \([Mn(CN)_6]^{3-}\) and \([Cr(CN)_6]^{2-}\), a strong vibronic coupling with the \( r_{2g} \) mode is predicted. \([Fe(CN)_6]^{3-}\) and \([Mn(CN)_6]^{3-}\) represent intermediate cases (values of \( \lambda_t \) are close to 1; see Table 5). For these ions, spin-orbit coupling is comparable with the \( T_g \otimes r_{2g} \) JT coupling. This will be analyzed in section IVc.

So far, we have focused on energies and geometries of stationary points on the ground-state potential energy surface. The parameters in Table 5 can also be assigned to the extrema of \( D_{4h} \), \( D_{3h} \), and \( D_{2h} \) symmetry to minima or saddle points. Starting from the \( \epsilon_2 \) and \( r_{2g} \) force constants (\( K_e \) and \( K_r \)), we note that their values are modified by second-order vibronic coupling (see Table 3). Numerical values of the force constants for the diagonal (noninteracting) modes are given in Table 6a, where \( K_e \) and \( K_r \) for each complex, as well as their changes, are presented. In agreement with the small values of \( L_e \), these changes are negligible for the \( \epsilon_2 \) stretching mode (\( \leq 4\% \) in the case of \( \alpha_{1g} \) and \( \beta_{1g} (D_{4h}) \)), except for \( Fe^{III} \) (\( \pm 12\% \)), and \( \alpha_{1g} (1) \) and \( \beta_{1g} (D_{2h}) \). In contrast, for vibrations arising from the \( r_{2g} \) bending modes, the changes of the force constants can be very large (120\%, negative sign for \([Mn(CN)_6]^{3-}\)); these force constants are affected by \( L_e \) (for \( D_{4h} \)), by \( X_e \) (for \( D_{3h} \)), and by combinations of \( L_e \) and \( X_e \) (for \( D_{2h} \); see Table 3). However, second-order vibronic coupling and the underlying forces are not large enough to change the sign of \( K_r \) and to induce instability. Only in the case of \([Mn(CN)_6]^{3-}\) is a large and negative value of \( L_e \) calculated to lead to a JT constant force field along \( \beta_{2g} (r_{2g}, Q_{2g}) \) at the \( D_{4h} \) stationary point.

In addition to the diagonal changes of the force field due to the \( \epsilon_2 \) and \( r_{2g} \) vibrations, vibronic mixing between the electronic states, induced by distortions away from the \( D_{4h} \), \( D_{3h} \), and \( D_{2h} \) stationary points, can cause dramatic changes, as shown by numerical calculations of the Hessian (see Table 6b, for the negative Hessian eigenvalues). A number of zero such eigenvalues indicates an absolute minimum. This is shown to be the case in \( D_{4h} \) for \([Ti(CN)_6]^{3-}\) and in \( D_{3d} \) for \( M = V^{III}, Mn^{III}, Fe^{III}, Cr^{III}, Mn^{II} \). With the exception of \( M = Ti^{III}, D_{3d} \) is the preferred geometry and \( D_{4h} \) extrema are found to be unstable.

### Table 5: Vibronic Coupling Parameters of the Quadratic and Linear \( T_g \otimes (\epsilon_2 + r_{2g}) \) JT Problem in 3d Hexacyanometalates

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_1 ) (cm(^{-1}))</td>
<td>3256 [3222]</td>
<td>-1661 [-1630]</td>
<td>3696 [3649]</td>
<td>-855 [-808]</td>
<td>7709 [7773]</td>
<td>-3918 [-3918]</td>
</tr>
<tr>
<td>( L_e ) (cm(^{-1}))</td>
<td>1895</td>
<td>3134</td>
<td>3283</td>
<td>8235</td>
<td>-2714</td>
<td>0</td>
</tr>
<tr>
<td>( X_e ) (cm(^{-1}))</td>
<td>-1335</td>
<td>1839</td>
<td>-731</td>
<td>449</td>
<td>-917</td>
<td>344</td>
</tr>
<tr>
<td>( L_r ) (cm(^{-1}))</td>
<td>-1158</td>
<td>4135</td>
<td>-4640</td>
<td>1584</td>
<td>-686</td>
<td>842</td>
</tr>
<tr>
<td>( W ) (cm(^{-1}))</td>
<td>-2349</td>
<td>626</td>
<td>0</td>
<td>0</td>
<td>-659</td>
<td>0</td>
</tr>
<tr>
<td>( E_{JT}(D_{4h}) ) (cm(^{-1}))</td>
<td>58 [58]</td>
<td>16 [16]</td>
<td>53 [53]</td>
<td>5 [5]</td>
<td>182 [184]</td>
<td>63 [63]</td>
</tr>
<tr>
<td>( \hbar \omega_e ) (cm(^{-1}))</td>
<td>340</td>
<td>325</td>
<td>402</td>
<td>292</td>
<td>463</td>
<td>396</td>
</tr>
<tr>
<td>( \hbar \omega_t ) (cm(^{-1}))</td>
<td>70</td>
<td>76</td>
<td>72</td>
<td>93</td>
<td>124</td>
<td>106</td>
</tr>
<tr>
<td>( \lambda_e = \frac{E_{JT}(D_{4h})}{\hbar \omega_e} )</td>
<td>0.171</td>
<td>0.049</td>
<td>0.132</td>
<td>0.017</td>
<td>0.393</td>
<td>0.160</td>
</tr>
<tr>
<td>( \lambda_t = \frac{2E_{JT}(D_{4h})}{3\hbar \omega_t} )</td>
<td>0.178</td>
<td>0.399</td>
<td>0.905</td>
<td>0.965</td>
<td>3.519</td>
<td>1.971</td>
</tr>
</tbody>
</table>

*Given in brackets. \(^a\) Calculated from the values of \( K = K_e \), \( K_r \) (in cm\(^{-1}\)) and the equation \( \hbar \omega = 1302.83(G-K/50 350)^{1/2} \). \( G \) is the diagonal element of the G matrix given by \( G = 1/(m_C + m_N) = 1/26; \) \( G = 4/(m_C + m_N)R_0^2, m_C \) and \( m_N \) are the atomic masses of C and N, and \( R_0 \) is the distance from Table 4b. A DFT calculation of \( \hbar \omega_e \) and \( \hbar \omega_t \) for \([Cr(CN)_6]^{3-}\) yields values of 315 and 78 cm\(^{-1}\), respectively; the experimental value for \( \hbar \omega_e \) is 339 cm\(^{-1}\).
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obtained in all these complexes. In Figure 10, we visualize the stationary point, which is calculated for \([\text{Ti(CN)}_6]^3-\) and \([\text{Fe(CN)}_6]^3-\) \(\beta_2\) and \(\beta_3\) mode drives the system into a \(D_{2h}\) minimum via a continuous line of \(C_{2v}\) structures, while the \(\beta_1\) mode leads to a \(D_{4h}\) stationary point via a \(C_{2v}\) distortion path.

**Figure 9.** Vibrations \(\beta_1\) (component of \(t_{2u}\)) and \(\beta_2\) (component of \(e_g\)), which lead to a mixing between the \(B_{2g}\) ground state of the \(D_{2h}\) minimum with the \(A_{1g}\) and \(B_{2g}\) states, respectively. The \(\beta_2\) mode drives the system into a \(D_{2h}\) minimum via a continuous line of \(C_{2v}\) structures, while the \(\beta_1\) mode leads to a \(D_{4h}\) stationary point via a \(C_{2v}\) distortion path.

**Figure 10.** Distortion paths due to \(B_{2g}\) (left) and \(B_{3g}\) (right) vibronic interactions starting from the \(D_{2h}\) stationary point expressed in terms of the single electronic mixing parameters \((a)\) and \((b)\), respectively. The top curves represent the electronic energies of the components of the \(2T_{2g}\) ground state. The bottom curves display the concomitant changes of the components of the five \(e_g + t_{2g}\) vibrational modes. The data have been obtained by varying \((a)\) and \((b)\), calculating \(Q_0, Q_r, Q_s, Q_m,\) and \(Q_c\) using the stationary conditions (method of Opik and Price\(\omega^n\), and solving the secular equation with these values. Vibronic coupling parameters used to construct the diagram are those for \([\text{Ti(CN)}_6]^3-\) \(\omega^n\) (left) and \([\text{Fe(CN)}_6]^3-\) \(\omega^n\) (right) (Table 5). As the method of Opik and Price is, in a strict sense, only applicable at special points of high symmetry (for which electronic eigenfunctions are known by symmetry; initial and final points on the abscissa on each diagram), intermediate points should be viewed with care, and these serve only as a tool for interpolation between the \(D_{2h}\) and \(D_{4h}\) (left) and \(D_{2h}\) and \(D_{4h}\) (right) limiting cases.

The line vibronic coupling model (Table 6b, entries given in brackets) is able to reproduce the topology of the ground-state potential energy surface due to \(T_{1g}(\epsilon_2^g + \tau_{2g})\). With one exception \((\text{Mn(CN)}_6)^3-\); see Table 6a) all minima and saddle points are correctly predicted. It appears from our DFT-based analysis that the instabilities at the \(D_{4h}\), \(D_{2h}\), and \(D_{2h}\) stationary points on the ground-state potential energy surface of the complexes discussed here are mainly due to vibronic mixing between electronic states, and this is correctly described at the level of the linear JT coupling.

### b. Effect of Configurational Interaction (CI) on the Ground-State \(T_{1g}(\epsilon_2^g + \tau_{2g})\) JT Coupling

We have considered \(2T_{2g}\) and \(2T_{1g}\) ground states and focus on a single \(t_2g\) configuration. Strictly, this is only valid for \(t_2g (\text{Ti}^{III})\), and it is an approximation for \(d^2\) and \(d^{4-4}\) metal ions. The \(2T_{2g}\) and \(2T_{1g}\) ground states of \([\text{Fe(CN)}_6]^{3-}\) and \([\text{Mn(CN)}_6]^{3-}\) are mixtures of as much as 10 \((T_{2g})\) and 7 \((T_{1g})\) species of the same symmetry, which differ in their electron configurations of the MOs of d character. These terms mix with each other via interelectronic repulsion (CI) and split because of excited-state JT coupling, due to \(\pi\)-type vibronic mixing (via the \(t_{2g}\) mode, splitting of the \(t_{2g}\) orbitals). For \([\text{Fe(CN)}_6]^{3-}\) and \([\text{Mn(CN)}_6]^{3-}\) (strong ligand field), the \(t_{2g}^5\) and \(t_{2g}^4\) configurations are expected to dominate the ground-state wavefunction but the excited-state configurations might still be important for the ground-state vibronic coupling. Unfortunately, there are no DFT methods for the explicit geometry optimization of electronic states of multiconfigurational character. In DFT, one assumes that a single configuration dominates the electronic and geometric structures. To trace the effect of CI on the ground-state JT effect of these ions, we resort to ligand field theory (LFT) and focus on the \(D_{4h}\) minima of the ground-state potential energy surface. For some of the complexes studied here, approximate values of 10\(D_{q}\), \(B\), and \(C\) are known (Table 7). They have been used in a CI calculation of the ground state \(2T_{2g}\) \((\text{Fe}^{III} \text{ Mn}^{III})\) and \(2T_{1g}\) \((\text{V}^{III} \text{ Mn}^{III})\) terms. From the known values of the trigonal distortion angle \(\theta\), the energy \(E_{FC}^{m}\), and 10\(D_{q}\), we deduce the angular overlap parameters from one-electron calculations and then switch to a many-electron CI treatment. The ground-state splitting which results from such a calculation is \(E_{FC}^{CI}\). Since the energies \(E_{FC}\) and \(E_{JT}\) are interrelated (see section II), we can use eq 35 to obtain an approximation of the JT stabilization energy.

\[
E_{JT}^{CI} = E_{JT}^{m}(E_{FC}^{CI}/E_{FC}^{m})
\]

The results in Table 7 show that CI mixing is essential and leads to an enhancement of the ground-state splitting and an increase of the magnitude of \(E_{FC}\) by about a factor of 2 for \([\text{Fe(CN)}_6]^{3-}\) and \([\text{V(CN)}_6]^{3-}\). For the latter complex the effect of CI is opposite to complexes with \(\pi\)-donor ligands \((\text{VF}_6^-)\), where it was found with structural and spectroscopic data that CI reduces the \(2T_{1g}\) ground-state JT coupling.\(^{32}\)

### c. Effect of the Combination of the \(T_{1g}(\epsilon_2^g + \tau_{2g})\) JT and Spin–Orbit Coupling on the Ground-State Potential Energy Surface

Spin–orbit coupling (quantified by the spin–orbit coupling constant \(\xi\)) leads to a first-order splitting of the octahedral \(2T_{2g}\) and \(2T_{1g}\) ground states with the following energies of the twofold \((\Gamma^7)\) and fourfold \((\Gamma^8)\) degenerate states (for \(2T_{2g}\) \(d^2(t^2)\)) and of the nondegenerate \((\Delta_I)\) and threefold \((T_I)\) and fivefold degenerate \(E, T_2\) states (accidental degeneracy for \((\Gamma^4)\) \(d^2(t^2)\) \((\xi > 0)\):
While spin–orbit coupling lifts the orbital degeneracy and, therefore, opposes the JT forces for [Fe(CN)₆]³⁻ and [V(CN)₆]³⁻, this is not the case for Ti(CN)₆³⁻ and [V(CN)₆]³⁻, where the ground states remain fourfold and (accidentally) fivefold degenerate, respectively. Values of $\xi$ for these ions (Table 7) from relativistic two-component (ZORA) DFT calculations (reduced by metal–ligand covalency⁴⁵,⁴⁶) have been used to calculate the stabilization by spin–orbit coupling on the ground-state energy ($E_{SOCC}$). Table 7. On the basis of the comparison between $E_{SOCC}$ and $E_{JT}$, we can conclude that spin–orbit coupling and JT coupling are of comparable magnitude, except for Mn⁰ and Cr⁺ (not listed). In Figure 11 we present contour plot diagrams for [Mn(CN)₆]³⁻ and [Fe(CN)₆]³⁻ with trigonal distortion modes and take $Q_2$ and $Q_3 = Q_8$ as independent variables: i.e., the subspace of all distortions compatible with the symmetry $C_2h$ (see Figure 10). In the upper part of Figure 11 spin–orbit coupling is set to zero, and the $D_{4h}$ minima and $D_{3d}$ saddle points are easily recognizable. As seen from the lower part of Figure 11, the inclusion of spin–orbit coupling leads to specific changes. The JT stabilization ($E_{JT} = 98$, $\xi = 0$) vanishes ($E_{JT} = 0$, $\xi = 284$) for [Mn(CN)₆]³⁻, and it becomes strongly reduced for [Fe(CN)₆]³⁻ (from $E_{JT} = 135$ cm⁻¹, $\xi = 0$ to $E_{JT} = 12$ cm⁻¹, $\xi = 347$ cm⁻¹). $E_{JT}$ is nonzero for [Fe(CN)₆]³⁻, but it is sufficiently reduced by spin–orbit coupling to suppress the JT coupling via the zero-point energy of the $\tau_2$ vibration.

Contour plot diagrams for [Ti(CN)₆]³⁻ and [V(CN)₆]³⁻ are presented in Figure 12. The orbital degeneracy is not lifted by spin–orbit coupling, and the effect of spin–orbit coupling on the ground-state potential energy is less pronounced than with [Mn(CN)₆]³⁻ and [Fe(CN)₆]³⁻. Nevertheless, there is a significant reduction of $E_{JT}$ (from $E_{JT} = 58$ cm⁻¹, $\xi = 0$ to $E_{JT} = 24$ cm⁻¹, $\xi = 147$ cm⁻¹ for [Ti(CN)₆]³⁻; from $E_{JT} = 46$ cm⁻¹, $\xi = 0$ to $E_{JT} = 31$ cm⁻¹, $\xi = 190$ cm⁻¹ for [V(CN)₆]³⁻). Our results show that JT coupling is larger than spin–orbit coupling for [Mn(CN)₆]³⁻ ($E_{JT}$ ($D_{4h}$) = 314 cm⁻¹, $E_{SOCC}$ = 243 cm⁻¹) and much larger for [Cr(CN)₆]³⁻ ($E_{JT}$ ($D_{3d}$) = 652 cm⁻¹, $E_{SOCC}$ = 193 cm⁻¹). Therefore, for these complexes and dynamic JT coupling, it is expected that spin–orbit coupling will be strongly reduced by vibronic coupling (Ham effect; see section Vb.2). JT coupling and spin–orbit coupling counteract in the case of [Mn(CN)₆]³⁻ and [Fe(CN)₆]³⁻ to an extent to nearly suppress minima on the ground-state potential energy

$$[\text{Ti(CN)}_6]^{3-} \quad (\sigma^1): \Gamma_a[(-1/2)\xi] < \Gamma_a[\xi]$$
$$[\text{Fe(CN)}_6]^{3-}, \text{Mn(CN)}_6^{3-} \quad (\sigma^1): \Gamma_a[-\xi] < \Gamma_a[\xi]$$
$$[\text{V(CN)}_6]^{3-} \quad (\sigma^2): (T_2,E)[-(-1/2)\xi] < T_2[(1/2)\xi] < A_1[\xi]$$

Figure 11. Contour plot diagrams of [Fe(CN)₆]³⁻ (top right, $\xi = 0$; bottom right, $\xi = 347$ cm⁻¹) and [Mn(CN)₆]³⁻ (top left, $\xi = 0$; bottom left, $\xi = 284$ cm⁻¹). $D_{4h}$ and $D_{3d}$ minima are indicated by × and ⋄, respectively; vibronic coupling parameters used to construct the plots are those given in Table 5 (quadratic JT coupling).

Figure 12. Contour plot diagrams of [V(CN)₆]³⁻ (top right, $\xi = 0$; bottom right, $\xi = 95$ cm⁻¹; $D_{4h}$ and $D_{3d}$ minima are indicated by × and ⋄, respectively) and [Ti(CN)₆]³⁻ (top left, $\xi = 0$; bottom left, $\xi = 74$ cm⁻¹; $D_{3d}$ minima are indicated by ⋄). Vibronic coupling parameters used to construct the plots are those given in Table 5 (quadratic JT coupling).

TABLE 7: Angular Overlap Model Parameters and the Trigonal Angles ($\theta^\circ$) for CI Calculations of the Effect of Configurational Mixing on the JT Energies: $E_{JT}^{\text{em}}$ (JT Splitting) and $E_{JT}^{\text{es}}$ (JT Stabilization Energy)

<table>
<thead>
<tr>
<th>complex</th>
<th>$10Dq^{a}$</th>
<th>$E_{JT}^{\text{em}}$</th>
<th>$E_{JT}^{\text{es}}$</th>
<th>$\theta$</th>
<th>$\theta^\circ$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Ti(CN)₆]³⁻</td>
<td>22300</td>
<td>81</td>
<td>54.30</td>
<td>6694</td>
<td>-556</td>
</tr>
<tr>
<td>[VC(CN)₆]³⁻</td>
<td>23500</td>
<td>206</td>
<td>55.82</td>
<td>6376</td>
<td>-1101</td>
</tr>
<tr>
<td>[Mn(CN)₆]³⁻</td>
<td>34000</td>
<td>265</td>
<td>53.53</td>
<td>8976</td>
<td>-1783</td>
</tr>
<tr>
<td>[Fe(CN)₆]³⁻</td>
<td>34950</td>
<td>427</td>
<td>56.10</td>
<td>9304</td>
<td>-1779</td>
</tr>
<tr>
<td>[Mn(CN)₆]⁴⁺</td>
<td>30000</td>
<td>969</td>
<td>56.47</td>
<td>5415</td>
<td>-3470</td>
</tr>
</tbody>
</table>

$^{a}$ Deduced from a fit of $e_x$ and $e_z$ to the $t_2g$ splitting ($E_{JT}$) and the value of $10Dq$ using the angles $\theta$. $^{b}$ Values of $\theta$ correspond to the $D_{4h}$ minima (see Table 4b). $^{c}$ $E_{JT}$ values accounting for CI, $E_{JT}^{CI}$, are calculated using $E_{JT}^{CI} = E_{JT}^{em}E_{JT}^{es}$. $^{d}$ From ref 41. $^{e}$ Calculated from the energy expression for states split from $T_{2g}$ and $T_{1g}$ due to spin–orbit coupling ($\xi$ is defined to be positive in all cases). $^{f}$ Ti(CN)₆³⁻: $\Gamma_a = (1/2)\xi$, $\Gamma_{t_2} = \xi$, $V(CN)₆$; $T_{2g}$, $E_{JT}^{es}$, $\theta^\circ$ $\text{Mn(CN)}_6^{3-}$; $A_1$, $\xi$, $\text{Mn(CN)}_6^{3-}$; $A_1$, $\xi$, $\text{Mn(CN)}_6^{3-}$; $\Gamma_{t_2g}$, $\xi$, $\Gamma_{t_2g}$, $\theta^\circ$. $^{g}$ Deducing from both relativistic (ZORA) calculations on the M³⁺ (Ti, 200 cm⁻¹; V, 264 cm⁻¹; Mn, 429 cm⁻¹; Fe, 548 cm⁻¹) and M⁴⁺ (Mn, 368 cm⁻¹; Cr, 284 cm⁻¹) ions after a proper reduction by covalency; the value of the spin–orbit coupling constant for Cr⁺ (not listed) is $\xi = 193$ cm⁻¹.
TABLE 8: Comparison of Experimental and Computed Radial (ρ_e) and Angular (ρ_ø) Distortions from the Random Octahedral Geometries of 3d Hexacyanometalates Complexes

<table>
<thead>
<tr>
<th>complex</th>
<th>counterion</th>
<th>ρ_e</th>
<th>ρ_ø</th>
<th>ρ_ø</th>
<th>ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Mn(CN)_6]^{3−}</td>
<td>3[Ni(PPh_3)_2]^+</td>
<td>0.012(2)</td>
<td>0.148(6)</td>
<td>0.029</td>
<td>0.116</td>
</tr>
<tr>
<td>[Mn(CN)_6]^{3−}</td>
<td>3K^+</td>
<td>0.014(4)</td>
<td>0.040(40)</td>
<td>0.029</td>
<td>0.116</td>
</tr>
<tr>
<td>[Fe(CN)_6]^{3−}</td>
<td>3[Ni(PPh_3)_2]^+</td>
<td>0.021(7)</td>
<td>0.202(20)</td>
<td>0.012</td>
<td>0.128</td>
</tr>
<tr>
<td>[Fe(CN)_6]^{3−}</td>
<td>3K^+</td>
<td>0.016(3)</td>
<td>0.088(7)</td>
<td>0.012</td>
<td>0.128</td>
</tr>
<tr>
<td>[Fe(CN)_6]^{3−}</td>
<td>3K^+</td>
<td>0.000(6)</td>
<td>0.103(20)</td>
<td>0.012</td>
<td>0.128</td>
</tr>
<tr>
<td>[Co(CN)_6]^{3−}</td>
<td>3K^+</td>
<td>0.040(11)</td>
<td>0.014(31)</td>
<td>0.0</td>
<td>0.48b</td>
</tr>
<tr>
<td>[Cr(CN)_6]^{4+}</td>
<td>4Na^+</td>
<td>0.029(1)</td>
<td>0.169(14)</td>
<td>0.047</td>
<td>0.182</td>
</tr>
</tbody>
</table>

* Calculated using $ρ_ø = (∑_{i=1}^{5}ΔR_i^2)^{1/2}$, where $ΔR_i = R_i - R_{av}$, and $R_{av}$ is the average M–CN bond distance, and $ρ_ø = R_{av}(∑_{i=1}^{5}ΔX_i^2)^{1/2}$, where $ΔX_i = π(α_i - 90)/180$ and $α_i$ denotes the 12 cis-C–M–C bond angles in a hexagonal complex. 8 Calculated for the $D_{3h}$ ($ρ_e$) and $D_{3d}$ ($ρ_ø$) minima of the ground-state potential energy surface. 5 Monoclinic form. 6 Orthonormative form.

surface, calculated to be of $D_{3d}$ symmetry. The JT coupling may still manifest itself on potential energy surfaces, which are very flat along distortional modes of $τ_{2g}$ symmetry. These ions are expected to be susceptible to angular distortions.

V. Comparison with Experiment

a. Structural Data. Hexacyanometalates of the 3d metals are anionic species, and crystal and molecular structures of their compounds with alkali-metal ions have been reported. 47–50 The M(CN)_6 units are nearly octahedral, with small distortions in bond lengths and angles. To quantify these distortions and to facilitate comparison between the predicted and observed structures, we introduce JT radii for the $ε_g$ and $τ_{2g}$ modes, defined in eqs 40 and 41, and use reported bond lengths and

$$ρ_e = (Q_e^2 + Q_ø^2)^{1/2} = (∑_{i=1}^{5}ΔR_i^2)^{1/2}$$ (40)

$$ΔR_i = R_i - R_{av}$$

$$ρ_ø = (Q_e^2 + Q_ø^2 + Q_3^2)^{1/2} = R_{av}(∑_{i=1}^{12}ΔX_i^2)^{1/2}$$ (41)

$$ΔX_i = π(α_i - 90)/180$$

angles to approximate their values. In eqs 40 and 41 $R_{av}$ is the average M–CN distance, while $α_i$ values give the 12 cis-C–M–C angles. In Table 8, values of $ρ_e$ and $ρ_ø$ from X-ray diffraction data of [Mn(CN)_6]^{3−}, [Fe(CN)_6]^{3−}, and [Cr(CN)_6]^{4+} are compared with those deduced from the $D_{3h}$ ($ρ_e$) and $D_{3d}$ ($ρ_ø$) DFT geometry optimizations. There is good agreement between the orders of magnitude of $ρ_e$ and $ρ_ø$ from DFT and experimental data. In agreement with the predicted larger JT coupling of the trigonal ($τ_{2g}$) compared with the tetragonal modes ($ε_g$), we obtain $ρ_ø ≫ ρ_e$. However, from a comparison of the $ρ_e$ and $ρ_ø$ values of [Fe(CN)_6]^{3−} (or [Mn(CN)_6]^{3−}) in crystal lattices with various counterions or from different crystal structural analyses (orthorhombic vs monoclinic), it follows that there is a significant matrix effect. This conclusion also emerges from the observed small distortions of the JT-inert [Co(CN)_6]^{3−} complex.

b. The $g$ Tensor Values and the Anisotropic Susceptibility of $K_4[Fe(CN)_6]$.

b.1. Static Strain along the $τ_{2g}$ Distortions. The electronic structure of [Fe(CN)_6]^{3−} has been extensively studied, starting with the early work on the paramagnetic resonance of [Fe(CN)_6]^{3−} and its theoretical interpretation. 13,14 In addition, magnetic susceptibility ($χ$) studies, including crystal anisotropies and crystal structures, have been reported. 15,18,21

Efforts to rationalize these data were based on the assumption of an orthorhombic symmetry with orthorhombic axes parallel to the three Fe–CN bond directions. A reasonable fit with three parameters (two crystal field energies, which define the splitting of the $xy$, $yz$, and $xz$ orbitals ($A(xy)$, $B(yz)$, and $C(xz)$, respectively; $A + B + C = 0$ and the spin–orbit coupling constant) could reproduce both the $g$ tensors and the anisotropic susceptibility. However, the Mössbauer data of [Fe(CN)_6]^{3−} 16,17,19 could not be explained. The room-temperature (295 K) crystal structures of $K_4[Fe(CN)_6]$ in its monoclinic and orthorhombic forms have been determined with high precision. 20 As follows from the C–Fe–C angles (Table 9a; $α_1$, $α_2$, and $α_3$), [Fe(CN)_6]^{3−} is found in a trigonally elongated geometry with the $C_3$ axis approximately parallel to the crystallographic axis ($a$), superimposed by an additional orthorhombic distortion. We have used the distortions to get an estimate of the geometric strain, described by $Q_z^s$, $Q_y^s$, and $Q_x^s$ (see Table 9), and the vibronic coupling constants of [Fe(CN)_6]^{3−} to approximate the strain matrix according to eq 21, to calculate the $g$ and susceptibility tensors of [Fe(CN)_6]^{3−} from a full LF calculation. With this matrix, we could not reproduce the sign of the magnetic anisotropy. Apparently, the geometry of [Fe(CN)_6]^{3−} dopped into $K_4[Co(CN)_6]$ is not the same as that given by the roomtemperature structure of $K_4[Fe(CN)_6]$, and the latter may change going to lower temperatures. Here, probably a geometric distortion, dominated by a trigonal compression, takes place. This is compatible with the stabilization of a nondegenerate (JT stable) $^3A_2g$ ground state. If we adopt the values of $Q_z^s$, $Q_y^s$, and $Q_x^s$, deduced from X-ray data of the two modifications, and change their sign, accurate computed anisotropic $g$-tensor components and low-temperature magnetic susceptibility are obtained. The results are given in Table 9a and plotted in Figure 13. Readjustment of the values of $−Q_z^s$, $−Q_y^s$, and $−Q_x^s$ did not further strongly improve the agreement with experiment. From the data in Table 9b, the orientation of the principal axes of the $g$ tensor with respect to the two sets of axes, the octahedral Fe–C bond directions, and the crystallographic $a$, $b$, and $c$ axes also emerge. The orientations yield the $(1,1,1)$ $(0,−1,1)$ and $(2,−1,−1)$ trigonal directions for $g_1$, $g_2$, and $g_3$. These orientations show that $g_1$, $g_2$, and $g_3$ (are within angles of 11, 8, and 17°) parallel to the $(a)$, $(c)$, and $(b)$ crystal axes in the orthorhombic lattice. In the monoclinic form, the axis of $g_1$ is parallel to $(a)$ but the directions of $g_2$ and $g_3$ interchange and become aligned along $(b)$ and $(c)$, respectively. This phenomenon has been described before. 17 There is a misfit between the directions of $g_1$ and $g_1$ (both $b$) see the entries for (II) and (V) in Table 9b) and the orientation of $g_1$ reported in ref 13, where the crystal structure of $K_4[Fe(CN)_6]$ was not known. In agreement with the susceptibility data, the magnetic anisotropies of [Fe(CN)_6]^{3−} in the two crystallographic forms of $K_4[Fe(CN)_6]$ are very similar and only compatible with a trigonally compressed geometry, as indicated by the JT coupling model. A change of the angle $θ = 54.7350°$ by only 1° is large enough to account for the observed anisotropy of $g$ and $χ$.

b.2. Dynamic Jahn–Teller Coupling. The $τ_{2g}$ vibrational frequencies of [Mn(CN)_6]^{3−} and [Fe(CN)_6]^{3−} are comparable with the JT stabilization energies $E_{JT}$ ($D_{3h}$). Therefore, dynamic JT coupling can take place. The $^2T_{2g}$ electronic state of [Fe(CN)_6]^{3−} undergoes mixing with vibrational states, and this leads to a total vibronic state of the same symmetry. Spin–orbit coupling splits this $^2T_{2g}$ vibronic state into a $^3$ ground state.
TABLE 9: (a) Geometric and g Tensor Values for [Fe(CN)]$_6^{3-}$ in Its Orthorhombic and Monoclinic Forms Given by Experiment and Simulated with a Vibronic JT Coupling Model and (b) Directional Cosines of the Principal Axes of the g Tensor with Respect to the Octahedral Fe–C bond Directions (x, y, z) and the Crystallographic a, b, c (Orthorhombic Setting) As Deduced from Experiment (III) and Simulated (Best Fit of Geometric Parameters) for [Fe(CN)]$_6^{3-}$ in Its Orthorhombic (II) and Monoclinic (V) Forms

(a) Geometric and g Tensor Values

<table>
<thead>
<tr>
<th>X-ray struct$^{20}$ (exptl)</th>
<th>geom from a fit to g tensor values</th>
<th>g$_{exp}$</th>
<th>X-ray struct$^{20}$ (exptl)</th>
<th>geom from a fit to g tensor values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>orthorhombic</td>
<td>monoclinic</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>II</td>
<td>III</td>
<td>IV</td>
</tr>
<tr>
<td>CrFeC</td>
<td>90.8'(89.2')</td>
<td>90.6</td>
<td>90.9'(89.1)</td>
<td>91.1</td>
</tr>
<tr>
<td>$a_t$</td>
<td>90.7'(89.3')</td>
<td>91.0</td>
<td>90.8'(89.2)</td>
<td>91.0</td>
</tr>
<tr>
<td>$a_z$</td>
<td>91.1'(88.9')</td>
<td>91.1</td>
<td>90.5'(89.5)</td>
<td>90.6</td>
</tr>
<tr>
<td>$Q_x$</td>
<td>0.054(-0.054)</td>
<td>0.041</td>
<td>0.061(-0.061)</td>
<td>0.077</td>
</tr>
<tr>
<td>$Q_y$</td>
<td>0.047(-0.047)</td>
<td>0.069</td>
<td>0.054(-0.054)</td>
<td>0.069</td>
</tr>
<tr>
<td>$Q_z$</td>
<td>0.074(-0.074)</td>
<td>0.076</td>
<td>0.034(-0.034)</td>
<td>0.041</td>
</tr>
<tr>
<td>$Q_i$(x,t)</td>
<td>0.101(-0.101)</td>
<td>0.105</td>
<td>0.086(-0.086)</td>
<td>0.105</td>
</tr>
<tr>
<td>$Q_i$(e,t)</td>
<td>-0.019(-0.019)</td>
<td>0.017</td>
<td>-0.019(0.019)</td>
<td>-0.025</td>
</tr>
<tr>
<td>$Q_i$(f,t)</td>
<td>0.005(-0.005)</td>
<td>-0.019</td>
<td>0.005(-0.005)</td>
<td>0.005</td>
</tr>
</tbody>
</table>

(b) Directional Cosines

<table>
<thead>
<tr>
<th>axis</th>
<th>II</th>
<th>III</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_1$</td>
<td>1.053(1.413)</td>
<td>0.994</td>
<td>1.186(1.462)</td>
</tr>
<tr>
<td>$g_2$</td>
<td>2.193(1.642)</td>
<td>2.100</td>
<td>2.139(1.702)</td>
</tr>
<tr>
<td>$g_3$</td>
<td>2.376(2.597)</td>
<td>2.350</td>
<td>2.332(2.512)</td>
</tr>
<tr>
<td>SD$^c$</td>
<td>0.084(0.360)</td>
<td>0.068</td>
<td>0.137(0.348)</td>
</tr>
</tbody>
</table>

$^{a}$ Legend: SD, standard deviation between calculated and experimental g values; $k = 0.79$; $\zeta = 345$ cm$^{-1}$; $B = 720$; $C = 3290$ cm$^{-1}$.

$^b$ Crystallographic axes: $a = 13.422$ Å; $b = 10.399$ Å; $c = 8.381$ Å (Pnca space group). $^c$ Pseudo orthorhombic. $^d$ Angles along the approximate C$_3$ direction running nearly parallel to the crystallographic a axis; the other angles (cis to the listed ones) are 90.88, 90.87, 92.02, 90.87, 90.90, and 89.54. $^e$ Adopted from the reported bond angles $\alpha$ after changing the sign of ($\alpha = 90^\circ$) from negative to positive (see text).

vibronic state and a $\Gamma_8$ state at higher energy. The $g$ tensor of the ground vibronic state $\Gamma_7$ is given by

$$g(\Gamma_7) = \frac{1}{3}(2 + 4k)$$

(42)

The orbital reduction factor $k$ can be expressed as

$$k = k_{cor}k_{CI}[K_{T_2}(T_1)]$$

(43)

$k_{cor}$ is the covalent reduction factor, $k_{CI}$ arises from configurational mixing between the $\Gamma_7$ ($2^{2}T_2(2g \frac{3}{2})$) ground state and all other excited states of the same symmetry.$^{31}$ $K_{T_2}(T_1)$ is the vibronic (Ham) reduction factor, which includes all information about the vibronic nature of the $\Gamma_7$ ground state.$^{32}$ Approximate expressions for these factors as a function of the strength of the $2^{2}T_2$ vibronic JT coupling have been reported.$^{32,53-55}$ In the usual treatment of the dynamic JT effect, one assumes that vibronic coupling is stronger than spin–orbit coupling, and the latter is modified according to $K_{T_2}(T_1)$. In Figure 14 the lowest vibronic levels and $K_{T_2}(T_1)$ are plotted vs the vibronic coupling strength $\lambda_c$. Small values of $\lambda_c$ (weak vibronic coupling) lead already to a strong reduction of the $^2A_g^{-} \rightarrow ^2T_2$ energy gap and of $K_{T_2}(T_1)$ ($\delta$ is the tunneling splitting in the strong vibronic coupling limit). For octahedral [Fe(CN)$_6$]$^{3-}$ and with neglect of influences from spin–orbit coupling and strain $\lambda_c = 0.965$ (Table 5), $\delta$ drops from its initial value ($\delta = \hbar \omega_c = 93$ cm$^{-1}$) to 30 cm$^{-1}$, accompanied by a nearly total quenching of $k(K_{T_2}(T_1) = 0.138)$. The situation drastically changes when dynamic Jahn–Teller coupling and spin–orbit coupling are accounted for on the same footing. This should be done because the two effects are comparable in magnitude (see section IVc). In this case $\delta$ is equal to the energy difference between the first excited state $\Gamma_8$ and the ground-state vibronic level $\Gamma_7$ (Figure 14a), i.e., 70 cm$^{-1}$, in comparison to its nominal value of 93 cm$^{-1}$. In line with this, the vibronic reduction for [Fe(CN)$_6$]$^{3-}$ remains only 12% ($K_{T_2}(T_1) = 0.876$; see Figure 14b), therefore leaving the value of $g$ only weakly affected by vibronic coupling ($g(\Gamma_7) = 1.835$), in comparison to the static octahedral limit ($g(\Gamma_7) = 1.918$).

We now discuss the combined effect of geometric strain and dynamic JT coupling. In Figure 15 are presented the $\lambda_c$ dependence of the magnetic susceptibility ($\Delta \chi_i$, $i = a, b, c$; $T = 5$ K) and the $g$ tensor ($g_i$) for the vibronic ground state of [Fe(CN)$_6$]$^{3-}$ in its monoclinic form (set V in Table 9). In these
such as Cs$_2$KFe(CN)$_6$, for which temperature-dependent structural and EPR data are still missing. 66

Experimental (black squares) 21 and theoretical anisotropic susceptibility data for K$_3$[Mn(CN)$_6$] (blue line) are presented in Figure 13. The electronic spectrum of K$_3$[Mn(CN)$_6$] has been reported. 22,23,41

The following set of ligand field parameters describing the effect due to the Jahn-Teller effect in 3d hexacyanometalates, which are defined as $\lambda_g$, $\mathbf{g}$ shows a clear dependence on $\lambda_g$, particularly pronounced for the smaller $\lambda_g$. When $\lambda_g$ increases, starting from the static strain induced geometry, there is a strong reduction of $\lambda_g$ from its initial value (0.994; Table 9, set V) to 0.197. Apparently, there is an enhancement of the geometric strain by dynamic JT coupling. We also calculate a clear temperature effect on all $\mathbf{g}$ tensor values; the smaller component $\lambda_2$ increases (by 20%) while the larger $\lambda_1$ and $\lambda_3$ values decrease (by 4% and 3%, respectively), when the temperature ($T$) is increased from 0 to 50 K. That is, the increase of the temperature counteracts the changes induced by the dynamic JT effect. The calculated strain induced changes of the $\mathbf{g}$ tensor are comparable with those obtained with a full diagonalization of the vibronic Hamiltonian; dotted lines correspond to the expression obtained with perturbation theory.55

The electronic spectrum of K$_3$[Mn(CN)$_6$] has been reported.22,23,41 Two sharp transitions at 9216 and 9461 cm$^{-1}$ with polarizations $\perp$ and $\parallel$ to the crystal axis (the needle axis) have been observed.22 The former was reproduced in a later study25 and assigned to the $^3\Sigma_g^+ \rightarrow ^1\Pi$ spin-flip transition within the $t_{2g}$ ground-state configuration of [Mn(CN)$_6$]$^{3-}$. Electronic absorption spectra in the region of the 9191 cm$^{-1}$ transition at different temperatures are represented in Figure 16. With an increase of temperature two hot bands (at 9116 and 9012 cm$^{-1}$) appear in the spectrum above 11 K. The first is located at 75 cm$^{-1}$ lower energy; it is quite sharp at 25 K, and it is very probably the second electronic origin from the spin-orbit/ligand field split $^3\Pi_2$ ground-state multiplet. It has a comparatively intense sideband at 339 cm$^{-1}$ higher energy, which corresponds to the frequency of the $t_{1u}$ vibration already observed as a vibronic sideband of the first origin. At still higher temperatures, the spectrum quickly becomes broadened but a third hot band at about 181 cm$^{-1}$ grows in. We can tentatively assign this to a third component of the ground state. Note that the ratio of the two energies 181/75 = 2.41 does not obey the Landé interval rule, which implies a ratio of 3 if the three transitions were to be interpreted as originating solely from splitting of the $^3\Sigma_g^+$ ground term, due to spin–orbit coupling. In analogy to K$_3$[Fe(CN)$_6$], we can assume that [Mn(CN)$_6$]$^{3-}$ is trigonally
Results from this calculation are given in Table 10. A value of parameters, specified in Table 7, have been taken as fixed. As with \([\text{Fe(CN)}_6]^{3-}\), the magnetic anisotropy is Compatible with the spectroscopic and magnetic behavior of \(3\ T_{1g}\) ground states (\(T_{g}\)-bonding). We can use the observed ground-state splitting anisotropy of the susceptibility tensor, an axial compression can be ruled out. We can use the observed ground-state splitting anisotropy of the susceptibility tensor, an axial compression can be ruled out. We can use the observed ground-state splitting anisotropy of the susceptibility tensor, an axial compression can be ruled out.24 We can use the observed ground-state splitting anisotropy of the susceptibility tensor, an axial compression can be ruled out.24 We can use the observed ground-state splitting anisotropy of the susceptibility tensor, an axial compression can be ruled out.24 We can use the observed ground-state splitting anisotropy of the susceptibility tensor, an axial compression can be ruled out.24 We can use the observed ground-state splitting anisotropy of the susceptibility tensor, an axial compression can be ruled out.24

Figure 15. Effect of dynamic JT coupling (linear \(T_{2g}\)\(\otimes\tau_{2g}\) model) on the anisotropic susceptibilities (a; \(T = 5\) K) and \(g\) tensors (b) of \([\text{Fe(CN)}_6]^{3-}\) in dependence of the vibronic coupling strength (\(\lambda_t\)) in the presence of geometric strain. Values of the strain energies as well as other parameters taken in the calculation are specified in Table 9 (set V). The dotted curve in (b) refers to octahedral \([\text{Fe(CN)}_6]^{3-}\), calculated when excluding the strain. The vertical arrows mark the value of \(\lambda_{\text{t}}\) for \([\text{Fe(CN)}_6]^{3-}\) (see Table 5). elongated (the compounds are isomorphic). On the basis of the anisotropy of the susceptibility tensor, an axial compression can be ruled out.24 We can use the observed ground-state splitting to fit the spin–orbit coupling constant and the angle \(\theta\) (all other parameters, specified in Table 7, have been taken as fixed). Results from this calculation are given in Table 10. A value of \(\Delta\theta\) of only \(-0.44^\circ\) along with \(\zeta = 209\) cm\(^{-1}\) can readily account for the experimental results. With these parameters, energies of excited states, split from \(3\ T_{2g}\), are calculated in agreement with experiment, and they are consistent with the reported polarizations (Table 10). Finally, a set of all these parameters has been used to calculate the susceptibility tensor; the calculated and experimental data are compared in Figure 17. There is excellent agreement between theory and experiment. We therefore conclude that a trigonally elongated geometry (as in \([\text{Fe(CN)}_6]^{3-}\) with an orbitally nondegenerate ground state) is compatible with the spectroscopic and magnetic behavior of \([\text{Mn(CN)}_6]^{3-}\). As with \([\text{Fe(CN)}_6]^{3-}\), the magnetic anisotropy is found to be extremely sensitive with respect to angular distortions.

VII. Conclusions

(1) JT coupling in hexacyanometalates with degenerate \(2\ T_{2g}\) and \(3\ T_{1g}\) ground states (\(T_{g}\)\(\otimes\epsilon_x+\tau_{2g}\) coupling) is usually neglected, because it is a weak effect due to \(\pi\)-bonding. However, \(\pi\)-bonding is also responsible for the magnetic properties due to exchange coupling in room-temperature and single-molecule magnets. Since both effects are comparable in magnitude, they need to be accounted for on the same footing when spectroscopic and magnetic properties are modeled and interpreted.

(2) We present a simple method, which allows us to determine all parameters of the \(T_{g}\)\(\otimes\epsilon_x+\tau_{2g}\) JT problem with DFT calculations. First- and second-order vibronic coupling constants can be used to calculate the depth and position of stationary saddle points of different order. There is no way to get the same information from DFT alone, because present implementations of Kohn–Sham DFT do not allow calculations of the energy of the system in the case of orbitally degenerate ground states. In addition, technical problems occur when a scan of the potential energy surface is attempted point by point in low symmetry, where electrons jump between orbitals which are involved in the spectroscopy and magnetism of \([\text{Mn(CN)}_6]^{3-}\).
different in space but close in energy, and this makes it difficult
to define proper electronic configurations.

(3) When spin–orbit coupling is neglected, we find that $D_{3d}$
distorted structures represent absolute minima in the case of
M(CN)$_6$ (M = Fe$^{III}$, Mn$^{III}$, Cr$^{II}$, Mn$^{II}$), while [Ti(CN)$_6$]$^{3–}$
is tetragonal ($D_{4h}$). A remarkable trend with a correlation between
JT coupling and metal–ligand $\pi$-back-donation is found: $\text{Tg}^{III}
< \text{V}^{III} < \text{Mn}^{III} < \text{Fe}^{III} < \text{Mn}^{II} < \text{Cr}^{II}$.

(4) On the basis of a comparison between the vibronic
coupling strengths (i.e., the ratios of the JT stabilization energy
($E_{JT}$) and the zero point vibrational energy; $\lambda = E_{JT} (D_{4h})/\hbar \omega_0$
($T_2 \otimes e_y$ coupling), $\lambda = 2E_{JT} (D_{4h})/\hbar \omega_0$ ($T_2 \otimes T_{2g}$
coupling)) it is found that JT coupling with the $T_{2g}$ mode is strong for $\text{Cr}^{II}$
and Mn$^{II}$, moderate for Mn$^{III}$ and Fe$^{III}$, and weak in all other cases.

(5) The interplay between JT coupling and spin–orbit coupling
is found to lead to a shallow $D_{3d}$ minimum for $[\text{Fe(CN)}_6]^{3–}$
and no distortion for $[\text{Mn(CN)}_6]^{3–}$. However, the ground-state potential energy surfaces of both ions are found
to be flat and susceptible to angular distortions. Therefore, we
have been able to reproduce the g and magnetic susceptibility
tensors of K$_1[\text{Fe(CN)}_6]$ and the spectra and susceptibility tensor of K$_1[\text{Mn(CN)}_6]$ in terms of statically distorted and strain-
induced geometries (geometrical strains) and a small trigonal
distortion (trigonal strains of only 1 and 0.5$^\circ$, respectively).

(6) Pseudo JT coupling, due to mixing of the $t_{2g}$ and $e_g$
orbitals via the $t_{2g}$ vibrational mode, is found to be of minor importance
for $[\text{Fe(CN)}_6]^{3–}$ and possibly also for the other complexes
discussed. The reason is the rather high value of the cubic ligand
field splitting due to the cyanide ligands, which leads to a partial
or a complete suppression of the $t_{2g} \otimes t_{2g} \otimes e_g$ pseudo JT
interaction, in contrast to the case for tetrahedral complexes.$^{33}$

(7) Dynamic JT coupling in addition to the structural strain
is found in solids and produces interesting effects on the g tensor
values and to a lesser extent on the magnetic susceptibilities
with JT active $E_g$ or $T_g$ ground states.$^{56–65}$ These deserve further experimental studies.

Appendix

With eqs 10–14 we obtain the following master equations,
which relate the parameters of the vibronic coupling Hamiltonian
equation (1) with quantities calculated from DFT.

(a) From data based on $D_{4h}$ geometry optimizations (to get
$Q_{0}^m$ and $Q_{0}^s$) and a single-point calculation (to get $E_{FC}^m (D_{4h})$):

\[
V_e = \frac{4}{4 - r_e} \frac{E_{FC}^m (D_{4h})}{Q_{0}^m} \quad (A.1)
\]

\[
K_e = \frac{1}{4 - r_e} \frac{4}{3} \frac{E_{FC}^m (D_{4h})}{Q_{0}^m (Q_{0}^m)^2} \quad (A.2)
\]

\[
L_e = \frac{1}{4 - r_e} \frac{4}{3} \frac{E_{FC}^m (D_{4h})}{Q_{0}^s (Q_{0}^m)^2} \quad (A.3)
\]

where $r_e = Q_{0}^m/Q_{0}^s$.

(b) From structural data based on $D_{3d}$ geometry optimizations
(to get $Q_{0}^m$ and $Q_{0}^s$) and a single-point calculation (to get $E_{FC}^m$
($D_{3d}$)):

\[
V_e = - \frac{2}{r_e - 4} \frac{E_{FC}^m (D_{3d})}{Q_{0}^m} \quad (A.4)
\]

\[
K_e = \frac{r_e - 1}{r_e - 4} \frac{4}{9} \frac{E_{FC}^m (D_{3d})}{Q_{0}^m (Q_{0}^m)^2} \quad (A.5)
\]

\[
L_e = \frac{r_e + 2}{r_e - 4} \frac{1}{3} \frac{E_{FC}^m (D_{3d})}{Q_{0}^s (Q_{0}^m)^2} \quad (A.6)
\]

where $r_e = Q_{0}^m/Q_{0}^s$.

(c) From structural data based on $D_{2h}$ optimization (to get
$Q_{0}^m$ and $Q_{0}^m$):

\[
W = \frac{V_e + (2K_e - L_e)Q_{0}^m}{2Q_{0}^m} \quad (A.7)
\]

\[
L_e = 2K_e - 2 \frac{V_e}{Q_{0}^m} \frac{Q_{0}^m}{(Q_{0}^m)^2} \frac{(2K_e - L_e)(Q_{0}^m)^2}{(Q_{0}^m)^2} \quad (A.8)
\]

Substitution of $V_e$, $K_e$, $L_e$, and $V_e$ with expressions A.1–A.4
yields

\[
W = \frac{2E_{FC}^m (D_{4h})}{Q_{0}^m Q_{0}^m} \frac{1 - r_e}{4 - r_e} \quad (A.9)
\]

\[
L_e = \frac{4E_{FC}^m (D_{4h})}{(r_e - 4)Q_{0}^m} \left[ \frac{2}{9} \frac{(r_e - 1)}{Q_{0}^m} \frac{1}{Q_{0}^m} + \frac{1}{Q_{0}^m} \right] - \frac{4E_{FC}^m (D_{4h})}{(4 - r_e) \left[ \frac{Q_{0}^m}{(Q_{0}^m)^2} \frac{Q_{0}^m}{(Q_{0}^m)^2} - r_e \left( \frac{Q_{0}^m}{Q_{0}^m} \right)^2 \right]} \quad (A.10)
\]

We obtain the following equations for the energies of the
Franck–Condon transitions:

\[E_{FC}^m (D_{2h}, b_{2g} \rightarrow b_{3g}) = 2V_e Q_{0}^m + 2W Q_{0}^m Q_{0}^m \quad (A.11)\]
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